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a b s t r a c t 

This study was conducted to investigate the profound impact 

of human activities on the environment, based on scientific 

data, recognizing the potential of environmental problems 

to turn into devastating crises if appropriate measures are 

not taken. It emphasizes the important role of education in 

developing environmental awareness, knowledge and sensi- 

tivity to counter adverse environmental consequences. For 

this purpose, a dataset was created for the emotional ten- 

dencies of university students, who represent a demographic 

that has the potential to influence the sustainable future 

of the world. A survey data including 34 different vari- 

ables was collected from 388 university students in Turkey. 

Environmental Sensory Tendencies Dataset is intended to 

provide valuable guidance for the development of effective 

environmental education programs and policies aimed at in- 

creasing university students’ awareness and participation in 

environmental issues. Our research underlines the vital im- 

portance of developing responsible attitudes and behaviors 

to effectively address environmental challenges and thereby 

contribute to a healthier and more sustainable global ecosys- 

tem. This study will make a significant contribution to the 
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literature and highlight the interconnection between human 

actions and environmental well-being. 

© 2024 The Authors. Published by Elsevier Inc. 

This is an open access article under the CC BY-NC license 

( http://creativecommons.org/licenses/by-nc/4.0/ ) 
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pecifications Table 

Subject Social Sciences; Education 

Specific subject area Environmental Sensory Tendencies 

Type of data .xls files, zip files 

Data collection The dataset was obtained through an online survey administered by the 

authors to a total of 388 individuals living in Turkey. The created dataset 

contains 34 variables that are capable of determining sensory inclination 

toward the environment. The data distributions of the features in the sensory 

tendencies dataset are given in Table 1. As shown in Figure 2, the dataset 

covers a population consisting of 180 males and 208 females, with ages 

ranging from 18 to 45 

Data source location Institution : Necmettin Erbakan University 

City : Konya 

Country : Türkiye 

Data accessibility Direct URL to data: https://data.mendeley.com/datasets/cwbf2z7tch/1 [ 1 ] 

. Value of the Data 

• This dataset provides a comprehensive overview of environmental sensitivity and behavior,

provides researchers with new insights. 

• These data obtained from Turkey provide an important resource for understanding the rela-

tionship of cultural differences with the environment. 

• The fact that the survey is online provides an ideal data source for understanding the effects

of digital transformation on environmental sensitivity. 

• The dataset shows that various demographic factors (gender, age, etc.) provides a rich re-

source for researchers who want to study the impact on environmental sensitivity 

• These data provide basic information for the effective implementation of environmental poli-

cies. 

. Background 

People are an indispensable, important and at the same time risky factor for the environ-

ent. As human dominance increases in the relationship between humans and the environ-

ent, various environmental problems begin to emerge. This means that environmental prob-

ems caused by human activities have increased, spread and reached an irreversible state in a

ay that threatens human life [ 2 ]. 

Some human-caused environmental problems can turn into major disasters if the necessary

easures are not taken. By the education supports, it is possible to alleviate the environmental

roblems of individuals only by changing attitudes and behavior [ 3 ]. It is important to integrate

nvironmental education into all levels of education, including formal, non-formal and adult ed-

cational institutions. However, compulsory education constitutes the most important starting

oint for environmental education [ 4 ]. 

http://creativecommons.org/licenses/by-nc/4.0/
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Through environmental education, individuals can become environmentally literate, make in-

formed decisions, and develop individual behavioral principles related to environmental issues

[ 5 , 6 ]. Environmental literacy is defined as “an individual’s knowledge about the environment

and environmental issues, attitudes towards the environment and environmental issues, skills,

motivation to participate in activities that address environmental issues, and efforts to provide

a balanced and sustainable life and environment” [ 7 ]. 

In order for individuals to change their environmentally harmful behaviors, their attitudes,

knowledge and values related to the environment must be changed. Positive attitudes, values

and responsible behavior towards the environment can be used manually with the environmen-

tal education tool [ 8 , 9 ]. 

Sensory tendency refers to individuals’ natural responses to environmental sensory stim-

uli. These tendencies reflect how a person perceives, processes, and responds to specific

sounds, lights, smells, tastes, or tactile inputs in their surroundings. Sensory tendencies are

influenced by genetic and neurological factors, as well as by environmental interactions and

experiences. 

Individuals’ sensory tendencies directly impact their interactions with the environment and

the experiences they derive from these interactions. For example, someone with high sen-

sory sensitivity may feel discomfort and stress in a noisy setting, while someone with a

sensory-seeking tendency might find the same environment stimulating and actively seek out

such stimuli. These differences determine how individuals interact with and are affected by

their surroundings. Understanding sensory tendencies allows for environmental adjustments 

and the development of appropriate support strategies to enhance individuals’ quality of

life. 

In order to reduce environmental problems, individuals should be equipped with environ-

mental knowledge as well as the ability to show positive attitudes and responsible behaviors

towards the environment [ 9 , 10 ]. In the light of all these findings, “What are the sensory ten-

dencies of university students towards the environment?” the dataset related to the research

question has been obtained. 

3. Dataset Description 

In this study, we have worked on numerical data related to sensory inclination towards

the environment. Classification has been performed using various classification algorithms on

the data prepared by us. The flow model illustrating the operation of the study is given

in Fig. 1 . When the structure of the figure is examined, it is necessary to obtain the data

in the first step. The created data is subjected to various data preprocessing steps, and 34

different f eatures are extracted. These extracted features are transferred to the dataset. The

data, which is trained in a repetitive manner using the cross-validation method, is sent to

the classification models. The trained algorithms provide output according to the specified

classes. 

3.1. Sensory Tendencies Dataset 

With the accumulation of knowledge in the field and the conducted literature review, the

parametric factors necessary to construct the dataset were determined. Subsequently, a ques-

tionnaire template containing variables that would determine sensory inclination toward the en-

vironment was created. The dataset was obtained through an online survey administered by the

authors to a total of 388 individuals living in Turkey. The created dataset contains 34 variables

that are capable of determining sensory inclination toward the environment. 

During the data collection process, demographic questions were asked at the beginning, fol-

lowed by 23 questions about Sensory Tendencies, culminating in an additional feature indicating
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Fig. 1. Schematic representation of the working operation. 
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hether the Sensory Tendency is present in the individual. This resulted in a dataset comprising

4 variables. Data were collected from 388 university students from various universities across

urkey, spanning from November 6, 2023, to December 7, 2023. 

As shown in Fig. 2 , the dataset covers a population consisting of 180 males and 208 females,

ith ages ranging from 18 to 45. 

The data distributions of the features in the Sensory Tendencies dataset, including the val-

es for the demographic questions and the answers to the Sensory Tendencies questions, are

resented in Table 1 . 
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Table 1 

Sensory tendencies dataset features. 

Attributes Values 

Sex 1- Male; 2-Female 

Age Values in integers 

Grade 1; 2; 3; 4 

Have you taken an environmental education course? 1-Yes; 2-No 

Have you taken a global warming and climate course? 1-Yes; 2-No 

Have you taken an Environmental Literacy course? 1-Yes; 2-No 

Income status 1:0-750 0; 2.7501-10 0 0 0; 3.10 0 01-150 0 0; 4.150 01-more: 

Did you go to pre-school education? 1-Yes; 2-No 

Where you live 1-Town; 2-District; 3-City 

Your number of siblings 0; 1; 2; 3; 4; 5. more 

1) I believe that I can contribute to the protection of the 

environment with my individual behavior. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

2) I believe it is no use trying to influence my family or 

friends on environmental issues. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

3) If I had more knowledge about environmental issues, I 

would integrate my sensitivity towards the environment 

into my daily habits. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

4) Damage to the environment can be reduced by laws. 1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

5) Every person has a responsibility to protect the 

environment. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

6) Since other people cause great harm to the 

environment, my individual effort s such as saving water, 

saving energy, using environmentally friendly products 

will not have any effect on protecting the environment. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

7) It is the responsibility of every teacher to include 

environmental issues and values in education. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

8) Every teacher candidate should take at least one 

environmental course during their education. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

9) Environmental issues should be prioritized over 

existing issues on the national agenda. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

10) Penalties cannot prevent the damage people cause to 

the environment. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

11) Nowadays, environmental awareness is not at a 

sufficient level. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

12) It is a human right to benefit from nature’s resources 

only to meet people’s basic needs. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

13) It is important that the education system includes 

environmental issues. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

14) Factories that harm the environment should be 

punished. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

15) I think that individual environmental actions will not 

be taken into account by the authorities. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

16) People who harm the environment should be 

punished. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

17) It is important to organize environmentally related 

activities (such as trips and observations) in schools. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

18) Too much open space in the natural environment has 

been unnecessarily used for highways 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

19) Industrial enterprises should be forced to reduce their 

emissions of pollutants. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

20) In order to protect nature in Turkey, construction 

(building, construction, etc.) is unnecessarily prohibited in 

many places. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

21) The development of renewable energy sources (such 

as solar, wind energy, etc.) should be supported in Turkey. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

22) The construction of buildings such as hotels and 

summer houses on the seashore should be reduced. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

23) The value of living creatures in nature is determined 

only by how useful they are to humanity. 

1-Never; 2-Rarely; 3-Sometimes; 4-Usually; 5-Always 

Sensory Tendencies class 

0-No (This person has no sensory tendencies towards the 

environment); 

1-Yes (This person has sensory tendencies towards the 

environment) 
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Fig. 2. Information about the study group that created the dataset. 
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. Experimental Design, Materials and Methods 

.1. Performance Measures 

Confusion matrix is a table commonly used to evaluate the performance of a classification

odel by comparing the predicted results with the actual results. It provides a useful tool to

nalyze the strengths and weaknesses of an artificial intelligence model and can help identify

reas for improvement [ 11 , 12 ]. Performance measurements of the classification model are calcu-

ated using the data shown in Table 2 , as illustrated. 

To evaluate the trained model, Precision (P), Recall (R), F1-score (F), and Accuracy (AC) met-

ics are commonly used. These metrics measure the model’s ability to correctly classify positive

nd negative classes, as well as its ability to minimize false positives and false negatives. The

alculations of these metrics are performed using the four different measures given in Fig. 3

 12 , 13 ]. 
Table 2 

Evaluation criteria affecting the two-class Confusion matrix. 

Evaluation Criteria Definition 

True Positive (TP) TP refers to the cases where the model correctly predicts the class and the actual class is 

also positive. 

False Positive (FP) FP refers to the cases where the model predicts the class as positive, but the actual class is 

negative. 

True Negative (TN) TN refers to the cases where the model correctly predicts the class as negative and the 

actual class is also negative. 

False Negative (FN) FN refers to the cases where the model predicts the class as negative, but the actual class 

is positive. 
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Fig. 3. Complexity matrix used in the classification. 

Table 3 

Calculation formulas of model evaluation metrics. 

Evaluation Metric Formula Formula Number 

Accuracy (%) TP + TN 
TP + FP + FN + TN 

× 100 (1) 

Precision (%) TP 
TP + FP 

× 100 (2) 

Recall (%) TP 
TP + FN 

× 100 (3) 

F1-Score (%) 2 ×TP 
2 ×TP +FP + FN 

× 100 (4) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Performance metrics are the preferred evaluation criteria in artificial intelligence to assess the

performance of models. These metrics are used to analyze, evaluate, and identify areas that need

improvement in how well an artificial intelligence model performs a task [ 12 , 14 , 15 ]. Commonly

used performance metrics, along with their formulas, are provided in Table 3 , and detailed ex-

planations are given in the continuation of the table. 

Accuracy (AC) measures the proportion of correctly classified samples in a dataset. It is a com-

monly used performance metric for classification problems. 

Precision (P) measures the ratio of true positives among the samples predicted as positive. It is

a widely used performance metric in cases where false positives are costly. 

Recall (R) measures the rate at which true positives are correctly identified. It is a performance

metric often used in cases where false negatives are costly. 

F1-Score (F) combines precision and recall rates into a single metric. It is frequently used in

situations where both precision and recall are important. 

4.2. Cross Validation 

Cross-validation is a technique used in artificial intelligence and statistical modeling to eval-

uate the performance of a predictive model on a limited amount of data. It is preferred to es-

timate the generalization ability of a model on new data. By repeatedly training and evaluating

the model on different subsets of the data, it helps mitigate the problem of overfitting or un-

derfitting patterns in the data that the model may have missed. This allows us to improve the

generalization performance of the model and make more accurate predictions on new, unseen
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Fig. 4. The complexity matrix is used in the classification of the dataset. 
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ata. As shown in Fig. 4 , the 10-fold cross-validation strategy is commonly used for the cross-

alidation model. Cross-validation is a crucial tool in artificial intelligence to assess and improve

he generalization performance of predictive models [ 16 , 17 ]. 

.3. Development of Modelling 

The dataset was modelled using Logistic Regression [ 18 , 19 ], Support Vector Machine

 12 , 20 , 21 ], and Bagging [ 22–25 ] algorithms. 

.4. Classification Results with Logistic, SVM and Bagging Models 

In Table 4 , accuracy rates for Logistic, SVM and Bagging models are calculated based on the

onfusion matrix. The results are shown in Table 5 and Fig. 5 . It can be seen that the logistic

odel has an accuracy of 96.38%. When the accuracy rate for the SVM model is calculated, it is

bserved to have a classification success of 93.29%. For the bagging model, it can be seen that

t has an accuracy of 83.76%. When these accuracy rates are examined, it can be concluded that

ogistic and SVM models have high classification success. The classification performance of the

agging model is acceptable, but it can be concluded that it is not at a very high level. 
able 4 

onfusion matrix table of the classification made by the Logistic, SVM and Bagging method. 
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Table 5 

Performance rates tables of the dataset. 

Algorithm Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

Logistic 96.39 96.40 96.40 96.40 

SVM 93.29 93.30 93.30 93.30 

Bagging 83.76 83.70 83.80 83.70 

Fig. 5. Performance rates and graphs of the dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.5. Classification Results and Evaluation Charts of Models in EST Dataset 

By using the confusion matrix data of all models, the accuracy, precision, recall and F1 Score

values of each model were obtained. Classification result values are shown graphically in

Table 5 and data of models in Fig. 5 . 

Upon examining the results in Fig. 5 , it can be observed that the Logistic model has the high-

est classification performance. The Bagging model, on the other hand, has the lowest classifica-

tion performance. Additionally, according to Table 4 , in parallel with the classification accuracy

values, the model with the highest values for metrics such as precision, recall, and f1-score is

the Logistic model. Similarly, the Bagging model has the lowest values for these metrics as well.

Limitations 

No limitations. 

Ethics Statement 

This is to confirm that the relevant informed consent was obtained from the respondents.

During the distribution of questionnaire, respondents were explicitly informed of the voluntary

nature of their participation. They were also made aware that the data provided would be ex-

clusively used for academic purposes, specifically for the dissemination of findings through pub-

lication in scholarly journals. Furthermore, prior to initiating the data collection process, ethi-

cal approval from the Necmettin Erbakan University Social and Behavioral Sciences Institutional

Review Board Ethics Committee was granted. The ethical approval bears the protocol number
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023-02 and is accessible in the supplementary files section, which accompanies this submis-

ion. 
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