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Abstract
With the current health crisis caused by the COVID-19 pandemic, patients have become more anxious about infection, so they
prefer not to have direct contact with doctors or clinicians. Lately, medical scientists have confirmed that several diseases
exhibit corresponding specific features on the face the face. Recent studies have indicated that computer-aided facial diag-
nosis can be a promising tool for the automatic diagnosis and screening of diseases from facial images. However, few of
these studies used deep learning (DL) techniques. Most of them focused on detecting a single disease, using handcrafted
feature extraction methods and conventional machine learning techniques based on individual classifiers trained on
small and private datasets using images taken from a controlled environment. This study proposes a novel computer-
aided facial diagnosis system called FaceDisNet that uses a new public dataset based on images taken from an uncon-
strained environment and could be employed for forthcoming comparisons. It detects single and multiple diseases.
FaceDisNet is constructed by integrating several spatial deep features from convolutional neural networks of various archi-
tectures. It does not depend only on spatial features but also extracts spatial-spectral features. FaceDisNet searches for the
fused spatial-spectral feature set that has the greatest impact on the classification. It employs two feature selection techni-
ques to reduce the large dimension of features resulting from feature fusion. Finally, it builds an ensemble classifier based
on stacking to perform classification. The performance of FaceDisNet verifies its ability to diagnose single and multiple dis-
eases. FaceDisNet achieved a maximum accuracy of 98.57% and 98% after the ensemble classification and feature selection
steps for binary and multiclass classification categories. These results prove that FaceDisNet is a reliable tool and could be
employed to avoid the difficulties and complications of manual diagnosis. Also, it can help physicians achieve accurate diag-
noses without the need for physical contact with the patients.
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Introduction
Thousands of years ago, in the ancient Chinese, Indian, and
Greek cultures, it was believed that pathological variations
in the inner human organs may be manifested on his/her
face. The ancient doctors examined the patient’s facial attri-
butes to determine his/her body lesion, which was known as
“facial diagnosis.”1 Recently, the latest medical investiga-
tors have proven that several diseases convey equivalent
particular features on the face.2 These diseases may cause
symptoms that can affect patients’ health and quality of
life. Therefore, the timely diagnosis of such disease is

important to avoid possible health complications and
prevent disease progression. Early diagnosis can also
enable selecting the appropriate treatment and follow-up
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procedures.3 However, the manual examination of facial
features to perform the diagnosis is usually inaccurate,
and requires a prolonged and costly procedure. The latest
research indicated that facial analysis highly depends on
the skills and expertise of clinicians.4,5 Many patients
experience difficulties taking medical investigations, espe-
cially in underdeveloped and rural regions due to the lack
of medical supplies, which results in postponements in
treatment in several cases. More importantly, due to the
current COVID-19 pandemic, people are anxious to get
infected, so they prefer not to have direct contact with
doctors or go to clinics and hospitals. Thus, computer-aided
facial diagnosis systems are essentially needed to prevent
the abovementioned challenges.

Computer-aided facial diagnosis is an automated system
that helps in achieving noninvasive screening and diagnosis
of diseases automatically, rapidly, and without difficulty.
Hence, if the facial diagnosis could be verified as an effect-
ive and accurate diagnostic tool, it would be of enormous
potential specifically in the current COVID-19 pandemic.
Recently, artificial intelligence (AI) techniques such as con-
ventional machine learning (CML) and deep learning (DL)
techniques have been used extensively in the automatic diag-
nosis of several diseases affecting the human body including
the heart,6,7 brain,8–11 lung,12–16 intestine,17 cancer,18–20 and
eye.21 With the support of AI intelligence, the association
between face and disease could be investigated with a numer-
ical methodology.22 AI can enable a computer-aided facial
diagnosis to timely diagnose the illness, which could lower
the cost of diagnosis, avoid the progression of the disease,
and improve diagnostic accuracy.

Facial diagnosis using computer-aided diagnosis with a
facial phenotype is nearly similar to face recognition tasks,
but with further difficulties, such as the challenge of acquir-
ing face images for such diseases and the ingenious pheno-
typic forms of many diseases. Previous computer-aided
facial diagnosis systems based on AI technology demon-
strated potential in helping doctors via analysis of patients’
facial scans.4,23,24 Nevertheless, many of these studies
aimed to differentiate normal faces from faces with syn-
dromes or identify one type of disease using images
taken in a controlled environment (constrained conditions)
instead of tackling the real-world condition of diagnosing
several diseases from uncontrolled images. Furthermore,
most of these methods are based on handcrafted feature
extraction methods and CML techniques. However, DL tech-
niques are favorable as they do not require any image process-
ing or feature extraction approaches for classification.25 Few
of the previous studies employed individual DL techniques to
perform classification. Moreover, most of the earlier research
has utilized small and private datasets. Since no public bench-
mark dataset is available online for comparison, it is not
possible to compare the performance of such earlier
methods. Therefore, this study proposes a novel computer-
aided facial diagnosis system called FaceDisNet that

utilizes a new public dataset that can be used for future
comparisons. FaceDisNet is based on four convolutional
neural networks (CNNs) of different architectures. It
detects one type of disease as well as four diseases and dif-
ferentiates them from healthy faces with no syndrome. The
motivation and contributions of FaceDisNet will be dis-
cussed in the next section.

The contribution of FaceDisNet can be summarized as
follows:

• FaceDisNet merges the benefits of DL techniques for
extracting spatial features from four CNNs with a well-
known traditional feature extraction method including
discrete cosine transform (DCT).

• FaceDisNet searches for the best blend of features
extracted from the four CNNs that improve the classifi-
cation accuracy. where merged features of DenseNet+
Inception+ResNet-50 turn out to achieve the highest
accuracy of 96.89% for multiclass classification and
integrated features of ResNet-50+ResNet-101 achieved
98.57% for binary classification.

• Two feature selection methods are utilized to reduce the
large dimension of features generated due to fusion to
100 and 1200 features for binary and multiclass categor-
ies respectively.

• It constructs an ensemble classifier based on the stacking
method, which merges the classification of several clas-
sifiers into a meta classifier to enhance the diagnostic
performance of FaceDisNet reaching an accuracy of
98.57% for binary classification and 98% for multiclass
classification with reduced sets of features.

• FaceDisNet uses uncontrolled face images (from the
wild) to perform classification. It does not require detect-
ing the face to identify the abnormality.

• It utilizes a public dataset, so future comparisons can be
easily made.

Related computer-aided facial diagnostic systems
Face recognition is a term for the technology used to
confirm or identify a subject’s identity based on their
appearance in photos or videos. With the advancement of
machine/DL in past few years, these methods have been
widely used for facial recognition. It appears that facial
diagnosis and face recognition are connected. However,
the literature on facial diagnosis is limited as it is a new
area of research. This section will discuss all related
works regarding computer-aided diagnostic tools. First, it
will show methods that used the CML techniques for
facial diagnosis. Next, it will illustrate more advanced
computer-aided facial diagnostic systems based on DL.
Finally, it will discuss the limitations of these techniques
that motivated the authors to propose the new computer-
aided facial diagnostic tool.
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Computer-aided facial diagnostic systems based
on traditional machine learning methods

Few articles have been exploring the problem of diagnosing
diseases from facial images. the majority of them used clas-
sical machine learning approaches for feature extraction
and classification. Among them, Kong et al., 201826 pro-
posed a computer-assisted system to detect acromegaly
disease and distinguish it from normal faces. They extracted
the locations of face landmarks as features and used them to
feed a multiple classifier system based on classifiers support
vector machine (SVM), logistic regression (LR), k-nearest
neighbor (K-NN), Random Forest (RandF), and CNNs.
The classifiers’ predictions were combined using majority
voting. Similarly, Schneider et al.27 introduced an auto-
mated pipeline to identify acromegaly from facial
images. The authors extracted textural features based on
the Gabor filter as well as geometric features to perform
classification. They used software called FIDA (facial
image diagnostic aid) to classify images.

Later, Meng et al.28 proposed an automated framework for
detecting acromegaly from facial scans. The authors extracted
35 anatomical facial landmarks, 55 angular indices, linear fea-
tures, and other geometric features. These features were fed to
a linear discriminate analysis (LDA) classifier to perform clas-
sification. Similarly, Zhao et al.29 used handcrafted feature
extractionmethods for facial diagnosis. The authors compared
three feature extraction methods including geometric, con-
tourlet transform, and local binary pattern (LBP) to test their
ability to detect down syndrome from facial images using
an SVM classifier. The authors then fused these three
feature extraction methods and found that this fusion has
enhanced the classifier’s performance. In the same year,
Zhao et al.30 proposed a system based on traditional feature
extraction methods including Hierarchical Constrained
Local Model (HCLM), geometric and textural features. The
authors also used independent component analysis (ICA) to
identify Down syndrome disease among children from their
face scans. Similarly, Zhao et al.31 in 2014 presented a
computer-aided facial diagnosis system to detect Down syn-
drome. The authors mined geometric and textural features
from anatomical facial landmarks to define facial morphology
and LDA classifiers for classification. The authors also used
the same system to classify 14 dysmorphic syndromes using
an SVM classifier. Likewise, Lui et al.32 presented a frame-
work based on CML approaches to identify kids with
autism spectrum disorder. The authors obtained the frequency
distribution of the face coordinates using k-means and histo-
gram feature extraction methods. The authors utilized these
features as inputs to an SVM classifier. Furthermore, Kuan
Wang and Jiebo Luo33 constructed an automated system for
detecting 20 diseases from facial images. The authors manu-
ally segmented the areas where disease symptoms occur,
and then extracted binary, color, and Hough transform fea-
tures. Finally, they used k-means clustering.

Computer-aided facial diagnostic systems based
on deep learning methods

Deep learning techniques have rapidly supplanted CML
approaches as a result of recent advancements in the field.
The most popular DL technique for facial diagnosis is
CNN. Among research articles that employed CNN is Sajid
et al.34 in which the authors first augmented the images
using a generative adversarial network (GAN), then used a
pre-trained VGG-16 CNN along with two constructed
CNNs, namely, C1 and C2. The VGG-16 and C1 were
used for feature extraction, whereas C2 was for classification.
On the other hand, Guo et al.35 proposed a framework for
diagnosing unilateral peripheral facial paralysis (UPFP)
disease from face images. First, the faces were detected
using dlib library. Then the features are extracted using a
deep network called deep alignment network (DAN) CNN.
Conversely, Jin et al.22 proposed a computer-aided facial
diagnosis system to classify four diseases from face images
including beta-thalassemia, hyperthyroidism, Down syn-
drome, and leprosy. The authors first detected faces using
the open CV software. Afterward, they utilized transfer
learning to extract deep features from three individual pre-
trained CNNs including AlexNet, VGG-16, and ResNet-50.
Finally, they used an SVM classifier for classification.
The authors perform classification in two categories:
binary and multiclass. In the former category, they distin-
guished between healthy and faces with beta-thalassemia,
whereas in the latter category they differentiated between
healthy and the four diseases mentioned above. Alternatively,
Gurovich et al.36 constructed an automated system called
the DeepGestalt model, which is based on holistic, local,
and DL feature extraction methods. Then, the authors
used these features to feed a CNN for classifying 216 syn-
dromes from face scans. Similarly, Pantel et al.37 employed
DeepGestalt to classify 17 syndromes and differentiate
them from normal faces using an SVM classifier instead
of the CNN employed in Gurovich et al.36 A summary of
related automated systems for facial disease diagnosis is
shown in Table 1 along with their limitations in the supple-
mentary materials.

Motivation

It can be noticed from Table 1 that most related works per-
formed binary classification either to discriminate one type
of syndrome from healthy patients or several syndromes
(considered as abnormal faces) from normal faces to no
syndromes. Almost all previous studies used small and
private datasets, individual feature extraction methods,
and handcrafted crafted features. Furthermore, some of
them utilized only spatial features based on DL techniques
for classification based on individual classifiers. Moreover,
they performed a controlled facial diagnosis, where a con-
strained environment is required to acquire face images,
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Table 1. A summary of related automated systems for facial disease diagnosis along with their limitations.

Article Dataset Abnormality Method Results Limitation

Kong et al.,
201820

1123 Patients
(private)

Acromegaly • Open CV for face detection.
• Facial locations landmarks

as features.
• Fronatization.
• SVM, LR, K-NN, CNN, and

RF ensemble classifiers.

Precision= 96%
Sensitivity=
96%
Specificity=
96%

• Detect only one type of
disease (binary
classification).

• Used manual
segmentation.

• Detect the face for
diagnosis (controlled
face diagnosis).

• Utilized only Facial
location landmarks as
features.

• Used only spatial
features.

• Used only handcrafted
features.

• Did not use DL features.

Schneider
et al.21

117 Patients
(private)

Acromegaly • Geometric and Gabor filter
feature extraction
methods.

• FIDA (facial image
diagnostic aid) software

Accuracy= 81.9% • Detect only one type of
disease (binary
classification).

• Used only handcrafted
features.

• Did not use DL features.
• Controlled face

diagnosis.
• Very small dataset.
• Private dataset.
• Low accuracy.
• Used commercial

software to perform
diagnosis.

• Large feature space.

Meng et al.22 124 Patients
(private)

Acromegaly • 35 Anatomical facial
landmarks,

• 55 Angular, index, and
linear features,

• Geometric features.
• LDA classifier

Accuracy=
92.86%

• Detect only one type of
disease (binary
classification).

• Used only handcrafted
features.

• Did not use DL features.
• Controlled face

diagnosis.
• Very small dataset.
• Private dataset.
• Large feature space.

Zhao et al.23 48 Patients
(private)

Down syndrome • Geometric, contourlet
transform, and LBP
features.

• SVM classifier

Accuracy= 97.9%
Precision=
100%
Sensitivity=
95.8%

• Detect only one type of
disease (binary
classification).

• Used only handcrafted
features.

• Did not use DL features.

(continued)
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Table 1. Continued.

Article Dataset Abnormality Method Results Limitation

• Controlled face
diagnosis.

• Very small dataset.
• Private dataset.
• Large feature space.

Zhao et al.24 100 Patients
(private)

Down syndrome • HCLM, geometric, and
textural features

• ICA
• SVM classifier

Accuracy= 95.6%
Precision=
95.3%
Sensitivity=
95.3%

• Detect only one type of
disease (binary
classification).

• Used only handcrafted
features.

• Did not use DL
features.

• Controlled face
diagnosis.

• Very small dataset.
• Private dataset.

Zhao et al.25 130
Patients
(private)

Down syndrome • HCLM, geometric, Gabor,
and LBP features

• ICA
• LDA classifier

Accuracy= 96.7% • Detect only one type of
disease (binary
classification).

• Used only handcrafted
features.

• Did not use DL features.
• Controlled face

diagnosis.
• Very small dataset.
• Private dataset.

24 Patients
(private)

14 Dysmorphic
syndromes

• HCLM, geometric, Gabor,
and LBP features

• ICA
• SVM classifier

Accuracy= 97% • Used only handcrafted
features.

• Did not use DL features.
• Controlled face

diagnosis.
• Very small dataset.
• Private dataset.
• Large feature space.

Lui et al.26 87 Images
(private)

Autism • K means and histogram
features.

• SVM classifier

Accuracy=
88.51%
Sensitivity=
93.1%
Specificity=
86.1%

• Detect only one type of
disease (binary
classification).

• Used only handcrafted
features.

• Used only spatial
features.

• Did not use DL features.
• Controlled face

diagnosis.
• Very small dataset.
• Private dataset.
• Relatively low accuracy.

(continued)
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Table 1. Continued.

Article Dataset Abnormality Method Results Limitation

Sajid et al.27 2000 Images Palsy • GAN for augmentation.
• VGG-16 and CNN for

feature extraction.
• CNN for classification

Accuracy= 92.6%
Sensitivity=
93.14%
Precision=
92.91%

• Grade only one type of
disease.

• Used only spatial
features.

• Controlled face
diagnosis.

• Used individual feature
extraction to perform
classification.

• Utilized individual
classifiers to perform
classification.

• Large feature space.

Guo et al.28 1840 Images
(private)

UPFP • Dlib
• DAN

AUC= 60.66% • Detect only one type of
disease (binary
classification).

• Used only spatial
features.

• Controlled face
diagnosis.

• Private dataset.
• Low performance.
• Large feature space.

Kuan Wang
and Jiebo
Luo29

8509 Images 20 Diseases • Manually segmented
symptoms.

• Used binary features
• Employed color features,

Hough transform,
• k means clustering

Accuracy= 80.2%
Sensitivity=
77.2%
Precision=
82.1%

• Used manual
segmentation to crop
the abnormality.

• Used only handcrafted
features.

• Did not use DL features.
• Controlled face

diagnosis.
• Very small dataset.
• Relatively low

performance.
• Unbalanced dataset.
• Large feature space.

Gurovich
et al.30

26,692
Images
(private)

216 Syndromes • DeepGestalt model
(holistic+ local+ CNN
features extraction
methods)

• CNN for classification

Top-10-accuracy
= 91%

• Utilized individual
classifiers to perform
classification.

• Public only for health
professionals.

• Private dataset.

Pantel et al.31 646 Images 17 Syndromes and
normal faces
(binary
classification)

• DeepGestalt model AUC= 89% • Utilized individual
classifiers to perform
classification.

• Public only for health
professionals.

(continued)

6 DIGITAL HEALTH



and then segment the face from the image and frontalize the
face to perform classification. Moreover, a few of them
reduce the number of features employed for classification,
have low performance, and are not reliable. To overcome
these limitations, an automatic computer-aided facial diag-
nosis system called FaceDisNet is proposed to identify
several diseases from facial images.

Materials and methods

Proposed FaceDisNet

This paper presents a computer-aided facial diagnosis called
FaceDisNet to automatically diagnose single and multiple
diseases from face scans. FaceDisNet consists of seven
stages involving preprocessing of the Disease-Specific
Face (DSF) images, spatial deep feature mining stage,
spatial-spectral feature mining, fusion, and reduction stage,
exploring fused feature set stage, feature selection stage,
individual classification stage, and ensemble classification
stage. Initially, DSF images are resized and augmented.
Following, in the second stage, spatial DL features are
mined from four CNNs architectures using TL. Next, in
the third stage, spatial-spectral features are mined and
fused using DCT. DCT is also used to reduce the dimension
of the fused spectral-spatial features. Afterward, the feature
sets generated in the previous stage are explored to deter-
mine the fused feature set which has the highest impact on
the performance of FaceDisNet. Following, two feature
selection approaches are employed to further reduce the
dimension of the spatial-spectral fused feature set selected
in the previous stage. In the individual classification stage,
three individual classifiers are utilized to classify single
and multiple diseases. Finally, in the ensemble classifica-
tion, an ensemble classifier is created using the stacking

method built on the reduced feature sets generated in the
feature selection stage. The ensemble classification stage is
done as ensemble classifiers usually enhance the classifica-
tion performance. A block diagram explaining the seven
stages of FaceDisNet is shown in Figure 1.

Preprocessing of the DSF dataset. The images of the DSF
dataset are reshaped to be equal to the size of the input
layers of the four CNNs employed in FaceDisNet. These
input sizes are 224× 224× 3 for ResNet-50, ResNet-101,
and DenseNet-201, and 229× 229×3 for the Inception-V3.
As mentioned before, the size of the DSF dataset is 350
images which is relatively small for DL and consequently,
the training of the CNNs might suffer from overfitting.
Therefore, the augmentation process is crucial to solving
this problem.38,39 It enlarges the amount of DSF images by
several methods. In this paper, the augmentation methods
employed are flipping in the x- and y-directions, translation
(−30, 30), scaling (0.9, 1.1), and shearing (0, 45) in the
x- and y-directions.

Spatial deep feature mining stage. In this stage, TL is
applied to modify the four pre-trained CNNs that were for-
merly trained on the ImageNet dataset to be able to classify
single and multiple diseases from face images. The four
CNNs include ResNet-50, ResNet-101, DenseNet-201,
and Inception V3. Afterward, the CNNs’ output layers
are altered to either two in case of identifying one type of
disease and distinguishing it from normal faces with no
disease or five in case of classifying multiple diseases.
Next, some parameters are tuned, which will be discussed
later in the parameter adjustment section. Subsequently,
these CNNs are trained on the DSF dataset to either detect
a single disease or multiple diseases. Finally, spatial deep
features are obtained from a specific layer of every CNN

Table 1. Continued.

Article Dataset Abnormality Method Results Limitation

• Private dataset.
• Performed binary

classification.

Jin et al.16 350 Images
(public)

4 Diseases • Open CV (HOG+ SVM)
• AlexNet, ResNet-50,

VGG-16
• SVM

Accuracy= 93.3% • Used only spatial
features.

• Utilized individual
spatial DL features.

• Utilized individual
classifiers.

• Employed a large
number of features to
perform classification.

Beta-thalassemia Accuracy= 95%
Sensitivity=
100%
Specificity=
90%
Precision=
90.9%

Note. SVM: support vector machine; LR: logistic regression; K-NN: k-nearest neighbor; CNN: convolutional neural networks; LDA: linear discriminate analysis;
HCLM: Hierarchical Constrained Local Model; ICA: independent component analysis; LBP: local binary pattern; GAN: generative adversarial network; DAN:
deep alignment network.
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utilizing TL. These layers are the "avg_pool" of the
Inception-V3, DenseNet-201, and ResNet-50, and “pool5”
of ResNet-101. The number of features obtained from these
layers is 1920 for DenseNet-201, and 2048 for Inception,
ResNet-50, and ResNet-101.

Spatial-spectral feature mining, fusion, and reduction stage.
Spatial features generated in the previous stage are fused
using DCT to produce spatial-spectral features. DCT is
regularly applied to decompose data into primitive spectral
elements. It reveals the data as a total of cosine functions

Figure 1. A block diagram explaining the six stages of FaceDisNet.
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fluctuating at separate frequencies.40 Usually, the DCT is
employed to get the DCT coefficients which are split
into three groups: low frequency known as (DC coeffi-
cient), middle frequency, and high frequency known as
(AC coefficients). High frequencies illustrate noise and
tiny changes (details). Whereas lower frequencies are
related to the brightness scenarios. Conversely, the
middle-frequency coefficients include significant illustra-
tions which create the essential construction of the data.
The dimension of the DCT coefficient matrix is identical
to the input data.41 The DCT is also used to reduce the
dimension of fused features, however, it does not directly
lower the size of the features by itself.41 An additional
reduction phase is often done to perform the reduction
using zigzag scanning, where certain DCT coefficients
are selected to produce feature vectors.

Exploring fused feature sets stage. In this stage, the fused
feature sets generated in the previous stage are explored
to find the combined spatial-spectral feature set which has
the greatest influence on the accuracy of the disease diagno-
sis. First, spatial-spectral features of each two CNNs are
explored. Then, each spatial-spectral feature combination
of every three CNNs is examined. Finally, the spatial-
spectral features of the four CNNs are investigated. The
feature sets elected in this stage for both identifying a
single disease or multiple diseases will undergo two
feature selection procedures in the next stage.

Feature selection stage. The fused spatial-spectral sets chosen
in the previous step are still of large feature dimensions. This
large size of the features increases the complexity of the clas-
sifier and could lower its classification capacity.42–44 Feature
selection is an important step in many medical computer-
aided diagnosis systems to lessen the feature space and
remove redundant and irrelevant features. Therefore, in this
stage, two popular feature selection procedures are employed,
including correlation-based feature selection (CFS) and
Relief-F (RF) feature selection methods.

CFS is a popular feature selection method that deter-
mines the similarity among features. If two variables are
correlated, the correlation coefficient index will lie
within the range (−1 to 1). Next, if the two variables are
uncorrelated, the correlation coefficient index will be
close to 0.45 The features are ranked according to this cor-
relation coefficient.

Relief-F is a well-known FS method that is commonly
used in medical classification problems, due to the efficiency
and straightforwardness of computation. The Relief-F
method was proposed by Kononenko46 to be used for multi-
class, noisy, and incomplete datasets. Its basic idea is to cal-
culate the significance of features based on their capability to
differentiate among instances from the same class close to
each other in a local neighborhood. This capability is mea-
sured by estimating the weight or score for each feature.47

Those features that have a higher ability to distinguish
between different class instances and increase the distance
between them are given higher scores than others that
have lower abilities.

Individual classification stage. In this stage, three machine
learning classifiers are used individually to perform the
classification tasks. These three classifiers involve SVM,
Decision Tree (DT), and Naïve Bayes (NB) classifiers.
The classification process of FaceDisNet is composed of
two categories: binary and multiclass. In the former cat-
egory, a single disease (beta-thalassemia) is identified
and distinguished from normal faces. Whereas in the
latter category multiple diseases are classified. Five-fold
cross-validation is applied in this paper to validate the
results. The individual classification stage is performed
in three schemas. In the first schema, the spatial features
mined from the four CNNs are used to construct and
train the individual classifiers. Schema II uses fused
spatial-spectral feature sets to create and learn the individ-
ual classifiers. It also explores these feature sets to select
the set with the greatest impact on the classification accur-
acy. Schema III utilizes the spatial spectral features
selected using CFS and RF methods to build and learn
the three machine classifiers.

Ensemble classification stage. Ensemble classification is a
hybrid approach that merges the outputs of several classi-
fiers using a fusion method. It combines the benefits and
classification capacity of each classifier in the pool of clas-
sifiers, which usually boosts the performance compared to
the individual classification. Ensemble classification may
prevent the likelihood of achieving inadequate classifica-
tion results produced by a particular model in the pool.
In the medical field, such as diagnosing diseases, ensemble
classification corresponds to getting a medical opinion
from several doctors to end up with a more convincing
medical opinion.48,49 Therefore, ensemble classification
is adopted in this paper.

Stacking is a well-known ensemble classification method
initially proposed by Wolpert.50 It involves two classification
phases. Phase 0 is known as the base classification. This
phase consists of numerous classifiers of different training
algorithms. Whereas phase 1 is known as meta-classification,
where the predictions of the base classifiers in phase 0 are
fused using the meta-classifier of phase 1. In other words,
the classification results of the base classifiers along with
the class labels are considered as input attributes to the meta-
classifier.51 This meta-classifier is considered the fuser. In
this study, an ensemble classification based on stacking is
employed, where the base classifiers are SVM, NB, and
DT, whereas the meta classifier is an LDA classifier. The
ensemble classification using stacking represents schema
IV of FaceDisNet.
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Experimental setup

Facial disease diagnosis dataset

This study uses a new public dataset called the DSF dataset
which can be found in Bo Jin Disease-Specific Faces
(2020).52 This dataset consists of 350 images corresponding
to beta-thalassemia, hyperthyroidism, Down syndrome, and
leprosy diseases as well as healthy faces. Each of these cat-
egories contains 70 images. These images are gathered from
medical conferences and meetings, hospitals, specialized
medical published articles, and medical websites with spe-
cific indicative findings and diagnoses.

Adjustment of CNN’s parameters

To train the four CNNs, numerous network parameters are
modified whereas other parameters are left unchanged.
These network parameters are the mini-batch size, the
number of epochs, the initial learning rate, and the valid-
ation frequency. For the binary and multiclass classification
categories, the number of epochs is 10, the learning rate is 3
× 10−4, and the mini-batch size is 10 for each CNN. For the
binary classification category, the validation frequency is
24, whereas for the multiclass category it is equal to 61.
Stochastic gradient descent with momentum technique is
adopted to learn the four CNNs. The four schemas of
FaceDisNet are executed using MATLAB 2020 a and
Weka Data Mining Tool.53 The type of processor utilized
is Intel(R) Core (TM) i7-10750H, processor frequency of
2.6 GHz, and NVIDIA GeForce GTX 1660 video controller
of 6 GB capacity.

Performance metrics

The measures employed to assess the capacity of FaceDisNet
in diagnosing single and multiple diseases from face images
are explained in this section. The measures are F1-score, sen-
sitivity, precision, accuracy, specificity, and Mathew correl-
ation coefficient (MCC). These measures are computed
employing the following mathematical expressions (1–6).

Sensitivity = TP

TP+ FN
(1)

Specificity = TN

TN + FP
(2)

Accuracy = TP+ TN

TN + FP+ FN + TP
(3)

Precision = TP

TP+ FP
(4)

F1− Score = 2 × TP

(2 × TP)+ FP+ FN
(5)

MCC = TP × TN − FP × FN
�����������������������������������������������

(TP+ FP)(TP+ FN)(TN + FP)(TN + FN)
√

(6)

Where the true positive is the number of images that are prop-
erly detected by the disease label which they refer to. True
negative is the summation of images that do not belong to
the detected disease class label and does not refer to. For
each disease of the DSF dataset, false positive is the
number of images identified as this type of disease, but
they do not genuinely refer to it. For every disease of the
DSF dataset, false negative is the summation of images not
recognized as this disease. The four schemas of FaceDisNet
are displayed in Figure 1.

Results and discussions
The results of FaceDisNet are illustrated in this section.
FaceDisNet is composed of four schemas, the first three
belong to the classification using individual classifiers,
whereas the last schema belongs to the ensemble classifica-
tion. Schema I represents the extraction of spatial features
from the four CNNs utilized in FaceDisNet and using
these features to train the three individual classifiers.
Schema II corresponds to the mining of spatial-spectral fea-
tures and combining them using DCT and then utilizing
these features to learn the three individual classifiers. This
schema also searches for the fused spatial-spectral feature
sets which have the highest impact on the performance of
the classification process. In the third schema, CFS and
RF feature selection methods are applied to the feature set
selected in the previous schema to reduce the dimension
of feature space. These reduced features are then used to
construct and train the three individual classifiers. Finally,
in the last schema, the reduced features of the earlier
schema are used to learn the stacking ensemble classifier.

Schema results

The results of the binary class classification category are first
discussed in this subsection. As mentioned before, the binary
class category corresponds to identifying one type of disease
which is beta-thalassemia and discriminating it from healthy
patients with normal faces. Figure 2 shows the binary class
accuracy of the three classifiers trained on the spatial features
extracted from the four CNNs. It can be noticed from
Figure 2 that the SVM classifier has the highest accuracy
for the spatial features of the four CNNs. This is obvious
as the accuracy is 95%, 93.57%, 95.71%, and 95.71% for
the spatial features of DenseNet-201, Inception V3,
ResNet-50, and ResNet-101. Followed by the NB classifier
which achieves an accuracy of 85%, 92.35%, 90.7%, and
85.71% which is higher than the 82.8%, 92.14%, 92.86%,
and 85% attained by the DT classifier trained with the
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spatial features of DenseNet-201, Inception V3, ResNet-50,
and ResNet-101 expect for ResNet-50.

Regarding the multiclass class category which is equiva-
lent to classifying normal and four diseases including
beta-thalassemia, hyperthyroidism, Down syndrome, and
leprosy, the results displayed in Figure 3 illustrate the multi-
class classification accuracy of the three classifiers trained
with the spatial features extracted from the four CNNs.
Figure 3 indicates that the SVM classifier achieved the
greatest accuracy of 92.86%, 94%, 92.57%, and 92.57%
by using the spatial features of DenseNet-201, Inception

V3, ResNet-50, and ResNet-101. This accuracy is higher
than the 90.57%, 90.86%, 89.71%, and 83.74% obtained
by the DT classifier and the 88.29%, 90.86%, 89.42%, and
82.86% attained by the NB classifier trained for the spatial
features of DenseNet-201, Inception V3, ResNet-50, and
ResNet-101, respectively.

Schema II results
This section shows the results of the spatial-spectral
fusion. It explores the performance attained using

Figure 3. The classification accuracy of the multiclass classification category of the three classifiers trained with the spatial features
obtained from the four CNNs. CNNs: convolutional neural networks.

Figure 2. The classification accuracy of the binary class classification category of the three classifiers trained with the spatial features
obtained from the four CNNs. CNNs: convolutional neural networks.
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different combinations of fused feature sets to select the set
with the highest performance. The accuracy for the binary
class classification category is displayed in Table 2. In the
case of fusing every two feature sets, the maximum accuracy
of 98.57% is attained by the SVM classifier trained on the
spatial-spectral features of ResNet-50+ResNet-101. This
performance is followed by the SVM classifier learned
with the spatial-spectral features of Inception+ResNet-101,
DenseNet+ResNet-50, DenseNet+ Inception, and DenseNet+
ResNet-101. Note that the size of the two fused feature sets
is 1000 features, which is lower than the 2048 spatial fea-
tures of Inception V3, ResNet-50, and ResNet-101, and
the 1910 spatial features of DenseNet-101 used in the previ-
ous schema.

On the other hand, by fusing each three feature sets, the
maximum performance (97.58% accuracy) is attained with
the SVM classifier trained on the spatial-spectral features
of DenseNet+ Inception+ResNet-50. The next higher per-
formance is reached by the SVM classifier (97.14% accur-
acy) learned utilizing the spatial-spectral features of
Inception+ResNet-50+ResNet-101. Following this per-
formance is the 96.43% accuracy obtained using the SVM

classifier trained on the spatial-spectral features of
DenseNet+ Inception+ResNet-101 as well as DenseNet+
ResNet-50+ResNet-101. The size of the spatial-spectral fea-
tures of DenseNet+ Inception+ResNet-50 which obtained
the highest performance (in the case of three feature sets
fusion) is 2000, which is lesser than the 2048 spatial features
of Inception V3, ResNet-50, and ResNet-101, and slightly
higher than the 1910 spatial features of DenseNet-101 used
in the previous schema but with higher performance.

Regarding the fusion of the four spatial-spectral features,
it can be noticed that the accuracy reached using this set is
96.43%, 92.14%, and 92.14% for the SVM, DT, and NB
classifiers, respectively. It can be concluded from Table 1
that the classifiers trained with the spatial-spectral feature
have higher performance than that of the spatial feature of
schema I. This proves that the fusion using DCT has
improved the performance of these classifiers. DCT also
has successfully boosted the accuracy with a lower
feature size than that obtained by the spatial features of
schema I. We can also conclude from Table 2 that the
feature set which has the highest accuracy among all
fused spatial-spectral feature sets is the ResNet-50+
ResNet-101 which has a feature size of 1000 features and
an accuracy of 98.57%. This set will be used in the next
schema, which further reduces the feature set dimension
by applying the CFS and RF feature selection methods.

The results of schema II in the case of multiclass clas-
sification categories are shown in Table 3. It is clear from
the results of that table that the SVM classifier obtains the
highest performance compared to the NB and DT classi-
fiers. First, for exploring each two fused spatial-spectral
features, the peak accuracy of 96.29% is achieved using
the SVM classifier constructed with ResNet-50+ Inception,
followed by 95.14% of DenseNet+ResNet-101, 94.86% of
DenseNet+ Inception, 94.57% of DenseNet+ResNet-50,
94.23% Inception+ResNet-101, and 94% of ResNet-50+
ResNet-101. The size of the ResNet-50+ Inception
spatial-spectral feature set is 1000, which is smaller than
the 2048 spatial feature size of Inception V3, ResNet-50,
and ResNet-101, and the 1910 spatial feature size of
DenseNet-101 employed in the preceding schema.

In the case of fusing three spatial-spectral features simi-
larly, the SVM classifier attains the greatest accuracy
among the other two classifiers. The spatial-spectral features
of DenseNet+ Inception+ResNet-50 achieve the greatest
accuracy of 96.86% using the SVM classifier. Following is
the 96.57% accuracy of DenseNet+ResNet-50+ResNet-101,
96.29% accuracy of DenseNet+ Inception+ResNet-101, and
the 95.71% accuracy of Inception+ResNet-50+ResNet-101.
On the other hand, when fusing the four spatial-spectral fea-
tures of DenseNet+ Inception+ResNet-50+ResNet-101,
the accuracy reached is 96.29%, 94%, and 94% for the
SVM, DT, and NB classifiers respectively.

It is obvious from the results of Table 3 that the classifi-
cation accuracy has increased when the classifiers are

Table 2. The accuracy (%) achieved for the three classifiers trained
with fused spatial-spectral features of the binary class classification
category.

Feature set SVM DT NB

Two spatial-spectral feature sets

DenseNet+ Inception 95 84.28 83.57

DenseNet+ResNet-50 97.14 90.71 90.71

DenseNet+ResNet-101 95 84.28 84.28

ResNet-50+ ResNet-101 98.57 87.14 87.14

ResNet-50+ Inception 95 93.57 93.57

Inception+ ResNet-101 97.86 86.43 86.43

Three spatial-spectral feature sets

DenseNet+ Inception+ ResNet-50 97.58 93.57 93.57

DenseNet+ Inception+ ResNet-101 96.43 88.57 88.57

DenseNet+ResNet-50+ ResNet-101 96.43 90.71 90.71

Inception+ ResNet-50+ ResNet-101 97.14 90.71 90.71

Four spatial-spectral feature set

DenseNet+ Inception+ ResNet-50+
ResNet-101

96.43 92.14 92.14
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trained with the spatial-spectral feature instead of the spatial
features of schema I. This improvement verifies that com-
bining spatial features using DCT has a positive influence
on the performance of these classifiers. The fusion process
using DCT has also lowered the number of features while
increasing the accuracy compared to the spatial features of
schema I. Table 3 as well indicates that the maximum accur-
acy among all combined spatial-spectral feature sets is the
DenseNet+ Inception+ResNet-50 with a dimension of
2000 features and an accuracy of 96.89%. The spatial-
spectral features of DenseNet+ Inception+ResNet-50 will
be utilized in the subsequent schema to further lower their
dimension by employing the CFS and RF feature selection
processes.

Schema III results
In schema III, the CFS and RF feature selection methods are
utilized to further reduce the size of features selected in
schema II. For the binary class classification category, the
spatial-spectral features of ResNet-50+ResNet-101 are
selected and used to apply the two feature selection

methods to them. The binary class classification accuracy
of the three classifiers trained with spatial-spectral features
of ResNet-50+ResNet-101 versus the number of features
selected for CFS and RF methods are shown in Figures 4
and 5, respectively. Figure 4 shows that the highest accur-
acy is achieved using the SVM classifier trained with 400
features selected using the CFS method. Whereas Figure 5
shows that the highest accuracy is attained using the SVM
classifier trained with 100 features chosen via the RF
feature selection method. The binary class classification
accuracy of the three classifiers trained with spatial-
spectral features of ResNet-50+ResNet-101 before and
after the two feature selection methods are shown in
Figure 6. The sizes of the spatial-spectral features of
ResNet-50+ResNet-101 before and after the two feature
selection methods are shown in Figure 7 (binary class
category). Figure 6 shows that the accuracy of both DT
and NB classifiers has been enhanced after using the
two feature selection approaches. This is because the
accuracies of DT and NB before feature selection are
87.14% and 87.14%, respectively, and equal to (96.42%,
96.42%) and (97.14%, 97.14%) after both CFS and RF
feature selection methods. Figure 6 also indicates that
the accuracy obtained using the SVM classifier is the
same after using the CFS and RF feature selection techni-
ques, however, the number of features has been reduced
from 1000 (before FS) to 100 and 400 utilizing RF and
CFS feature selection methods, respectively, as shown in
Figure 7.

For the multiclass classification category, the spatial-
spectral features of DenseNet+ Inception+ResNet-50
are chosen in the earlier schema and employed in
schema III to further lower their size using CFS and RF
methods. The multiclass classification accuracy of the
three classifiers learned with the spatial-spectral features
of DenseNet+ Inception+ResNet-50 versus the number
of features selected using CFS and RF feature selection
methods are shown in Figures 8 and 9. For the SVM clas-
sifier, Figure 8 indicates that the peak accuracy is reached
using 1200 features selected via the CFS method. While
the maximum accuracy for the SVM classifier is attained
utilizing 1700 features chosen using the RF method as
displayed in Figure 9. The multiclass classification accur-
acy of the three classifiers learned with the spatial-spectral
features of DenseNet+ Inception+ResNet-50 before and
after the two feature selection methods are shown in
Figure 10. The sizes of the spatial-spectral features of
DenseNet+ Inception+ResNet-50 before and after the
two feature selection methods for the multiclass category
are shown in Figure 11. Figure 10 shows that the classifi-
cation accuracy of the SVM classifier after the RF
(97.43%) and CFS (97.71%) feature selection methods
has been increased compared to the 96.86% of the SVM
classifier achieved before feature selection but the number
of features has been reduced to 1200 (CFS method) and

Table 3. The accuracy (%) achieved for the three classifiers trained
with fused spatial-spectral features of the multiclass classification
category.

Feature set SVM DT NB

Two spatial-spectral feature sets

DenseNet+ Inception 94.86 93.15 93.14

DenseNet+ResNet-50 94.57 93.43 93.43

DenseNet+ResNet-101 95.14 91.7 91.7

ResNet-50+ ResNet-101 94 89.14 88.86

ResNet-50+ Inception 96.29 92 92

Inception+ ResNet-101 94.23 89.7 89.7

Three spatial-spectral feature sets

DenseNet+ Inception+ ResNet-50 96.86 94 94

DenseNet+ Inception+ ResNet-101 96.29 93.43 93.43

DenseNet+ResNet-50+ ResNet-101 96.57 93.71 93.71

Inception+ ResNet-50+ ResNet-101 95.71 91.4 91.4

Four spatial-spectral feature set

DenseNet+ Inception+ ResNet-50+
ResNet-101

96.29 94 94
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1700 (RF method) instead of the 2000 features utilized
before feature selection as shown in Figure 11. Similarly,
the accuracies achieved using the DT and NB classifiers
are 94.57% and 94.57% after the CFS method, which are
higher than the 94% and 94% attained using the same

classifiers before feature selection. On the other hand, the
accuracies obtained utilizing the DT and NB classifiers
after the RF method are 94.85% and 94.85%, which are
greater than that attained using the same classifiers before
feature selection but with fewer number of features.

Figure 5. The binary class classification accuracy of the three classifiers trained with spatial-spectral features of ResNet-50+ ResNet-101
versus the number of features selected using the RF method.

Figure 4. The binary class classification accuracy of the three classifiers trained with spatial-spectral features of ResNet-50+ ResNet-101
versus the number of features selected using the CFS method. CFS: correlation-based feature selection.
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Schema IV results
The results after the construction of the stacking ensemble
classifier for both binary and multiclass classification cat-
egories are discussed in this section. Initially, for the
binary class category, the spatial-spectral features of
ResNet-50+ResNet-101 reduced using the CFS and RF
feature selection methods in Scheme III are used to train
the stacking ensemble classifier. The binary class classifica-
tion accuracy of the stacking ensemble classifier and the
three individual classifiers trained with spatial-spectral

features of ResNet-50+ResNet-101 after the two feature
selection methods are demonstrated in Figure 12. It is
clear from Figure 12, that the stacking ensemble classifier
has an accuracy of 98.57%, which is higher than the
96.42% and 97.14% obtained using the DT and NB classi-
fiers trained on the spatial-spectral features of ResNet-50+
ResNet-101 after CFS and RF feature selection methods,
but the same accuracy as the SVM classifier trained with
the same features. Figure 13 illustrates the multiclass clas-
sification accuracy of the stacking ensemble classifier and

Figure 6. The binary class classification accuracy of the three classifiers trained with spatial-spectral features of ResNet-50+ ResNet-101
before and after the two feature selection methods.

Figure 7. The size of features of the spatial-spectral features of ResNet-50+ ResNet-101 before and after the two feature selection methods
for the SVM classifier of binary class classification category. SVM: support vector machine.
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the three individual classifiers trained on the spatial-spectral
features of DenseNet+ Inception+ResNet-50 after the two
feature selection methods. The power of the stacking
ensemble classifier appears clearly in the multiclass cat-
egory. This is because Figure 13 shows that the stacking
ensemble classifier trained on the spatial-spectral features
of DenseNet+ Inception+ResNet-50 after RF and CFS
methods has achieved an accuracy of 97.71% and 98%.
These accuracies are higher than the 97.71% and 97.43%
of the SVM after the CFS and RF methods, and the

94.57% and 94.57% of the DT and NB after the CFS
method as well as 94.85% and 94.85% of the DT and NB
after the RF approach.

The performance metrics achieved for the stacking
ensemble classifier trained on the fused spatial-spectral fea-
tures of schema III after feature selection for the binary and
multiclass classification categories are displayed in Table 4.
This table shows the sensitivity of 0.986, specificity of
0.996, and precision of 0.986. F1 score of 0.986 and
MCC of 0.972 are attained using the reduced spatial-

Figure 8. The multi-class classification accuracy of the three classifiers trained with spatial-spectral features of DenseNet+ Inception+
ResNet-50 versus the number of features selected using the CFS method. CFS: correlation-based feature selection.

Figure 9. The multi-class classification accuracy of the three classifiers trained with spatial-spectral features of DenseNet+ Inception+
ResNet-50 versus the number of features selected using the RF method.
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spectral features of ResNet-50+ResNet-101 for both the
CFS and RF methods. On the other hand, for the multiclass
category, the sensitivity of 0.977, specificity of 0.994, the
precision of 0.977, F1-score of 0.977, and MCC of 0.972
are accomplished using the reduced spatial-spectral fea-
tures of DenseNet+ Inception+ResNet-50 after the RF
method. Whereas the sensitivity of 0.98, specificity of
0.995, and precision of 0.98. F1-score of 0.98 and MCC
of 0.975 are accomplished using the reduced spatial-
spectral features of DenseNet+ Inception+ResNet-50
after the CFS method.

For any medical diagnostic system to be reliable, its spe-
cificity and precision should exceed 0.95, and its sensitivity

must exceed 0.85.54, 55 The performance metrics of both
classification categories of FaceDisNet shown in Table 3
prove that it is a reliable system as the sensitivity for the
binary class category is much greater than 0.85, and the spe-
cificity and precision are higher than 0.95 for CFS and RF
feature selection methods. Likewise, in the multiclass cat-
egory, the sensitivity is considerably larger than 0.85, and
the specificity and precision are greater than 0.95 for CFS
and RF feature selection methods. Therefore, FaceDisNet
can be believed as a reliable computer-aided facial diag-
nosis system that may be utilized for the automatic diag-
nosis of multiple diseases from face images with high
accuracy.

Figure 10. The multi-class classification accuracy of the three classifiers trained with spatial-spectral features of DenseNet+ Inception+
ResNet-50 before and after the two feature selection methods.

Figure 11. The size of features of the spatial-spectral features of denseNet+ inception+ resNet-50 before and after the two feature
selection methods for the SVM classifier of the multiclass classification category. SVM: support vector machine.
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Comparison with other methods

The performance of FaceDisNet is also compared with a
related computer-aided facial diagnosis system and the
state-of-the-art DL model based on the same dataset. The
results of this comparison are illustrated in Tables 5 and
6. It can be concluded from Table 5 that FaceDisNet has
higher performance compared to that achieved using
ResNet-50+ SVM and VGG-16+ SVM22 for both classifi-
cation categories. This is due to several reasons, first,
methods employed in Jin et al.22 depend on only spatial fea-
tures, while FaceDisNet extracts spatial-spectral features to
perform classification. Second, techniques utilized in Jin

et al.22 rely on using an individual type of features extracted
from CNNs and used distinctly to train an SVM classifier,
however, FaceDisNet combines several spatial-spectral fea-
tures using DCT and searches for the best set of fused fea-
tures which boots its performance. Third, the methods in Jin
et al.22 did not use any feature selection technique to reduce
the feature space dimension and remove unimportant fea-
tures, which usually enhance the classification perform-
ance, whereas FaceDisNet employs two feature selection
methods to delete unnecessary features and improve the
classification accuracy. Finally, approaches applied in Jin
et al.22 utilized individual classifiers to perform classifica-
tion, conversely, FaceDisNet utilizes a stacking ensemble

Figure 12. The binary class classification accuracy of the stacking ensemble method and the three classifiers trained with spatial-spectral
features of ResNet-50+ ResNet-101 after the two feature selection methods.

Figure 13. The multi-class classification accuracy of the stacking ensemble method and the three classifiers trained with spatial spectral
features of DenseNet+ Inception+ ResNet-50 after the two feature selection methods.
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classifier to accomplish classification. The competing per-
formance of FaceDisNet enables it to be used for classifying
multiple diseases from face images accurately and automat-
ically and reliably.

Table 6 proves that FaceDisNet has an outstanding per-
formance compared to end-to-end pretrained CNNs for both
classification categories. As for the binary classification cat-
egory, the accuracy attained by FaceDisNet is 98.57%,
which is higher than the 90.48%, 85.71, 85.7%, and 78.57%
accuracy of ResNet-101, ResNet-50, DenseNet-201, and
Inception-V3 CNNs, respectively. Similarly, in the multi-
class category, the accuracy obtained by FaceDisNet is
98%, which is greater than the 81%, 81%, 80%, and 80%
accuracies of ResNet-101, ResNet-50, DenseNet-201, and
Inception-V3 CNNs.

Despite the optimistic outcomes that are concluded in
the proposed work, this study has a number of limitations.

The first problem is that the DL of several hyperparameters
requires huge training/validation samples, which are typic-
ally insufficient. Furthermore, DL hyperparameter opti-
mization methodologies were not examined.

In addition, the study did not investigate the influence of
face manipulation59 which could possibly affect the per-
formance of the proposed tool. Moreover, another aspect
like facial gaining60 was not explored. People’s faces vary
dramatically over time, which introduces considerable
intraclass variability and makes facial diagnosis a difficult
task. Facial disguise is another factor that was not consid-
ered in this study. Disguise Invariant Face diagnosis and
recognition remain difficult tasks because of the difficulty
in identifying and diagnosing faces when their appearances
have been intentionally or accidentally altered. Face dis-
guises, whether deliberate or inadvertent, have a significant
impact on the diagnostic accuracy and performance of a

Table 4. The performance metrics achieved for the stacking of the ensemble classifier trained with fused spatial-spectral features of schema
III after feature selection for the binary and multiclass classification categories.

Feature selection approach Sensitivity Specificity Precision F1-Score MCC

Binary class category

CFS 0.986 0.996 0.986 0.986 0.972

RF 0.986 0.996 0.986 0.986 0.972

Multi-class category

CFS 0.98 0.995 0.98 0.98 0.975

RF 0.977 0.994 0.977 0.977 0.972

Table 5. A comparison between the performance of FaceDisNet and a related computer-aided facial diagnosis system based on the same
dataset.

Model Sensitivity Specificity Precision F1-Score Accuracy

Binary class category

ResNet-50+ SVM22 0.9 0.932 0.931 0.915 91.7%

VGG-16+ SVM22 1 0.9 0.909 0.952 95%

FaceDisNet 0.986 0.996 0.986 0.986 98.57%

Multi-class category

ResNet-50+ SVM22 - - - - 92.7%

VGG-16+ SVM22 - - - - 93.3%

FaceDisNet 0.98 0.995 0.98 0.98 98%
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face recognition system. This is further subdivided into
makeup-based facial disguise, accessories-based facial dis-
guise, and a combination of makeup and accessories that
affects the facial features, complicating classification for the
recognition and diagnosis system. Face cosmetics can be
used to add synthetic colors and shading, adjust the size or
symmetry of facial features like the lips and eyes, and
affect the skin’s tone and contours. The challenges for face
identification and facial diagnostic systems are further exacer-
bated by the shifting societal makeup trends.61 Likewise,
wearing glasses, a cap, a scarf, an artificial beard, hair, or
moustache obscures some facial features, leading to inaccur-
ate recognition and diagnosis. Thus, face disguises would
possibly lower the performance of FaceDisNet.

Conclusions
Many recent studies have demonstrated that a computer-
aided facial diagnosis is a promising tool for diagnosing
and screening disease from face images. However, most of
them were made for identifying a single type of disease
in a controlled environment. Many of them have several
drawbacks and limitations which avoid them from being
used in real-world applications. This study proposed a new
computer-aided facial diagnosis system to classify single
and multiple diseases from face images called FaceDisNet
in an unconstrained environment. It prevented and overcame
the drawbacks and limitations of previous studies to be able
to be used in real-world applications. FaceDisNet consists of
four schemas. The results of schema II showed that spatial-
spectral features can enhance the performance of classifica-
tion compared to the spatial features of schema I. They
also proved that feature fusion of features extracted from
CNNs of different structures is better than using one type
of spatial deep feature. The feature selection procedures of
schema III verified their capacity in enhancing the perform-
ance of FaceDisNet and removing irrelevant features, thus
lowering the dimension of feature space. The ensemble
classifier based on stacking constructed in schema IV con-
firmed its capability in boosting the classification accuracy

compared to the previous schemas, especially in the case of
diagnosing multiple diseases. The results of FaceDisNet
showed its capability in diagnosing single and multiple dis-
eases accurately and automatically using images taken from
uncontrolled environments and without the need to detect
and segment faces. The outperformance of FaceDisNet com-
pared to other computer-aided facial diagnosis systems
proved its ability to be used in real-world scenarios which
consequently could prevent disease progression and health
complications as well as choosing suitable treatment and
follow-up procedures. FaceDisNet can also avoid the mis-
diagnosis caused by the manual diagnosis as well as the dif-
ficulties patients experience in undergoing a medical
examination in rural areas. Moreover, it will avoid direct
contact between the patient and physicians, especially in
the current pandemic of COVID-19. This study may be con-
sidered a primary solution to diagnose several diseases in the
era of the COVID-19 pandemic. It can open the path for more
research concerning an automated solution to medical diag-
nosis without the need for physical contact between doctors
and patients. Upcoming work will concentrate on using
more DL techniques. Moreover, collecting more images
related to multiple diseases. Factors like face manipulation,
facial age, and disguise will be considered in the upcoming
work when collecting a new dataset. In addition, the new
dataset will include more images of each category of the
disease. Furthermore, hyperparameter optimization techni-
ques will be examined in future work.
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51. Džeroski S and Ženko B. Is combining classifiers with stack-
ing better than selecting the best one? Mach Learn 2004; 54:
255–273.

52. Bo Jin Disease-Specific Faces 2020.
53. Hall M, Frank E, Holmes G, et al. The WEKA data mining

software: an update. ACM SIGKDD Explorations Newsletter
2009; 11: 10–18.

54. Attallah O. An effective mental stress state detection and
evaluation system using minimum number of frontal brain
electrodes. Diagnostics 2020; 10: 292–327.

55. Colquhoun D. An investigation of the false discovery rate and
the misinterpretation of P-values. R Soc Open Sci 2014; 1:
140216.

56. Szegedy C, Vanhoucke V, Ioffe S, et al. Rethinking the incep-
tion architecture for computer vision. In: Proceedings of the
IEEE conference on computer vision and pattern recognition,
2016, pp.2818–2826: IEEE.

57. Huang G, Liu Z, Van Der Maaten L, et al. Densely connected
convolutional networks. In: Proceedings of the IEEE confer-
ence on computer vision and pattern recognition, 2017,
pp.4700–4708: IEEE.

58. He K, Zhang X, Ren S, et al. Deep Residual Learning for
Image Recognition. In: Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, 2016.

59. Rossler A, Cozzolino D, Verdoliva L, et al. Faceforensics++:
learning to detect manipulated facial images. In: Proceedings of
the IEEE/CVF international conference on computer vision,
2019, pp.1–11.

60. Yousaf A, Khan MJ, Khan MJ, et al. A robust and efficient
convolutional deep learning framework for age-invariant
face recognition. Expert Syst 2020; 37: e12503.

61. Khan MJ, Khan MJ, Siddiqui AM, et al. An automated and
efficient convolutional architecture for disguise-invariant
face recognition using noise-based data augmentation and
deep transfer learning. Vis Comput 2022; 38: 509–523.

22 DIGITAL HEALTH


	 Introduction
	 Related computer-aided facial diagnostic systems
	 Computer-aided facial diagnostic systems based on traditional machine learning methods
	 Computer-aided facial diagnostic systems based on deep learning methods
	 Motivation

	 Materials and methods
	 Proposed FaceDisNet
	 Preprocessing of the DSF dataset
	 Spatial deep feature mining stage
	 Spatial-spectral feature mining, fusion, and reduction stage
	 Exploring fused feature sets stage
	 Feature selection stage
	 Individual classification stage
	 Ensemble classification stage


	 Experimental setup
	 Facial disease diagnosis dataset
	 Adjustment of CNN’s parameters
	 Performance metrics

	 Results and discussions
	 Schema results

	 Schema II results
	 Schema III results
	 Schema IV results
	 Comparison with other methods

	 Conclusions
	 References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile ()
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 5
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    33.84000
    33.84000
    33.84000
    33.84000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    9.00000
    9.00000
    9.00000
    9.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A0648062706410642062900200644064406370628062706390629002006300627062A002006270644062C0648062F0629002006270644063906270644064A06290020064506460020062E06440627064400200627064406370627062806390627062A00200627064406450643062A0628064A062900200623064800200623062C06470632062900200625062C06310627062100200627064406280631064806410627062A061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0020064506390020005000440046002F0041060C0020062706440631062C062706210020064506310627062C063906290020062F0644064A0644002006450633062A062E062F06450020004100630072006F006200610074061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d044204380020043704300020043a0430044704350441044204320435043d0020043f04350447043004420020043d04300020043d043004410442043e043b043d04380020043f04400438043d04420435044004380020043800200443044104420440043e043904410442043204300020043704300020043f04350447043004420020043d04300020043f0440043e0431043d04380020044004300437043f0435044704300442043a0438002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b0020006e0061002000730074006f006c006e00ed006300680020007400690073006b00e10072006e00e100630068002000610020006e00e1007400690073006b006f007600fd006300680020007a0061015900ed007a0065006e00ed00630068002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006c006100750061002d0020006a00610020006b006f006e00740072006f006c006c007400f5006d006d006900730065007000720069006e0074006500720069007400650020006a0061006f006b00730020006b00760061006c006900740065006500740073006500740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003b303b903b1002003b503ba03c403cd03c003c903c303b7002003c003bf03b903cc03c403b703c403b103c2002003c303b5002003b503ba03c403c503c003c903c403ad03c2002003b303c103b103c603b503af03bf03c5002003ba03b103b9002003b403bf03ba03b903bc03b103c303c403ad03c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f006200650020005200650061006400650072002000200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405D305E405E105D4002005D005D905DB05D505EA05D905EA002005D105DE05D305E405E105D505EA002005E905D505DC05D705E005D905D505EA002005D505DB05DC05D9002005D405D205D405D4002E002005DE05E105DE05DB05D9002005D4002D005000440046002005E905E005D505E605E805D905DD002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV <FEFF005a00610020007300740076006100720061006e006a0065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0061007400610020007a00610020006b00760061006c00690074006500740061006e0020006900730070006900730020006e006100200070006900730061010d0069006d006100200069006c0069002000700072006f006f006600650072002000750072006501110061006a0069006d0061002e00200020005300740076006f00720065006e0069002000500044004600200064006f006b0075006d0065006e007400690020006d006f006700750020007300650020006f00740076006f00720069007400690020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006b00610073006e0069006a0069006d0020007600650072007a0069006a0061006d0061002e>
    /HUN <FEFF004d0069006e0151007300e9006700690020006e0079006f006d00610074006f006b0020006b00e90073007a00ed007400e9007300e900680065007a002000610073007a00740061006c00690020006e0079006f006d00740061007400f3006b006f006e002000e9007300200070007200f300620061006e0079006f006d00f3006b006f006e00200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002c00200068006f007a007a006f006e0020006c00e9007400720065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00610074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002c00200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002000e9007300200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c00200020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b007500720069006500200073006b00690072007400690020006b006f006b0079006200690161006b0061006900200073007000610075007300640069006e007400690020007300740061006c0069006e0069006100690073002000690072002000620061006e00640079006d006f00200073007000610075007300640069006e007400750076006100690073002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0074007500730020006b00760061006c0069007400610074012b0076006100690020006400720075006b010101610061006e00610069002000610072002000670061006c006400610020007000720069006e00740065007200690065006d00200075006e0020007000610072006100750067006e006f00760069006c006b0075006d0075002000690065007300700069006500640113006a00690065006d002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f3007700200050004400460020007a002000770079017c0073007a010500200072006f007a0064007a00690065006c0063007a006f015b0063006901050020006f006200720061007a006b00f30077002c0020007a0061007000650077006e00690061006a0105006301050020006c006500700073007a01050020006a0061006b006f015b0107002000770079006400720075006b00f30077002e00200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000700065006e007400720075002000740069007001030072006900720065002000640065002000630061006c006900740061007400650020006c006100200069006d007000720069006d0061006e007400650020006400650073006b0074006f00700020015f0069002000700065006e0074007200750020007600650072006900660069006300610074006f00720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f044004350434043d04300437043d043004470435043d043d044b044500200434043b044f0020043a0430044704350441044204320435043d043d043e04390020043f043504470430044204380020043d04300020043d043004410442043e043b044c043d044b04450020043f04400438043d044204350440043004450020043800200443044104420440043e04390441044204320430044500200434043b044f0020043f043e043b044304470435043d0438044f0020043f0440043e0431043d044b04450020043e0442044204380441043a043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e00200020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f00620065002000500044004600200070007200650020006b00760061006c00690074006e00fa00200074006c0061010d0020006e0061002000730074006f006c006e00fd0063006800200074006c0061010d00690061007201480061006300680020006100200074006c0061010d006f007600fd006300680020007a006100720069006100640065006e0069006100630068002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e000d000a>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f0062006500200050004400460020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020006e00610020006e0061006d0069007a006e006900680020007400690073006b0061006c006e0069006b0069006800200069006e0020007000720065007600650072006a0061006c006e0069006b00690068002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF004d00610073006100fc0073007400fc002000790061007a013100630131006c006100720020007600650020006200610073006b01310020006d0061006b0069006e0065006c006500720069006e006400650020006b0061006c006900740065006c00690020006200610073006b013100200061006d0061006301310079006c0061002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043404400443043a04430020043d04300020043d0430044104420456043b044c043d043804450020043f04400438043d044204350440043004450020044204300020043f04400438044104420440043e044f044500200434043b044f0020043e044204400438043c0430043d043d044f0020043f0440043e0431043d0438044500200437043e04310440043004360435043d044c002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames false
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks true
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo true
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


