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Abstract

As the Internet retail industry continues to rise, more and more consumers choose to shop

online, especially Chinese consumers. Using consumer behavior data left on the Internet to

predict repurchase behavior is of great significance for companies to achieve precision mar-

keting. This paper proposes an improved deep forest model, and the interactive behavior

characteristics of users and goods are added into the original feature model to predict the

repurchase behavior of e-commerce consumers. Based on the Alibaba mobile e-commerce

platform data set, first construct a feature engineering that includes user characteristics,

product characteristics, and interactive behavior characteristics. And then use our proposed

model to make predictions. Experiments show that the model’s overall performance with

increased interactive behavior features is better and has higher accuracy. Compared with

the existing prediction models, the improved deep forest model has certain advantages,

which not only improves the prediction accuracy but also reduces the cost of training time.

1. Introduction

With the advent of the big data era, available information grows explosively. In 2011, digital

information capacity increased nine times in just five years. By 2020, the global information

volume has reached 35 trillion gigabytes [1]. Most of the data come from historical records left

by users on the Internet, such as web search [2], clicks [3], etc. As shown in Fig 1, by June

2020, the number of online shopping users in China has reached 749 million [4]. Compared

with 2018, the number increased by nearly 139 million in 2020, accounting for 79.7 percent of

the Internet users. The scale of mobile online shopping has reached 747 million. Compared

with 2018, 2020 increased by 156 million, accounting for 80.1 percent of mobile Internet users.

Victor Meyer Schönberg, a well-known data scientist, once said that “the core of big data is

prediction” [5]. By mining big data’s hidden laws, meaningless data can realize value [6, 7]. In

e-commerce, enterprises can predict users’ needs and preferences based on the consumers’

behavioral data [8].

In recent years, more and more scholars have focused on the prediction of consumer

behavior. Research on the consumer repurchase behavior prediction has begun with the
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planned behavior theory. Most of the studies focus on the discussion of purchase intention [9–

11] and influencing factors [12–15]. Later, the methods of mathematical statistics were intro-

duced to simplify the behavior prediction into a two-category problem [16, 17]. KNN is one of

the simplest classification methods, which is widely used in vehicle sales forecast [18], health

monitoring [19], housing price forecast [20], and other fields. Similar to KNN, SVM is also a

popular classification method, which is based on the structural risk minimization (SRM) prin-

ciple of statistical learning theory and has excellent generalization performance [21–23]. How-

ever, KNN and SVM are more suitable for simple linear data. When the data is complex and

has a non-linear structure, it is challenging to obtain ideal prediction results [24]. Random

Forest has excellent advantages in non-linear problems [25].

Nevertheless, as the data becomes larger and larger, the accuracy of the forecast results

gradually declines. Oscar Claveria found that the Artificial Neural Network model ANN has

good prediction results for non-linear data when studying the number of tourist forecasts [26].

Dennis Koehn uses clickstream data to predict online shopping behavior. After comparing

Fig 1. 2015.12-2020.3 scale of internet users in China. (a) 2015.12-2020.3 online shopping user scale and utilization

rate. (b) 2015.12-2020.3 mobile online shopping user scale and utilization rate.

https://doi.org/10.1371/journal.pone.0255906.g001

PLOS ONE An innovative model for predicting repurchases

PLOS ONE | https://doi.org/10.1371/journal.pone.0255906 September 20, 2021 2 / 16

https://doi.org/10.1371/journal.pone.0255906.g001
https://doi.org/10.1371/journal.pone.0255906


multiple classifiers, it was found that the model combining RNN and traditional classifiers was

superior to those considered in other studies. The neural network-based model has an excel-

lent predictive effect [27, 28], but also requires a large number of data sets for training and a

lot of hyper parameters [29], which is not conducive to practical operation.

The prediction of customers’ behavior can increase loyal users’ viscosity and achieve preci-

sion marketing. Based on this background, we proposed an improved deep forest model to

predict repeat purchase behavior of e-commerce consumers. Deep forest, also known as multi-

granularity cascading forest (gcForest), is a new tree-based integration method proposed in

2017. In Professor Zhou’s experiment, the deep forest has higher accuracy than traditional

machine learning methods [30]. When analyzing and predicting mineral prospects, Chica-

Olmo also discovered that the tree-based model has higher robustness and better ROC value

[31]. The tree-based model has two advantages [32–34]. First, it can convert features into

binary values, an efficient and easy way to reduce dimension. Simultaneously, it does not need

to model these manifolds’ non-linear geometry like the manifold learning method. Second, it

can eliminate the non-linearity in features and improve the linear classifiers, while linear trans-

formations cannot. Moreover, learning deep neural network models from large samples is

time-consuming. In theory, the prediction model based on gcForest has the characteristics of

high accuracy, high robustness, and low training time.

Previous studies on consumer behavior focused on analyzing influencing factors of repur-

chase behavior [9–12, 15], but this paper focuses on predicting consumer repurchase behavior.

In consumer behavior prediction experiments, previous studies have mostly considered user

factors and commodity factors [35, 36]. In our experiment, we added the dimension of user-

commodity interaction behavior to feature engineering. Moreover, we improved the cascade

layer in the deep forest model, and improved the random forest layer into two layers of

Extreme random Trees (ET) and two layers of eXtreme Gradient Boosting (XGBoost). This

paper is based on the large amount of behavioral data left by consumers on the Internet to pre-

dict whether consumers will buy this product repeatedly within one month. Experimental

results show that the developed gcForest-based model is more successful than traditional

machine learning models in predicting consumer repeat purchase behavior.

The remaining part of this paper proceeds as follows. Section 2 briefly describes the deep

forest model and its cascading layers, including the ET model and XGBoost model. Section 3

describes the experimental background in detail. In section 4, the real data set results are ana-

lyzed and compared with other prediction models’ results. In Section 5, we discuss and sum-

marize this experiment.

2. Methods

The framework of the proposed method is shown in this section, which consists of three parts.

The first part introduces the deep forest model as the basic framework, an ensemble learning

method that imitates the neural network structure. The second part introduces the extreme

random tree model and XGBoost model as cascading forest layers. The third part introduces

the improved deep forest model.

2.1 Prediction framework of deep forest

The deep forest is a supervised ensemble algorithm with excellent generalization performance,

proposed by Zhou and Feng in 2017 [30]. The deep forest model’s depth is adaptive, and diver-

sity can be further enhanced by automatically adjusting the depth. Therefore, even with the

input of high-dimensional data, the deep forest model can obtain relatively excellent results,

which are comparable to the deep neural networks to some extent. Moreover, the deep forest
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model has far fewer hyperparameters than the deep neural network. Furthermore, the parame-

ter settings are relatively robust [33], and desirable results can be obtained using default

parameters for different experiments and data sets.

The deep forest model divides the prediction process into two stages. One is the multi-

granularity scanning stage. The other is the cascading forest stage. In the multi-granularity

scanning stage, new samples are obtained using windows of different sizes. The output is a

set of feature vectors generated by sliding the window. As shown in Fig 2, assuming that the

original feature is 400 dimensions and the window size is 100, 301 new samples with 100 as

the feature vector will be input into the forest. Unlike the convolutional layer operation of

neural networks, the sliding window only scans the original features and does not involve

parameters.

Representation learning in deep neural networks mainly relies on the layer-by-layer pro-

cessing of original features. Inspired by this recognition, deep forest adopts a cascading for-

est structure. As shown in Fig 3, each layer of the cascading forest stage comprises a forest

composed of decision trees, two random forest models, and two complete random forest

models. Each cascade layer receives the characteristic information processed by its previous

level and outputs its processing results to the next level. According to the obtained feature

representations, we can classify the input samples to get the final prediction result at the last

level.

Multiple structures are vital for integrated learning [34, 35]. In general, the more complex

the basic classifier, the greater the diversity of the deep forest. Based on sufficient diversity and

reasonable accuracy of the basic classifier, satisfactory prediction results can be obtained.

Therefore, ET and XGBoost were used to improve the basic classifier of the deep forest model

cascading forest layer.

Fig 2. The framework of the multi-graining scanning.

https://doi.org/10.1371/journal.pone.0255906.g002

Fig 3. The framework of the cascade forest structure. Each cascade level consists of two random forests and two

completely random forests.

https://doi.org/10.1371/journal.pone.0255906.g003
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2.2 Cascade layer

1)Extremely randomized trees. Extremely randomized Trees(ET) is a powerful classifica-

tion method developed by Geurts [37], which has been widely used in various prediction prob-

lems [38–41]. Similar to the Random Forest, ET is integrated by many decision trees. It can

effectively process high-dimensional data even without applying feature selection and has

excellent classification effects. The difference is that the Random Forest finds the best bifurca-

tion attribute in a random subset based on information gain. However, ET is an entirely ran-

dom bifurcation value. It does not choose the optimal resolution threshold or feature, which

reduces the variation of the model. Besides, Random Forest applies the Bagging model and

uses bootstrap sampling to generate the training set. While ET uses all the training samples to

obtain each decision tree, each decision tree applies all the same training samples. Since the ET

training data set is all OOB (out-of-bag) data samples, the calculation of prediction error is the

error calculation for OOB samples. Therefore, ET is superior to the Random Forest algorithm

in terms of both the accuracy and the ability to fit the training data set [42].

2)XGBoost. XGBoost is an efficient classification algorithm with a scalable machine

learning system in a gradient lifting framework. This novel tree learning algorithm can process

sparse data, due to its scalability and has a faster learning speed. In the experiment, XGBoost is

more than ten times that of general machine learning algorithms [43]. In addition to parallel

and distributed computing, XGBoost leverages off-core computing to scale to end-to-end sys-

tems of larger data with minimal clustered resources [44].

XGBoost is an integration of multiple decision trees. As shown in Eqs (1), (2), (3) and (4),

the tree is 0 initially, and then the tree is added one by one based on the original. Each addi-

tional tree hopes that the effect can be improved.

y0
i ¼ 0 ð1Þ

y1
i ¼ f1ðxiÞ ¼ y0

i þ f1ðxiÞ ð2Þ

y2
i ¼ f1ðxiÞ þ f2ðxiÞ ¼ y1

i þ f2ðxiÞ ð3Þ

yti ¼
Xt

k¼1

f kðxkÞ ¼ yt� 1

i þ f tðxiÞ ð4Þ

Here we need to ensure that adding new trees will improve the overall presentation, which

means the objective function’s value (the loss) will decrease. Besides, if there are too many leaf

nodes, overfitting is easy to occur. Therefore, an omega (ft) must be added to limit the number

of leaf nodes. The omega (ft) formula is shown in Eq (5):

OðftÞ ¼ gT þ
1

2
g
XT

j¼1

w2

j ð5Þ

When looking for the best forking attribute, XGBoost optimizes inefficient greedy method.

The idea is to use the percentile method to enumerate several possible attributes of the seg-

mentation point and then find the best segmentation point. The complete objective function

of the XGBoost algorithm is shown in Eq (6), which is composed of its loss function and regu-

larized penalty term terms.

Obj
t
¼
Xn

i¼1

lðyi; y
t
iÞ þ

Xt

i¼1

OðftÞ ð6Þ
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2.3 Improved deep forest

The deep forest framework we used is shown Fig 4. Since the repurchase behavior of e-com-

merce consumers is predicted into two categories, we use two windows of different sizes to

conduct the original features at the Multi—Grained Scanning. The two data sets obtained by

scanning act on a Random Forest and a complete Random Forest, respectively, and converted

into two feature vectors. The transformed feature vectors are then inputted into the second

and third levels of the Cascade Forest stage for training. This process keeps repeating until per-

formance convergence is verified. At the last level, four 3D classification vectors are aggre-

gated, and the method with the maximum aggregation value is adopted to obtain the final

classification result.

3. Experimental designs

Here is the simulation prediction environment. The operating system is Window10, the CPU

is Intel (R) Core(TM) i5-8250u, the central frequency is 1.8 GHz, the memory is 8GB, and the

simulation software is PYTHON3.7.

3.1 Feature engineering

Feature engineering is used to transform the raw data into feature data that can be directly

used by the prediction model, which determines the upper limit of the machine semester. The

training model is only as close to the upper limit as possible. So it is essential to construct a fea-

ture model in combination with specific problems.

This paper’s data come from the mobile e-commerce platform of Alibaba Tianchi competi-

tion. It is 2084859 consumer historical purchase behavior data from November 18 to Decem-

ber 18, involving 422,858 products and 1,054 categories. The data set is composed of a product

information table and a user information table, and part of the content is shown in Tables 1

and 2. In order to protect the privacy of platform users, the relevant user and product informa-

tion in the research uses numbers or letters to replace real information, where NaN means

missing information.

Table 1 contains three fields: product name, product location, and product type. Among

them, the product location information is largely missing, and the product location informa-

tion in the first five rows of the table is missing. After sorting out the data, it is found that

among the 620,918 pieces of data, the product location information data is only 203410, which

is about 1/3 of the total data. Therefore, product location information is not considered in sub-

sequent experiments.

Fig 4. The framework of the improved deep forest.

https://doi.org/10.1371/journal.pone.0255906.g004
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Table 2 contains six fields: user name, product name, user behavior, user location, product

type, and behavior time. Similar to the product information data table, there is a large lack of

user location information, which should not be used as one of the features in subsequent

experiments. The user behavior in the table includes four types: click, favorite, add to cart, and

purchase, which are represented by numbers 1, 2, 3, and 4.

Fig 5 is the daily historical behavior data of e-commerce consumers from November 18 to

December 18, including four behaviors: click, bookmark, add to shopping cart, and purchase.

As can be seen in the figure, due to the influence of promotional activities on Double Twelfth

Day, the data has changed a lot and cannot represent the true behavior of consumers. There-

fore, the behavior data from December 10 to December 12 is excluded.

After cleaning and combining the data, it is known that there are 232,379 items of con-

sumer purchase behavior data and 20,673 items of consumer repurchase behavior data. Thus,

Table 2. The first five rows of user information data.

User_id Item_id Behavior_type User_geography Item_category time

10001082 285259775 1 97lk14c 4076 2014-12-08 18

10001082 4368907 1 NaN 5503 2014-12-12 12

10001082 4368907 1 NaN 5503 2014-12-12 12

10001082 53616768 1 NaN 9762 2014-12-02 15

10001082 151466952 1 NaN 5232 2014-12-12 11

https://doi.org/10.1371/journal.pone.0255906.t002

Fig 5. Daily user behavior data change graph.

https://doi.org/10.1371/journal.pone.0255906.g005

Table 1. The first five rows of item information data.

Item_id Item_geography Item_category

100002303 NaN 3368

100003592 NaN 7995

100006838 NaN 12630

100008089 NaN 7791

100012750 NaN 9614

https://doi.org/10.1371/journal.pone.0255906.t001
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it can be seen that only a small number of consumers will repurchase, resulting in an extreme

imbalance between the data of repurchase behavior and the data of the non-repurchase behav-

ior. Hence, we need to sample the data. Since repurchase behavior data is of great significance

to the research results, they are all retained. The data of non-repurchase behaviors are kept

randomly, making the quantity is twice as much as the data of repurchase behaviors.

The feature models of related researches are mainly divided into user features and product

features refbib35,bib36,bib37. Given the question of whether e-commerce consumers will

repurchase the products they have purchased, we eliminated the two factors of irrelevant users’

geographical location and behavior time. Then we sorted the left information into user charac-

teristics and product characteristics. Since the consumers’ repurchase behavior connects users

and products, the user-product interaction behavior features should be considered in the fea-

ture model. Therefore, we added three user interaction behavior factors. The first one is the

total number of user clicks on a specific product. The second one is the total number of user

collections of a specific product. The third one is the total number of adding to the shopping

cart of a specific product by users. Finally, 13 influencing factors were determined for predic-

tion experiments. Table 3 describes these factors in detail.

3.2 Evaluation criteria

According to the combination of the real category of the sample and the predicted category of

the model in the paper, the results can be divided into four types: true positive (TP), false-posi-

tive (FP), true negative (TN), and false-negative (FN). The larger the value on the main diago-

nal is, the smaller the value on the sub-diagonal is, the better the model. After digitizing the

confusion matrix, it is Precision, Recall, and F1-score. For the prediction problem of e-com-

merce consumers’ repurchase behavior, the accuracy and AUC value are added to evaluate the

training and test results of the model. The specific formula is as follows:

Table 3. Perdictive features of repurchase behavior of E—Commerce consumer.

Type Feature Name Brief description

User characteristics F1 User ID Uniquely indicates user identity.

F2 User clicks The total number of times the user has clicked items.

F3 User collects The total number of times the user has collected items.

F4 User adds The total number of times users have added products to the shopping cart.

F5 User purchases The total number of times the user has purchased items.

Product characteristics F6 Item ID Uniquely indicates item identity.

F7 Item category Indicates the category of the product.

F8 Click to buy rate The ratio of the number of times the product was purchased to the number of times it

was clicked.

F9 Collect to buy rate The ratio of the number of times the product was purchased to the number of times it

was collected.

F10 Add to buy rate The ratio of the number of times the product was purchased to the number of times it

has been added to the shopping cart.

User and commodity interaction behavior

characteristics

F11 User clicks on the

product

The number of times the user clicked the target product.

F12 User’s collection of the

product

The number of times the user collected the target product.

F13 User’s addition of the

product

The number of times the target product was added to the shopping cart by the user.

https://doi.org/10.1371/journal.pone.0255906.t003
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Precision, the ratio of the sum of true positive (TP) to true positive (TP) and false-positive

cases (FP):

Precision ¼
TP

TP þ FP
ð7Þ

Recall the ratio of the sum of true positive (TP) to true positive (TP) and false-negative

cases (FN):

Recall ¼
TP

TP þ FN
ð8Þ

F1-score is the overall evaluation and weighted average based on precision and recall. “1”

represents the best score of “F1”, while “0” represents the worst score. The formula is as fol-

lows:

F1 ¼
2� Precision� Recall
Precisionþ Recall

ð9Þ

Accuracy, the ratio of the number of correctly classified samples to the total number of sam-

ples. The standard cannot reflect the potential distribution of response value, nor can it output

the classifier’s error types. Nevertheless, it is easier to understand. The formula is as follows:

Accuracy ¼
TP þ tn

ðTP þ FPÞ þ ðTN þ FNÞ
ð10Þ

AUC (Area under the curve) is an evaluation indicator used for the binary classification

model, indicating that a positive sample and a negative sample are randomly selected. The clas-

sifier can correctly give the probability that the score of the positive sample is higher than the

negative sample, the area under the ROC curve. The larger the area, the better the model effect

is, and the formula is as follows:

AUC ¼
R 1

0
TPdFP

ðTP þ FNÞðTN þ FPÞ
ð11Þ

3.3 Model comparison and parameter setting

To verify the effectiveness of feature engineering, we compared the experiment after adding

the user-product interactive behavior characteristics with the experiment before adding them.

To verify the performance of the improved deep forest, we compared the model with four

other traditional machine learning models, including Linear regression (LR), K-nearest neigh-

bor algorithm (KNN), Random Forest(RF), and Convolutional Neural Network(CNN). The

parameter settings are shown in Table 4:

The parameter settings of the improved deep forest’s cascade layer are shown in Table 5:

Besides, K-fold cross-validation was adopted to ensure the experimental results’ accuracy

and objectivity, which means repeating the experiment K times. First, the original data were

randomly divided into K data sets. Each experiment selected a different set from these K data

sets as the test set, and the remaining K-1 is used as the training set for the experiment. Finally,

the average value of the obtained K experimental results was taken. This method can avoid

underfitting and overfitting and explain the model results better. In this case, let K be 10.
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4. Result and analysis

Two experiments were used to analyze the feature model’s validity and the final prediction

results’ effectiveness.

4.1 Feature model comparison

The prediction framework’s performance is verified by comparing the experimental results

with and without adding user-product interaction behavior characteristics. The specific steps

are: 1) Select all the balanced data, based on existing research, only use ten classic features

including user characteristics and product characteristics for prediction; 2) Add three charac-

teristics representing the interaction between users and products, and compare the classifica-

tion results of this prediction model under the different number of features; 3) Verify the

effectiveness of the feature model proposed in this research.

A total of 10 rows of model performance data were output through comparative analysis in

feature model comparison. A line graph of the predicted results was drawn using the training

grounds as the abscissa and the model performance as the ordinate. Fig 6(a)–6(c) respectively

Table 5. The cascade layer of improved deep forest parameters settings.

Cascade layer Main parameters Value

ET n_estimators 10

max_depth 10

n_jobs -1

XGBoost n_estimators 10

max_depth 10

n_thread 0

learning_rate 0.5

https://doi.org/10.1371/journal.pone.0255906.t005

Table 4. Perdictive model parameter settings.

Model category Main parameters Value

LR n_jobs 1

Class_weight balanced

n_neighbors 5

KNN leaf_size 30

n_jobs 1

SVM Kernel Poly

Gamma 10

C 1

RF n_estimators 10

max_depth 10

n_jobs -1

CNN learning_rate 0.001

Number of convolution kernels 32

Convolution kernel size 5�5

Pooling core size 2�2

Hidden layer neuron 128

Number of epoch 100

Optimization function Tanh

Activation function ReLU

https://doi.org/10.1371/journal.pone.0255906.t004
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Fig 6. Comparison results under the different number of features. (a) Accuracy comparison chart. (b) AUC

comparison chart. (c) FI-value comparison chart.

https://doi.org/10.1371/journal.pone.0255906.g006
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show the changing trend of accuracy, AUC, and F1-value. It can be seen that the feature model

prediction after adding the user-product interaction behavior feature has been significantly

improved. Moreover, the accuracy, AUC, and F1-value have been improved by

6.78%,7.31%,12.52%, respectively. It shows that the characteristics of user-product interaction

behavior can improve the recognition degree of e-commerce consumers’ repurchase behavior

by the feature model.

As far as this case is concerned, our prediction model’s feature selection method is reason-

able and conforms to the e-commerce consumption system’s characteristics. However,

whether it has advantages over the traditional prediction method needs to be further verified

by the second experiment.

4.2 Prediction models comparison

By comparing the five prediction models of LR, KNN, SVM, RF, and CNN, the improved deep

forest’s effectiveness is verified. All models are implemented through Python programming.

From the experimental results in Table 6, it can be seen that the accuracy of LR is low, only

0.6626, indicating that consumer behavior data presents a linearly indivisible state. SVM intro-

duces a kernel function suitable for nonlinear data. Compared with LR, the accuracy is

improved by 0.2201. However, the recall rate decreased by 0.229, which caused the F1-value of

SVM to decrease by 0.0544, which made the result unsatisfactory. The accuracy of KNN is

0.1515 higher than LR and 0.0586 lower than SVM, but the recall rate is relatively high, so

F1-value is higher than LR and SVM. Compared with the previous three prediction models,

RF has good accuracy and recall, so F1-value is increased to 0.8306. The accuracy of CNN is as

high as 0.8891, but the recall rate is sacrificed like SVM, resulting in F1-value not optimal. In

terms of accuracy, gcForest is slightly lower than CNN, but the recall rate is increased by

5.05%, so F1-value is higher than CNN, an increase of 2.44%. Under comprehensive consider-

ation, the improved deep forest has the best behavior prediction performance of e-commerce

consumers.

Fig 7 compares the prediction effect of the model in terms of accuracy and AUC. From left

to right, the accuracy and AUC of each model show a stepwise increase except that SVM’s

accuracy is lower than KNN. The accuracy and AUC of the improved deep forest are higher

than other prediction models.

To verify the time cost of the improved deep forest more intuitively, the training time was

compared with CNN, and the result was shown in Fig 8. The CNN’s training time and the

improved deep forest are relatively stable and fluctuate slightly within a fixed interval. During

the experiment, the feature columns, which were sorted in the memory as blocks, were not

reused in iterations. Although the iterations in the improved deep forest must be serialized,

each feature column can be processed in parallel, effectively increasing the model’s efficiency.

Table 6. Performance comparison of predictive models.

Model Precision Recall F1-score

LR 0.6626 0.7333 0.6961

KNN 0.8141 0.6104 0.6976

SVM 0.8827 0.5043 0.6417

RF 0.8824 0.7845 0.8306

CNN 0.8891 0.8016 0.843

Improved DF 0.8862 0.8421 0.8636

https://doi.org/10.1371/journal.pone.0255906.t006
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Therefore, the improved deep forest has a short training time, almost 1/3 that of CNN, which

has obvious cost advantages.

Based on the above experiments, we can know that improved deep forest has good predic-

tion performance. Compared with CNN, accuracy increased by 1.15%, AUC increased by

0.7%, F1-value increased by 2.44%, and training time decreased by 2.17 times. It can be seen

that the improvements we have made based on the deep forest algorithm can improve the pre-

diction results of e-commerce consumers’ repurchase behavior and verify the effectiveness of

the model.

5. Discussion

Aiming at the prediction problem of e-commerce consumers’ repurchase behavior, we

improved a prediction model based on deep forest. Through verification experiments, we dis-

cussed the research results of the improved deep forest model:

• The new feature engineering program, after adding the characteristics of user-product inter-

active behavior, has a better performance in predicting and analyzing consumer behavior.

The accuracy, AUC, and F1-value have been increased by 6.78%, 7.31%, and 12.52%,

respectively.

• Compared with other predictive models, the results of consumer repurchase behavior

obtained by improved deep forest have higher accuracy, recall, and AUC values. Compared

with the neural network model, although the accuracy rate is slightly lower, the recall rate

increases by 5.05%, and the F1-value increases by 2.44%. The feature dimension of this

Fig 7. Performance comparison of predictive models.

https://doi.org/10.1371/journal.pone.0255906.g007

Fig 8. Comparison of training time between deep forest and CNN.

https://doi.org/10.1371/journal.pone.0255906.g008
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method is small, and each feature can be processed in parallel. Consequently, while ensuring

the accuracy of the model results, the training time cost is reduced by 2/3.

• The experiment in this paper is based on the real consumption data of e-commerce, which

helps the prediction model based on gcForest to adapt to the e-commerce industry. In addi-

tion, it can also be used to predict any e-commerce consumer who has a purchase history.

And it can be used in the smart recommendation system of the e-commerce platform to

help companies achieve low-cost precision marketing.

6. Conclusion

In this paper, we put forward an improved deep forest model to predict the repurchase behav-

ior of e-commerce consumers. Compared with the existing repurchase behavior prediction

model, our feature engineering considers the user characteristics and product characteristics

and considers the characteristics of user-product interactive behavior. Also, by comparing

with traditional machine learning models, the effectiveness of the improved deep forest in pre-

dicting the repurchase behavior of e-commerce consumers is verified. However, consumer

behavior research is a complex issue, and the use of behavioral data alone is not enough to

support the entire research. When constructing feature projects, more consideration can be

given to differences in consumer personality characteristics, such as gender, age, consumption

level, consumer psychology, etc., in order to obtain more valuable features. In the follow-up

research, it’s meaningful to build a predictive model that includes individual user differences

from the level of the influence mechanism and then provide more valuable suggestions for

increasing e-commerce consumers’ repurchase behavior.
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