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Abstract: Clinical performance audits are routinely performed in Emergency Medical Services (EMS)
to ensure adherence to treatment protocols, to identify individual areas of weakness for remediation,
and to discover systemic deficiencies to guide the development of the training syllabus. At present,
these audits are performed by manual chart review, which is time-consuming and laborious. In this
paper, we report a weakly-supervised machine learning approach to train a named entity recognition
model that can be used for automatic EMS clinical audits. The dataset used in this study contained
58,898 unlabeled ambulance incidents encountered by the Singapore Civil Defence Force from
1st April 2019 to 30th June 2019. With only 5% labeled data, we successfully trained three different
models to perform the NER task, achieving F1 scores of around 0.981 under entity type matching
evaluation and around 0.976 under strict evaluation. The BiLSTM-CRF model was 1~2 orders of
magnitude lighter and faster than our BERT-based models. Our proposed proof-of-concept approach
may improve the efficiency of clinical audits and can also help with EMS database research. Further
external validation of this approach is needed.

Keywords: emergency medical services; clinical audit; natural language processing; named entity
recognition; weakly-supervised learning

1. Introduction

Clinical performance audits are thought to be an important part of quality review and
continuous quality improvement in healthcare systems and services [1,2]. In emergency
medical services (EMS), one of the clinical audits that is conducted involves examining
whether paramedics have performed the assessment and treatment steps following the
standard operating procedures [3–5]. This is usually performed by auditing the free text
reports written by the paramedics for the attended cases.

EMS clinical audits need to be routinely performed to ensure adherence to treatment
protocols, to identify lapses, and to discover systemic deficiencies to guide paramedic
training. However, identification of these items for audit from the free text case reports
requires a significant amount of time, resources, and effort [6].
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The Singapore Civil Defence Force (SCDF) is the national emergency medical services
(EMS) provider in Singapore, handling more than 190,000 medical calls to the national “995”
emergency hotline annually [7]. Paramedics in the SCDF are trained to respond to medical
emergencies by providing rapid on-scene triage, treatment, and conveyance of casualties
to the hospitals for further management. At present, all EMS-attended cases are recorded
by the paramedics on hardcopy ambulance case records, then transcribed into electronic
forms (with the assistance of a digital pen) within 48 h and uploaded onto an internal
server for audit and data analysis. Clinical audit of our EMS involves a manual, laborious
audit of randomly selected cases and subsequent follow-up actions by a considerably small
team of dedicated auditors. Due to the high call volume and inherent complexity of the
paramedic protocols, only a limited percentage (around 10%) of total cases were audited
every year [8].

Named entity recognition (NER) is a natural language processing (NLP) technique
that recognizes and labels certain words mentioning specific entities in the sentences. An
example of NER is to recognize “Apple” as a brand name in the sentence “I am a big fan
of Apple products” but not “Apple is my favorite fruit”. It has been successfully used for
information extraction in medical texts [9,10], but its specific application in the context of
paramedic text reports is unexplored. The language used in the paramedic text reports are
different from that in traditional clinical documents, so existing non-trainable NER models
cannot be directly applied in this case. Challenges that are common for clinical NLP still
apply, which include widespread and inconsistent use of acronyms, misspellings, flexible
formatting, atypical grammar and use of jargon [11]. Lastly, it is impractical to label a large
amount of corpus to generate a dataset for fully supervised training.

In this proof-of-concept study, we aimed to develop an NER model on paramedic
text reports for clinical audit. We adopted a weakly-supervised approach by creating and
fine-tuning a synonym list of keywords and phrases for the entities and using them as the
pseudo labels. The main contribution of the paper is to (1) propose the use of natural lan-
guage processing to conduct EMS clinical audits instead of human chart reviewing, (2) use
a weakly-supervised method to label a mass amount of unlabeled data for downstream
training and (3) ascertain the effectiveness of the method in EMS clinical audit data. Since
the languages used in different EMS systems are dramatically different, we hoped that this
study could serve as a good example for other EMS systems to develop their own clinical
NER audit model.

The remainder of this paper is structured as follows. In the Methods section, we
introduce the steps of (1) data preparation and preprocessing, (2) weakly-supervised
labelling, (3) model training and (4) model evaluation. A web demo of the model is also
developed. In the Results section, we describe the dataset and report the performance, size
and inference speed of the models. In the Discussion section, we discuss our approach,
with its advantages and limitations, and analyze the errors.

2. Methods
2.1. Data Preparation and Preprocessing

The data used in this proof-of-concept study contained 58,898 ambulance incidents
recorded by the Singapore Civil Defence Force between 1st April 2019 and 30th June 2019.
We included all incidents from one of the three clinical scenarios that are commonly en-
countered in EMS practice as motivating examples: (1) acute coronary syndrome, (2) stroke,
and (3) the bleeding patient. After excluding 14,679 incidents that did not result in a patient
encounter and 8 cases with missing text reports, the remaining 44,211 incidents were used
as the final dataset. Ethics approval for this study was granted by the National Healthcare
Group (NHG DSRB 2020/00893) with a waived informed consent.

Text reports were converted into lower case as many text reports were entered in
all upper case due to the nature of the data entry system. All symbols were removed
except for the “%” symbol, while all numbers were retained. Sentences were split into
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individual tokens using white space tokenization. All preprocessing steps were performed
automatically by a simple Python script with native libraries and regular expressions.

2.2. Weakly-Supervised Labelling

As the entire dataset was unlabeled, we used a weakly-supervised learning approach
to model training. For the NER labels, we chose 17 different clinical entities spanning 3
different categories (clinical procedure, clinical finding, and medication) based on their
clinical relevance in EMS practice. The notation used in this study is the IOB2 notation,
which assigns a “B-” token for the first word of each entity, including terms which comprise
of only 1 word; an “I-” token for each subsequent word within the entity; and an “O” token
for all other tokens not belonging to any entity [12]. We did not annotate negation because
we consider the paramedics to be compliant if they documented the entity. Documentation
indicated that they did not forget about the standard operating procedures and may have
chosen to overwrite according to the actual scenario.

In the first step, we used a rule-based technique to create dummy labels for the
entire dataset. We first created a list of synonyms for each entity based on EMS practice
experience. These synonyms might be single token or multiple tokens, and each entity can
have multiple synonyms. Subsequently, we used the synonyms to match and pseudo-label
the entities in the sentences. Fuzzy string matching was used to increase recall of the
bootstrapping process by including terms with minor spelling mistakes, defined as having
a maximum of 1 missing character compared to the correct spelling. However, as this
might result in high rates of false positives if used on short phrases, it was only performed
on strings that were 5 characters or longer. The fuzzy string-matching algorithm used was
provided by the “fuzzysearch” package [13]. Single or multi-token entities that spanned
less than 5 characters were matched using exact string matching. If explicitly specified,
exact string matching was used.

After pseudo-labelling of the training, development and test sets, the labels in the
development and test sets were verified by a clinician and any mistakes made by the
bootstrap process were corrected. We performed error analysis only on the development
set to fine-tune the synonym list and specify which terms require exact string matching to
improve the labelling process. The dataset was split into 95% training (n = 42,000), 2.5%
development (n = 1105) and 2.5% test (n = 1106) sets. Only 5% (n = 2211) of the data were
human labelled.

2.3. Model Training

To perform the NER task, we experimented with a deep learning-based Bidirectional
Long Short-Term Memory + Conditional Random Fields (BiLSTM-CRF) model as well
as two Bidirectional Encoder Representations from Transformer (BERT) models with dif-
ferent pretrained weights. Both model architectures could automatically learn the useful
information from the training data without manual feature engineering.

2.3.1. Bidirectional Long Short-Term Memory + Conditional Random Fields

Conditional Random Fields (CRF) are a class of probabilistic models designed to
segment and label sequence data [14], and have been used with success on named entity
recognition tasks due to their ability to use customized observation features from both
past and future elements in sequences [15]. Bidirectional Long Short-Term Memory [16]
combined with an output CRF layer [17] is a recurrent neural network (RNN) model
that has achieved state-of-the-art performance over many named entity recognition tasks.
Instead of manually crafting features for the traditional CRF model, a BiLSTM model
automatically learns the useful features and feeds them into the CRF model. We built a
BiLSTM-CRF model using PyTorch library in Python [18]. No pre-trained word embedding
was used; instead, a word embedding layer was initialized with 0 s and trained together
with the entire model. The batch size was set as 512. We used Adam optimizer [19] with
a default learning rate of 0.001. Early stopping was implemented and would trigger if
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the validation loss did not decrease in 5 consecutive epochs to prevent overfitting. The
maximum training epochs was set as 300. We experimented with different dimensions of
the word embedding layer as well as the hidden layer, and used 100 and 64, respectively, in
the final model, which yielded the best performance on the validation set. An illustration
of the model can be seen in Figure 1.

Figure 1. Illustration of our BiLSTM-CRF model.

2.3.2. BERT-Based Token Classifier

BERT-based models are bidirectional transformer models with contextualized word
embedding pre-trained on large corpora and have revolutionized deep learning in NLP
tasks ever since their introduction [20]. Token classification can be achieved by adding
a linear classification layer after the output from the BERT-based model. To build the
model, we used the PyTorch implementation from the Transformers Python library by
HuggingFace [21]. The first pretrained model we used was the BERT-based-uncased model,
which was trained on two large corpora: BooksCorpus [22] and English Wikipedia. Since
our corpus is related to the clinical domain, the second pretrained model we used was
Clinical-BERT [23], which was trained on clinical notes from the Medical Information Mart
for Intensive Care III database [24]. Prior to the training, all sentences were tokenized by
the pre-trained tokenizer and zero-padded to a constant 300 token sequence length. In the
training phase, the pre-trained model was fine-tuned on our training data for 30 epochs
with early stopping after 5 epochs if there was no improvement in token level accuracy
on the development set. We used the AdamW optimizer [25] under the learning rate of
3 × 10−5, Adams epsilon of 1 × 10−8 and weight decay rate of 0.01 over all parameters
except for the bias terms as well as the gamma and beta terms in the layer-normalization
layers. A learning rate scheduler was used to linearly reduce the learning rate throughout
the epochs. When the model combined the sub-token tag predictions, we let the model
pick the most frequent class except O to be the final prediction of the word. An illustration
of the model can be seen in Figure 2.
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Figure 2. Illustration of our BERT-based token classification model. Sub-tokens with ## as prefix
are split from original tokens and will have different embeddings compared to the ones with same
spelling but without ##.

2.4. Model Evaluation
2.4.1. Token Class Level

We evaluated the performance of our NER models using the weighted precision, recall
and F1-score on all tokens except the uninformative “O” token. Specifically, the weighted
metric calculates the metric for each token class and finds their average weighted by the
number of true tokens in that class.

2.4.2. Entity Level

We reported the MUC-5 evaluation metrics under both strict evaluation mode and
entity type matching mode defined in the 2013 International Workshop on Semantic
Evaluation (SemEval’13) to compare their performance at the entity level [26,27]. An entity
prediction is defined by both the entity type predicted and the word span (starting word
and ending word). MUC-5 categorizes each prediction into 1 of the 5 following types:

• Correct (COR): the system’s output is the same as the gold-standard annotation.
• Incorrect (INC): the system’s output has nothing in common with the gold-standard

annotation.
• Partial (PAR): the system’s output shares some overlapping text with the gold-standard

annotation.
• Missing (MIS): a gold-standard annotation is not captured by the system.
• Spurius (SPU): the system labels an entity which does not exist in the gold-standard

annotation.

Based on these types, the below measures can be calculated:

• Possible (POS): the number of annotations in the gold-standard which contribute to
the final score.

POS = COR + INC + PAR + MIS = True Positive (TP) + False Negative (FN)

• Actual (ACT): the total number of annotations produced by the system.

ACT = COR + INC + PAR + SPU = True Positive (TP) + False Positive (FP)
• Precision: the percentage of entities found by the system that are correct.

P = COR/ACT = TP / (TP + FP)

• Recall: the percentage of entities present in the data that are found by the system.

R = COR/POS = TP / (TP + FN)
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• F1-score: the harmonic mean of precision and recall.

F1 = 2 × P × R / (P + R)

Under both strict evaluation mode and entity type matching mode, there will be no
PAR. The only difference between the two modes is that if a predicted entity has the correct
type but the word span only overlaps with the gold-standard annotation, it will be INC
under strict evaluation, but COR under entity type matching. It is worth noting that POS
depends on the model-specific prediction and can be larger than the total number of entities
in the data, because 1 gold-standard entity can be compared to more than 1 prediction
overlapped with it and, thus, be counted more than once.

2.5. Web Demo

We built a publicly accessible website (https://emsnlp.herokuapp.com/, accessed on
1 July 2021), with the Flask web application framework [28], Jinja2 template engine [29],
and Heroku cloud application platform [30]. Visualization of the predicted entities was
performed using displaCy [31].

3. Results

The whole dataset consists of 44,211 paramedic reports, with 3,069,578 words and
39,067 unique words. The training, development and test sets contained 41,984, 1105 and
1106 reports, respectively. Table 1 shows some examples of the original reports, the reports
after preprocessing and their ground truth NER labels. Statistics about the clinical entities,
their relative frequencies, total tokens of the entities and average number of tokens per
entity are presented in Table 2.

Table 1. Three example text reports under three different case categories before and after pre-processing. The ground truth
entities are bolded and underlined.

Category Original Report Pre-Processed Report

Acute
coronary

syndrome

hx from pt c/o chest pain x 2/7 crushing in nature,
non-radiating. no trauma. no fall. o/a pt was sitting,

alert, conscious. pt was gtn 1 tab by sn. o/e pt not pallor
or diaphoretic. no sob/ giddiness/ nausea/ vomitting.
afebrile. given 300 mg aspirin stat dose & 1 gtn spray 0.4
mg with total relieved. 12 lead ecg done: sinus rhythm.

no other medical complaints

hx from pt c o chest pain x 2/7 crushing in nature non
radiating no trauma no fall o a pt was sitting alert

conscious pt was gtn 1 tab by sn o e pt not pallor or
diaphoretic no sob giddiness nausea vomitting afebrile

given 300 mg aspirin stat dose & 1 gtn spray 0 4 mg
with total relieved 12 lead ecg done sinus rhythm no

other medical complaints

Stroke

hx from helper, @9 m noted pt turns lethargic, but able
to enunciate words clearly, @ 12 pm, noted pt slurred
speech w slight rt facial droop. @2 pm, tried to feed pt

water, and noted dysphagia, drooling. went to see gp @
310 pm, noted to send to a&e. o/a, pt sitting, gcs 15,
slight dementia. no c/o unwell. o/e, noted slight rt

facial droop+ slurred speech. no bilateral weakness. pt is
off hypertension med for a long time. usual bp @ 115/57

hx from helper 9 m noted pt turns lethargic but able to
enunciate words clearly 12 pm noted pt slurred speech
w slight rt facial droop 2 pm tried to feed pt water and
noted dysphagia drooling went to see gp 310 pm noted
to send to a&e o a pt sitting gcs 15 slight dementia no c o
unwell o e noted slight rt facial droop slurred speech
no bilateral weakness pt is off hypertension med for a

long time usual bp 115 57

Bleeding

o/a- pt sitting conscious alert. hx fr pt- pt fell due to
slippery floor, unsure hit what object noted bleeding, no
loc. o/e- noted 3 cm laceration active bleeding. noted

dislocated rt shoulder, pt claimed numbness but is due
to fall 2/12 ago, did not see dr. pt unable to give furthur

hx as he does not wish to talk much.

o a pt sitting conscious alert hx fr pt pt fell due to
slippery floor unsure hit what object noted bleeding no

loc o e noted 3 cm laceration active bleeding noted
dislocated rt shoulder pt claimed numbness but is due
to fall 2 12 ago did not see dr pt unable to give furthur

hx as he does not wish to talk much

https://emsnlp.herokuapp.com/
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Table 2. Overview of the named clinical entities in our dataset. Around 2.7% of the tokens are associated with an entity, and
the rest are “O” tokens.

Category Entity

Training Development Test

Entiti-
es

% of
Total Tokens ATE * Entiti-

es
% of
Total Tokens ATE * Entiti-

es
% of
Total Tokens ATE *

Clinical
Procedure ECG 26,688 50.6% 43,661 1.64 691 49.1% 1160 1.68 665 48.9% 1101 1.66

Clinical
Procedure

Stroke
Assessment 6571 12.5% 10,102 1.54 175 12.4% 273 1.56 200 14.7% 306 1.53

Clinical
Procedure

Intravenous
Cannulation 2054 3.9% 2559 1.25 64 4.5% 83 1.30 50 3.7% 69 1.38

Clinical
Procedure Burns Cooling 57 0.1% 57 1.00 4 0.3% 4 1.00 0 0.0% 0 NA

Clinical
Procedure

Valsalva
Maneuver 30 0.1% 44 1.47 2 0.1% 2 1.00 0 0.0% 0 NA

Clinical
Finding Bleeding 7422 14.1% 8785 1.18 189 13.4% 230 1.22 182 13.4% 218 1.20

Clinical
Finding

Signs Of
Obvious Death 323 0.6% 639 1.98 10 0.7% 18 1.80 8 0.6% 16 2.00

Medication Nitroglycerin
(GTN) 2648 5.0% 3835 1.45 72 5.1% 104 1.44 64 4.7% 102 1.59

Medication Aspirin 1644 3.1% 1644 1.00 51 3.6% 51 1.00 45 3.3% 45 1.00

Medication Normal Saline 1371 2.6% 4206 3.07 41 2.9% 115 2.80 44 3.2% 135 3.07

Medication Penthrox 568 1.1% 568 1.00 19 1.3% 19 1.00 14 1.0% 14 1.00

Medication Dextrose/
Glucose 447 0.8% 447 1.00 13 0.9% 13 1.00 14 1.0% 14 1.00

Medication Adrenaline 412 0.8% 412 1.00 14 1.0% 14 1.00 8 0.6% 8 1.00

Medication Diazepam 394 0.7% 394 1.00 8 0.6% 8 1.00 11 0.8% 11 1.00

Medication Salbutamol 1794 3.4% 1977 1.10 50 3.6% 57 1.14 48 3.5% 55 1.15

Medication Tramadol 310 0.6% 310 1.00 5 0.4% 5 1.00 7 0.5% 7 1.00

Medication Syntometrine 45 0.1% 45 1.00 0 0.0% 0 NA 1 0.1% 1 1.00

Total (% of Total) 52778 (100%) 79685 (2.73%) 1408 (100%) 2156 (2.81%) 1361 (100%) 2102 (2.74%)

* ATE: Average number of Tokens per Entity.

Based on the prevalence of the entities, Electrocardiogram (ECG), Bleeding and Stroke
Assessment are the three most observed entities. Looking at the tokens, Normal Saline has a
significantly longer average number of tokens per entity, because it is often represented by
phrases such as “i v n s” or “iv ns 0 9%” after the punctuation is removed.

Table 3 shows the performance of our NER models over the entities on the test set. On
the test set, our models show indistinguishably excellent performance of F1 scores: around
0.981 under entity type matching evaluation and 0.976 under strict evaluation.

Table 3. Entity-level performance of our NER model on the test set. All three models show indistinguishably excellent
performance of F1 scores.

Evaluation Mode Model
MUC-5 Scoring SemEval’13 Metrics

COR INC MIS SPU POS ACT Precision Recall F1-Score

Entity Type Matching
BiLSTM-CRF 1336 0 25 26 1361 1362 0.981 0.982 0.981

BERTBASE 1343 0 20 31 1363 1374 0.977 0.985 0.981
ClinicalBERT 1343 0 20 30 1363 1373 0.978 0.985 0.982

Strict Evaluation
BiLSTM-CRF 1329 7 25 26 1361 1362 0.976 0.976 0.976

BERTBASE 1335 8 20 31 1363 1374 0.972 0.979 0.976
Clinical-BERT 1334 9 20 30 1363 1373 0.972 0.979 0.975
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Despite the indistinguishable performance, the model complexity and inference speed
differ by 1~2 orders of magnitude between the BiLSTM-CRF model and the BERT-based
models, as demonstrated in Table 4. Hence, we decided to choose BiLSTM-CRF as our final
model. We reported the performance of the BiLSTM-CRF model over the token classes on
the development set and test set in the supplementary file.

Table 4. Comparison of model complexity and inference speed. Inference wall time is reported
using the mean and standard deviation of wall clock time over 100 iterations of predicting a sample
sentence, without the overhead of loading libraries and the model itself.

Model Parameters
(in Millions)

Model Checkpoint Size
(Mb)

Inference Wall Time
(ms)

BiLSTM-CRF 3.83 15 40 (7.5)
BERTBASE 109.50 418 274 (16.2)

Clinical-BERT 108.33 414 286 (25.6)

4. Discussion

In this proof-of-concept study, we developed an NER model on paramedic text reports
for the purpose of clinical audit. Although not quantified in this study, it is apparent
that this system would enable us to vastly increase not only the number of cases audited,
but also the complexity of the audit, as dozens of individual actions could be evaluated.
Moreover, this could be achieved in a much shorter period of time than if a team of human
auditors were to perform manual chart reviews.

Another possible use case for this model would be to identify cases for database
research. With the digitalization of ambulance data, there is increasing opportunity for
large-scale data analysis and research. The NER model was able to accurately identify a
limited set of commonly used clinical entities. This information can be used to retrieve cases
containing a certain clinical entity. This would reduce the need for a manual chart review,
which is impractical as the number of cases vastly increases the potential sample size for any
clinical study. As EMS is an important part of the chain of survival for patients requiring
emergency care, there is a need for robust identification of case types for downstream
research tasks.

The final BiLSTM-CRF model achieved good performance with an F1 score of 0.981
under entity type matching evaluation and 0.976 under strict evaluation. Although the
overall performance was satisfactory, we observed two major sources of errors. The first
source is a partial capture of the full span of multi-word entities including ECG (e.g., “ecg
4 leads”), GTN (e.g., “s l gtn”) and Normal Saline (e.g., “i v n s 0 9%”). Since our training
set is labelled only via a weakly-supervised approach, while the validation set and test set
are labelled by humans, slight discrepancies are expected. Nevertheless, we believe these
mistakes are of lesser significance and would not affect the audit result since the entities
are still labelled. The second source is due to the misspelled words. A misspelled word can
either be non-existent (“salbutumol” vs. “salbutamol”) or have a different meaning (“facial
drop” vs. “facial droop”). Our BiLSTM-CRF model will mark the first type of misspelled
words as “unknown” where a special word vector will be assigned. As for the second type
of misspelled words, they are seen both in their normal context and the misspelled context.
As a result, these misspelled words are more difficult to learn for the model and contribute
to the errors. With that being said, we also observed that some of these misspelled words
were correctly predicted, likely thanks to the CRF module.

We expected the BERT models to mitigate the issue of misspelling by predicting
the entities from the subwords produced by WordPiece tokenization [32]. Moreover, we
expected Clinical-BERT would perform better with the pretraining on a clinical corpus.
Upon examination of the results, we found that pretrained tokenizers from BERTbase and
Clinical-BERT did produce different subwords. Based on these subwords, the BERT models
predict more entities than the BiLSTM-CRF model. However, both true positive and false
positive results increased, and we observed higher recall, lower precision and F1 scores
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similar to the BiLSTM-CRF model. Reasons why the BERT models may have not worked
better than BiLSTM-CRF in our task include the following: (1) the WordPiece tokenization
is not designed to correct spelling errors, but rather to segment the meaningful units from
the words; (2) in our paramedic report, the words are highly abbreviated, making the
tokenizer less helpful; and (3) clinical notes, which Clinical-BERT was pre-trained on, are
indeed different from our paramedic report to a certain extent.

To our knowledge, this is the first study investigating the use of NLP on a large
number of paramedic-written free text reports, and the results are promising. We believe
that this work can inspire more NLP applications for novel clinical text. Nonetheless, we
also recognize some limitations of this work. Firstly, the study was conducted within a
single EMS system and further studies are needed to evaluate its external validity. Further
planned intervention is also necessary to evaluate the usefulness of this system. Secondly,
we did not manage to correct the spelling errors in the text reports, which is an area for
future work. Thirdly, we did not experiment with lighter BERT-based models, such as
DistilBERT, which are smaller and faster than normal BERT models [33]. Lastly, entity
classes such as “Burns Cooling” and “Valsalva Maneuver” were absent in the test data set
and could not be evaluated.

Future studies can prospectively evaluate the actual deployment of this software
in an EMS system in terms of both quantitative and qualitative aspects for both audits
and paramedics. Machine learning models used for named entity recognition need to be
recalibrated over time to reflect changes in the documentation practices of practitioners
over time and changes in personnel over time. The evaluation of such changes over time
could be the focus of future studies. Finally, the evaluation of the named entity recognition
model on data from other EMS systems will help to determine if the performance we
observed is generalizable.

5. Conclusions

In this proof-of-concept study, we demonstrated the process of developing a reliable
NER model that could reliably identify clinical entities from unlabeled paramedic free text
reports. This model can be used in an EMS clinical audit system that automates the audit
process. It allows us to increase the proportion of cases that undergo auditing to complete
coverage, even as we experience increasing demand for EMS services in Singapore, while
reducing mental fatigue for human auditors.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/ijerph18157776/s1, supplementary file.

Author Contributions: Conceptualization, H.W., W.L.K.Y., A.T., J.A.M.T., D.R., M.F. and S.A.; Data
curation, H.W., W.L.K.Y., A.T., J.A.M.T., D.R. and S.A.; Formal analysis, H.W.; Funding acquisi-
tion, M.F.; Investigation, H.W., J.A.M.T. and S.A.; Methodology, H.W., W.L.K.Y. and A.T.; Project
administration, H.W. and J.A.M.T.; Resources, W.L.K.Y., A.T., J.A.M.T., D.R., M.E.H.O., M.F. and
S.A.; Software, H.W.; Supervision, W.L.K.Y., Q.X.N., M.E.H.O., M.F. and S.A.; Validation, Q.X.N.;
Visualization, H.W.; Writing—Original draft, H.W. and W.L.K.Y.; Writing—Review and editing, H.W.,
Q.X.N., M.E.H.O., M.F. and S.A. All authors have read and agreed to the published version of the
manuscript.

Funding: This research and the APC were funded by MOE Academic Research Fund (AcRF) Tier 1
grant (WBS R-608-000-301-114).

Institutional Review Board Statement: The study was conducted according to the guidelines of the
Declaration of Helsinki, and approved by National Healthcare Group Domain Specific Review Board
(NHG DSRB 2020/00893).

Informed Consent Statement: Patient consent was waived as data used were de-identified.

Data Availability Statement: The data supporting the findings of this study are available from the
corresponding author upon reasonable request, subject to approval by SCDF.

https://www.mdpi.com/article/10.3390/ijerph18157776/s1
https://www.mdpi.com/article/10.3390/ijerph18157776/s1


Int. J. Environ. Res. Public Health 2021, 18, 7776 10 of 11

Acknowledgments: We thank for the following people for their help: Doris for helping with the
creation of the synonym list. Gerald, Lix and Benny for helping with manual verification of the
development and training set labels. Qi Yang for extraction of data from the source system.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Paton, J.Y.; Ranmal, R.; Dudley, J. Clinical audit: Still an important tool for improving healthcare. Arch. Dis. Child. Educ. Pr. Ed.

2014, 100, 83–88. [CrossRef] [PubMed]
2. Munk, M.-D.; White, S.D.; Perry, M.L.; Platt, T.E.; Hardan, M.S.; Stoy, W.A. Physician medical direction and clinical performance

at an established emergency medical services system. Prehospital Emerg. Care 2009, 13, 185–192. [CrossRef] [PubMed]
3. McClelland, G.; Flynn, D.; Rodgers, H.; Price, C. Positive predictive value of stroke identification by ambulance clinicians in

North East England: A service evaluation. Emerg. Med. J. 2020, 37, 474–479. [CrossRef] [PubMed]
4. Pocock, H.; Jadzinski, P.; Taylor-Jones, C.; King, P.; England, E.; Fogg, C. A clinical audit of the electronic data capture of dementia

in ambulance service patient records. Br. Paramedic J. 2018, 2, 10–18. [CrossRef]
5. Ashman, H.; Rigg, D.; Moore, F. The assessment and management of thermal burn injuries in a UK ambulance service: A clinical

audit. Br. Paramedic J. 2020, 5, 52–58. [CrossRef]
6. Johnston, G.; Crombie, I.K.; Alder, E.M.; Davies, O.H.T.; Millard, A. Reviewing audit: Barriers and facilitating factors for effective

clinical audit. Qual. Health Care 2000, 9, 23–36. [CrossRef] [PubMed]
7. SCDF Emergency Medical Services. SCDF. Available online: https://www.scdf.gov.sg/home/about-us/information/scdf-

emergency-medical-services (accessed on 29 February 2021).
8. Ng, Q.; Yeung, W.; Tay, J.; Arulanandam, S. Use of technology to aid clinical audit in an Asian emergency medical services

department. Healthcare 2021, 9, 491. [CrossRef]
9. Aramaki, E.; Miura, Y.; Tonoike, M.; Ohkuma, T.; Mashuichi, H.; Ohe, K. TEXT2TABLE: Medical Text Summarization System

Based on Named Entity Recognition and Modality Identification. Proceedings of the BioNLP 2009 Workshop. Boulder, Colorado:
Association for Computational Linguistics. 2009, pp. 185–192. Available online: https://www.aclweb.org/anthology/W09-1324
(accessed on 6 May 2021).

10. Bodnari, A.; Deleger, L.; Lavergne, T.; Neveol, A.; Zweigenbaum, P. A Supervised Named-Entity Extraction System for Medical
Text. 2013. Available online: http://clefpackages.elra.info/clefehealthtask3/workingnotes/CLEFeHealth2013_Lab_Working_
Notes/TASK_1/CLEF2013wn-CLEFeHealth-BodnariEt2013.pdf (accessed on 1 July 2021).

11. Leaman, R.; Khare, R.; Lu, Z. Challenges in clinical natural language processing for automated disorder normalization.
J. Biomed. Inform. 2015, 57, 28–37. [CrossRef] [PubMed]

12. Sang, E.F.T.K. Memory-Based Shallow Parsing. arXiv 2002, arXiv:cs/0204049. Available online: http://arxiv.org/abs/cs/0204049
(accessed on 7 May 2021).

13. Einat, T. taleinat/fuzzysearch. 2021. Available online: https://github.com/taleinat/fuzzysearch (accessed on 7 May 2021).
14. Lafferty, J.D.; McCallum, A.; Pereira, F.C.N. Conditional Random Fields: Probabilistic Models for Segmenting and Labeling

Sequence Data. In Proceedings of the Eighteenth International Conference on Machine Learning, 28 June–1 July 2001; Morgan
Kaufmann Publishers Inc.: San Francisco, CA, USA, 2001; pp. 282–2889.

15. McCallum, A.; Li, W. Early results for named entity recognition with conditional random fields, feature induction and web-
enhanced lexicons. In Proceedings of the Seventh Conference on Natural Language Learning at HLT-NAACL 2003; 2003;
pp. 188–191. Available online: https://www.aclweb.org/anthology/W03-0430 (accessed on 7 May 2021).

16. Lample, G.; Ballesteros, M.; Subramanian, S.; Kawakami, K.; Dyer, C. Neural Architectures for Named Entity Recognition. arXiv
2016, arXiv:1603.01360. Available online: http://arxiv.org/abs/1603.01360 (accessed on 7 May 2021).

17. Huang, Z.; Xu, W.; Yu, K. Bidirectional LSTM-CRF Models for Sequence Tagging. arXiv 2015, arXiv:1508.01991. Available online:
http://arxiv.org/abs/1508.01991 (accessed on 7 May 2021).

18. Paszke, A.; Gross, S.; Massa, F.; Lerer, A.; Bradbury, J.; Chanan, G.; Killeen, T.; Lin, Z.; Gimelshein, N.; Antiga, L.; et al.
PyTorch: An Imperative Style, High-Performance Deep Learning Library. arXiv 2019, arXiv:1912.01703. Available online:
http://arxiv.org/abs/1912.01703 (accessed on 13 April 2020).

19. Kingma, D.P.; Ba, J. Adam: A Method for Stochastic Optimization. arXiv 2014, arXiv:1412.6980. Available online: http:
//arxiv.org/abs/1412.6980 (accessed on 13 April 2020).

20. Devlin, J.; Chang, M.-W.; Lee, K.; Toutanova, K. BERT: Pre-training of Deep Bidirectional Transformers for Language Understand-
ing. arXiv 2018, arXiv:1810.04805. Available online: http://arxiv.org/abs/1810.04805 (accessed on 6 May 2019).

21. Wolf, T.; Debut, L.; Sanh, V.; Chaumond, J.; Delangue, C.; Moi, A.; Cistac, P.; Rault, T.; Louf, R.; Funtowicz, M.; et al. HuggingFace’s
Transformers: State-of-the-art Natural Language Processing. arXiv 2019, arXiv:1910.03771. Available online: http://arxiv.org/
abs/1910.03771 (accessed on 12 May 2020).

22. Zhu, Y.; Kiros, R.; Zemel, R.; Salakhutdinov, R.; Urtasun, R.; Torralba, A.; Fidler, S. Aligning Books and Movies: Towards
Story-like Visual Explanations by Watching Movies and Reading Books. arXiv 2015, arXiv:1506.06724. Available online:
http://arxiv.org/abs/1506.06724 (accessed on 18 May 2020).

http://doi.org/10.1136/archdischild-2013-305194
http://www.ncbi.nlm.nih.gov/pubmed/25122156
http://doi.org/10.1080/10903120802706120
http://www.ncbi.nlm.nih.gov/pubmed/19291555
http://doi.org/10.1136/emermed-2019-208902
http://www.ncbi.nlm.nih.gov/pubmed/32385043
http://doi.org/10.29045/14784726.2018.03.2.4.10
http://doi.org/10.29045/14784726.2020.12.5.3.52
http://doi.org/10.1136/qhc.9.1.23
http://www.ncbi.nlm.nih.gov/pubmed/10848367
https://www.scdf.gov.sg/home/about-us/information/scdf-emergency-medical-services
https://www.scdf.gov.sg/home/about-us/information/scdf-emergency-medical-services
http://doi.org/10.3390/healthcare9050491
https://www.aclweb.org/anthology/W09-1324
http://clefpackages.elra.info/clefehealthtask3/workingnotes/CLEFeHealth2013_Lab_Working_Notes/TASK_1/CLEF2013wn-CLEFeHealth-BodnariEt2013.pdf
http://clefpackages.elra.info/clefehealthtask3/workingnotes/CLEFeHealth2013_Lab_Working_Notes/TASK_1/CLEF2013wn-CLEFeHealth-BodnariEt2013.pdf
http://doi.org/10.1016/j.jbi.2015.07.010
http://www.ncbi.nlm.nih.gov/pubmed/26187250
http://arxiv.org/abs/cs/0204049
https://github.com/taleinat/fuzzysearch
https://www.aclweb.org/anthology/W03-0430
http://arxiv.org/abs/1603.01360
http://arxiv.org/abs/1508.01991
http://arxiv.org/abs/1912.01703
http://arxiv.org/abs/1412.6980
http://arxiv.org/abs/1412.6980
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1910.03771
http://arxiv.org/abs/1910.03771
http://arxiv.org/abs/1506.06724


Int. J. Environ. Res. Public Health 2021, 18, 7776 11 of 11

23. Alsentzer, E.; Murphy, J.; Boag, W.; Weng, W.-H.; Jindi, D.; Naumann, T.; McDermott, M.B.A. Publicly Available Clinical
BERT Embeddings. In Proceedings of the 2nd Clinical Natural Language Processing Workshop; Association for Computational
Linguistics: Minneapolis, MN, USA, 2019; pp. 72–78. Available online: https://www.aclweb.org/anthology/W19-1909
(accessed on 12 May 2020).

24. Johnson, A.E.; Pollard, T.J.; Shen, L.; Lehman, L.-W.H.; Feng, M.; Ghassemi, M.; Moody, B.; Szolovits, P.; Celi, L.A.; Mark, R.G.
MIMIC-III, a freely accessible critical care database. Sci. Data 2016, 3, 160035. [CrossRef] [PubMed]

25. Loshchilov, I.; Hutter, F. Decoupled Weight Decay Regularization. arXiv 2017, arXiv:1711.05101. Available online: http://arxiv.
org/abs/1711.05101 (accessed on 13 May 2020).

26. Chinchor, N.; Sundheim, B. MUC-5 Evaluation Metrics. In Proceedings of the Fifth Message Understanding Conference
(MUC-5), Baltimore, Maryland, 25–27 August 1993; Available online: https://www.aclweb.org/anthology/M93-1007
(accessed on 13 April 2020).

27. Task Description <Extraction of Drug-Drug Interactions from BioMedical Texts. Available online: https://www.cs.york.ac.uk/
semeval-2013/task9/ (accessed on 19 April 2020).

28. Grinberg, M. Flask Web Development: Developing Web Applications with Python, 1st ed; O’Reilly Media Inc.: Newton, MA, USA, 2014.
29. Jinja. Pallets. Available online: https://palletsprojects.com/p/jinja/ (accessed on 11 May 2020).
30. Cloud Application Platform|Heroku. Available online: https://www.heroku.com/ (accessed on 11 May 2020).
31. displaCy spaCy Universe. displaCy. Available online: https://spacy.io/universe/project/displacy (accessed on 7 May 2021).
32. Wu, Y.; Schuster, M.; Chen, Z.; Le, Q.V.; Norouzi, M.; Macherey, W.; Krikun, M.; Cao, Y.; Gao, Q.; Macherey, K.; et al. Google’s

Neural Machine Translation System: Bridging the Gap between Human and Machine Translation. arXiv 2016, arXiv:1609.08144.
Available online: http://arxiv.org/abs/1609.08144 (accessed on 7 May 2021).

33. Sanh, V.; Debut, L.; Chaumond, J.; Wolf, T. DistilBERT, a distilled version of BERT: Smaller, faster, cheaper and lighter. arXiv
2019, arXiv:1910.01108. Available online: http://arxiv.org/abs/1910.01108 (accessed on 7 May 2021).

https://www.aclweb.org/anthology/W19-1909
http://doi.org/10.1038/sdata.2016.35
http://www.ncbi.nlm.nih.gov/pubmed/27219127
http://arxiv.org/abs/1711.05101
http://arxiv.org/abs/1711.05101
https://www.aclweb.org/anthology/M93-1007
https://www.cs.york.ac.uk/semeval-2013/task9/
https://www.cs.york.ac.uk/semeval-2013/task9/
https://palletsprojects.com/p/jinja/
https://www.heroku.com/
https://spacy.io/universe/project/displacy
http://arxiv.org/abs/1609.08144
http://arxiv.org/abs/1910.01108

	Introduction 
	Methods 
	Data Preparation and Preprocessing 
	Weakly-Supervised Labelling 
	Model Training 
	Bidirectional Long Short-Term Memory + Conditional Random Fields 
	BERT-Based Token Classifier 

	Model Evaluation 
	Token Class Level 
	Entity Level 

	Web Demo 

	Results 
	Discussion 
	Conclusions 
	References

