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Each year approximately 1.7 million people sustain a traumatic brain injury (TBI) in the

US alone. Associated with these head injuries is a high prevalence of neuropsychiatric

symptoms including irritability, depression, and anxiety. Neuroinflammation, due in part to

microglia, can worsen or even cause neuropsychiatric disorders after TBI. For example,

mounting evidence demonstrates that microglia become “primed” or hyper-reactive

with an exaggerated pro-inflammatory phenotype following multiple immune challenges.

Microglial priming occurs after experimental TBI and correlates with the emergence of

depressive-like behavior as well as cognitive dysfunction. Critically, immune challenges

are various and include illness, aging, and stress. The collective influence of any

combination of these immune challenges shapes the neuroimmune environment and the

response to TBI. For example, stress reliably induces inflammation and could therefore

be a gateway to altered neuropathology and behavioral decline following TBI. Given the

increasing incidence of stress-related psychiatric disorders after TBI, the degree in which

stress affects outcome is of particular interest. This review aims to highlight the role of the

hypothalamic-pituitary-adrenal (HPA) axis as a key mediator of stress-immune pathway

communication following TBI. We will first describe maladaptive neuroinflammation after

TBI and how stress contributes to inflammation through both anti- and pro-inflammatory

mechanisms. Clinical and experimental data describing HPA-axis dysfunction and

consequences of altered stress responses after TBI will be discussed. Lastly, we will

review common stress models used after TBI that could better elucidate the relationship

between HPA axis dysfunction and maladaptive inflammation following TBI. Together,

the studies described in this review suggest that HPA axis dysfunction after brain injury

is prevalent and contributes to the dynamic nature of the neuroinflammatory response to

brain injury. Experimental stressors that directly engage the HPA axis represent important

areas for future research to better define the role of stress-immune pathways in mediating

outcome following TBI.
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INTRODUCTION

More than 5.3 million individuals suffer from a traumatic brain
injury (TBI) related disability in the US alone (1). The highest
reported post-TBI impairment is the development or worsening
of psychiatric disorders including depression, anxiety, and mood
disorders, which can result in an overall decreased quality of
life and increased long-term mortality (2, 3). For example,
one study reported nearly half of patients suffering from a
psychiatric disorder began experiencing symptoms only after TBI
(4, 5). A major contributor to the development or worsening
of psychiatric disorders after TBI is maladaptive inflammation
and microglial priming (6, 7). Increasing evidence suggests that
an altered response to stress can significantly compromise post-
traumatic recovery and exacerbate the brain’s already inflamed
state, which can perpetuate long-term deleterious outcomes
following TBI.

Broadly, stress is how the body reacts to changes in the
environment in order to actively maintain homeostasis (8).
Allostasis is the process by which homeostasis is maintained
through change. Allostasis is accomplished through coordinated
activation and regulation of the hypothalamic-pituitary-adrenal
(HPA) axis, which releases stress hormones when activated. The
primary stress hormone is cortisol in humans and corticosterone
in rodents, both will be referred to as CORT in this review.
CORT acts to regulate stress responses in the body and control
other processes that maintain homeostatic balance, particularly
inflammation and sleep. Dysregulation of the CORT response
to stressful as well as non-stressful stimuli can have far-reaching
effects on overall health and recovery from traumatic injury.

Clinical data indicate adrenal insufficiency due to suppressed
activation of the HPA axis following TBI occurs in a quarter of
all TBI cases (9). These clinical studies demonstrate that TBI
induces baseline changes in neuroendocrine function but do not
provide insight to if these changes influence post-injury response
to and recovery from stressful stimuli, i.e., allostasis. Post-TBI
HPA axis dysfunction leads to inappropriate responses to stress,
which in turn can dysregulate inflammation. Both processes have
been implicated in the development of psychiatric disorders after
TBI; however, the cross-talk between stress-immune pathways
after brain injury remains underexplored in both pre-clinical and
clinical studies.

This review will report an overview of neuroinflammation
after TBI, as well as a discussion on the inter-relationship between
stress-immune pathways after brain injury. We will then discuss
the clinical incidence of post-TBI HPA axis dysfunction and
how experimental TBI models have similarly reported an altered
stress response. Finally, we will discuss experimental approaches
to characterizing post-TBI HPA axis dysfunction. Emphasis
will be placed on the value of combination stress-TBI models
that elucidate molecular mechanisms linking neuroendocrine
impairment with immune dysregulation.

NEUROINFLAMMATION AFTER TBI

TBI occurs in two phases: primary and secondary injury. Primary
injury is caused by mechanical forces of the injury itself and

includes axonal shearing, hemorrhaging, and contusion (10).
Primary injury occurs in varying degrees of severity often
referred to as mild, moderate, or severe. There are many types of
TBI which can be loosely categorized into diffuse and focal TBI.
Examples of diffuse TBI are blast injuries or hypoxic-ischemic
injury that has widespread damage but does not form a distinct
lesion, while focal TBI includes skull fractures or foreign bodies
such as a bullet or shrapnel that result in a lesion. There are
many different experimental TBI animal models to represent
both diffuse and focal TBI (11). A common model of diffuse
TBI is fluid percussion injury (FPI), which is achieved through
application of a fluid pulse to the intact dura mater of the brain
(12). Controlled cortical impact (CCI) represents a focal TBI
model caused by a piston applied directly to the brain, resulting
in a contusion (13). Use of these varying types of injury models
is vital to TBI research to develop precautionary measures and
decrease the impact of different forms of primary injury.

Secondary injury is caused indirectly by TBI and results from
prolonged processes that are initiated by trauma, including
edema or changes in blood flow. Further, secondary injury
constitutes neuronal damage and degeneration through
molecular processes including mitochondrial dysfunction (14),
oxidative damage (15), and neuroinflammation (16) making
it a potential target for pharmacological intervention after
TBI. Neuroinflammation is of particular interest in secondary
injury because it has been implicated in the development of
post-injury neurodegenerative disease (17, 18). As previously
reviewed many cell types contribute to the neuroinflammatory
response after TBI (19, 20), but much of pre-clinical and clinical
research has focused on the role of the innate immune cell
of the central nervous system (CNS), microglia. Microglial-
mediated inflammation is associated with many symptoms after
TBI including motor deficits (21), mood disorders (22), and
neurodegeneration (23). Microglia thus provide a potential
therapeutic target for ameliorating the negative effects of
neuroinflammation as a part of secondary injury after TBI.

Microglial-mediated Neuroinflammation
After TBI Is Dynamic
Microglia are normally in a quiescent, surveying state that is
characterized by small cell bodies and highly ramified processes.
Acutely after TBI, numerous damage signals and cytokines
such as IFN-γ or nuclear proteins from damaged cells engage
microglia to induce an inflammatory response that can then
persist to sub-acute and chronic time points. As the innate
immune cell of the CNS, microglia have a conserved response
to robust inflammatory stimuli such as a TBI. For example,
following experimental midline FPI in rats, Iba-1 labeling
shows that microglia are hypertrophied and de-ramified in
the cortex and thalamus that persists to 7 and 28 days post-
TBI, time courses that are considered sub-acute and chronic
in experimental models of TBI, respectively (24). Antigen-
presenting MHCII is highly expressed in these de-ramified
microglia. These morphologically distinct microglia also have
increased immunofluorescent expression of CD68, which is
indicative of increased phagocytosis activity to clear debris from
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damaged and dead cells and promote healing after both diffuse
and focal experimental TBI (25, 26). Both pre-clinical and
clinical research characterize these de-ramified,MHCII+/CD68+

microglia as “reactive” and identify this pro-inflammatory state
to mediate the rapid and robust neuroinflammatory response
to TBI. Reactive microglia release pro-inflammatory cytokines
such as IL-1, IL-6, and TNFα to perpetuate microglial-mediated
inflammation and recruit other immune cells (27, 28). After
experimental midline FPI in mice, MhcII and Cd68 mRNA
expression increases at 3 days post-injury and remains elevated
at 1-week post-TBI (29). Reactive microglia promote a distinct
profile of cortical inflammation, including temporal changes in
inflammatory gene expression after midline FPI in mice (29). For
example, gene expression of inflammatory chemokines including
Ccl7 and Il-1β is uniquely regulated at 8 h after TBI while toll-
like receptor (TLR) genes, which participate in perpetuating
pro-inflammatory signaling, are uniquely regulated 7 days post-
TBI (29). The unique microglial profile at 8 h after injury is
indicative of rapid increases in microglial reactivity in response
to primary injury, while the microglial profile at 7 days post-TBI
characterizes the persistence of secondary injury.

Experimental evidence has shown that this microglial
reactivity persists chronically, indicating a mechanism by
which inflammation may contribute to long-term consequences
of TBI. After moderate experimental CCI in mice, reactive
microglia reach their peak inflammatory state around 1 week
post-injury, however remain reactive in the cortex, corpus
callosum, and thalamus chronically after TBI, specifically at
52 weeks post-injury, as compared to sham controls (30).
Further, this same study shows that chronic microglial reactivity
correlates with neuronal loss as measured by increased lesion
size. At 6 months and 1 year after experimental moderate
CCI, the resulting lesion expands through the cortex and
hippocampus, causing widespread neurodegeneration of the
ipsilateral hemisphere. Collectively, these data illustrate the sub-
acute and chronic responses of reactive microglia to TBI that
not only perpetuate neuroinflammation, but also contribute to
chronic neurodegeneration and expansion of the injury lesion.
These findings are consistent with clinical analysis of post-
mortem patient tissue samples from contusive, non-penetrating
TBI that show microglial phagocytic activity is abundant at 15
and 30 days post-injury through increased CD68 labeling (31).
Further, clinical evidence has shown that these reactive microglia
persist chronically in patients for decades after a single TBI
and can negatively influence cognitive function. One clinical
study shows significantly higher microglial reactivity diffusely
through the brain, particularly in the thalamus, via non-invasive
PET imaging of PK binding in survivors of moderate to severe
TBI as compared to age-matched controls (32). Though there
is a large range of post-injury time-points−11 months to 17
years—each patient has persistent chronic inflammation that
correlates with cognitive deficits. Patients’ processing speed and
response latency is significantly slower after TBI compared
to age-matched controls and the severity of these cognitive
deficits directly correlates with increased thalamic microglial
reactivity. Notably, enhanced microglial reactivity is observed
remotely from the site of injury and not observed around

lesions from the TBI, which indicates widespread damage via
secondary injury.

Reactive microglia are necessary to clear debris and modulate
synapses immediately after TBI, but when chronically reactive
can be neurotoxic. This is through perpetuating oxidative
stress and neurotoxic cytokines such as nitric oxide (NO)
via inducible nitric oxide synthase (iNOS) (33). NOX2, a
reactive oxygen species (ROS), is highly expressed in the cortex
at 1 and 2 days after experimental CCI in mice and co-
localizes with morphologically reactive microglia (34). Another
experimental study found that CCI in Nox2−/− mice results in
significantly reduced CD68 labeling, decreased lesion area, and
reduced gene expression of inflammatory cytokines including
Il-1β , Il-6, and Tnfα (35). This indicates that NOX2 is not
only a cytotoxic product of microglial reactivity but can
engage with other microglia to perpetuate microglial-mediated
inflammation. Clinical analysis of human autopsy samples
from fatal TBI cases also show significant increases in NOX2
expression throughout the cortex as compared to controls
(36). Though transient microglial reactivity is necessary for
appropriate immune responses to injury, persistent inflammation
is maladaptive and can lead to neuronal degeneration and
cell loss.

Experimental manipulation of microglia illustrates the
dynamic role these CNS innate immune cells play in regulating
inflammation following TBI. For example, reactive microglia
present a potential therapeutic target of post-TBI inflammation,
but research has shown the necessity of short-term microglia-
mediated inflammation for recovery aftermodels of experimental
TBI. Activation of fractalkine receptor (CX3CR1) via neuronal
fractalkine negatively regulates reactivity in microglia and results
in a decreased pro-inflammatory phenotype. Following injury,
affected neurons reduce release of fractalkine, resulting in
increased microglial reactivity. To better understand the time
course of CX3CR1 action after TBI, Cx3cr1−/− mice were given
experimental CCI and were tested on cognitive and sensorimotor
abilities at 4 days and 5 weeks post-injury. At 4 days post-
injury, Cx3cr1−/− mice have improved sensorimotor function
and decreased Cd68 expression at 4 days after experimental
CCI as compared to wild-type controls (37). This indicates
that microglial-mediated inflammation acutely after TBI is
protective against worsened outcome. Strikingly though, at 5
weeks after TBI Cx3cr1−/− mice have reduced sensorimotor
function and increased pathology shown by reduced neuronal
count and increased microglial cell-body area as compared
to wild-type mice after CCI. Thus, short-term inflammation
due to increased microglial reactivity is necessary for recovery
immediately following TBI however can be deleterious at chronic
time points. Endogenous control of microglia, here being anti-
inflammatory neuronal action, is needed for appropriate long-
term recovery.

Another method of pharmacological manipulation to
characterize effects of microglial reactivity after TBI is
elimination and repopulation of microglia through antagonism
of colony stimulating factor 1 receptor (CSF1R). CSF1R
antagonists significantly deplete microglial populations in adult
mouse brains in vivo after 7, 14, and 21 days of dosing through
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chow (38). Once CSF1R antagonism ceases, microglia begin to
rapidly repopulate at 3 days post-treatment and return to pre-
treatment levels of microglial population at 14 days. Many studies
have used CSF1R antagonists in an attempt to replace reactive
microglia with quiescent microglia. For example, CaM/TetDTA

mice express diphtheria toxin A chain (DTA) in forebrain
excitatory and hippocampal CA1 neurons when doxycycline is
not provided in their diet, leading to a lesion of neuronal death
to mimic injury and disease (39). This same model previously
reported robust microglial reactivity that resolves following
microglial elimination (40). Once CaM/TetDTA mice developed
a lesion over 30 days, doxycycline was given to cease DTA

expression and after 7 days of recovery the CSF1R antagonist
PLX5622 was given through chow for 14 days to eliminate
microglia followed by 21 days of microglial repopulation.
These repopulated microglia appear morphologically non-
reactive, indicated by smaller somas and ramified processes
compared to non-repopulated animals (41). Further, expression
of inflammatory markers including Cd68 is significantly
decreased in lesioned animals after repopulation compared
to lesioned animals with no repopulation, demonstrating a
rescue of the reactive microglial population after neuronal
death. Gene expression through RNA transcript NanoString
analysis further shows a decrease of reactive microglia through
reduced expression of inflammatory genes involved in IL-1
and iNOS signaling. Elevated plus maze further shows that
microglial repopulation in lesioned animals rescues anxiety-
like behavior to control levels and Morris water waze shows
improved spatial memory as compared to lesioned animals.
Thus, these repopulated microglia appear less reactive and
contribute to improved behavioral outcome following neuronal
death, further implicating reactive microglia as a potential
therapeutic target for chronic inflammation. Notably, other glial-
mediated inflammation through astrocytes is not affected by
microglial repopulation and perpetuates the pro-inflammatory
response and micro-environment. Thus, inflammation caused
by neuronal death is not entirely dependent upon microglia
and may continue even in the absence of microglial-mediated
inflammation. In the context of TBI, microglial elimination
using PLX5622 for 14 days prior to experimental midline FPI
recapitulates the decrease in inflammatory gene expression
through NanoString RNA analysis including Il-1β and Nfκb
signaling at 7 days after injury. Interestingly, pre-treatment of
TBI with PLX5622 significantly attenuates astrocyte-related
neuroinflammation, as determined through decreased GFAP
immunofluorescent expression. Even with this astrocytic-
mediated inflammation decreased, microglial elimination does
not significantly improve numbers of ATF3+ cells or NeuN+

nuclei, indicators of neuronal survival, at 7 days post-injury
(29). Together, these data indicate that elimination of microglia
has robust effects on microglial-mediated inflammation,
however fails to significantly affect other glial cells and neuronal
death. Ultimately, manipulation of microglia demonstrates
the dynamic role that microglia play in the inflammatory
response acutely after injury and chronically during recovery
from TBI.

TBI Induces Microglial Priming That
Contributes to Post-TBI Sequelae
After TBI, part of the reactive microglial population returns
to a quiescent surveying state while another population takes
on an intermediate phenotype. This population is characterized
by increased baseline expression of MhcII and Cd68 and a
lower threshold to become hyper-reactive in response to a
secondary insult (42). Due to the hyper-reactive inflammatory
response to a secondary challenge, this intermediate population
is referred to as “primed” microglia. Microglial priming was first
described in a prion-disease animal model, ME7, subsequent
to peripheral injection of the endotoxin, lipopolysaccharide
(LPS) (43). After peripheral LPS challenge in ME7 animals,
inflammatory cytokines including IL-1β, TNFα, and IL-6 are
significantly elevated compared to control animals treated with
LPS. LPS in ME7 animals also significantly increases the number
of apoptotic cells in the hippocampus compared to control
groups. This shows that exacerbated neuroinflammation due to
microglial priming significantly increases neurotoxic effects of
inflammation. Notably, LPS injection directly into the ventricles
of ME7 animals does not result in the same hyper-reactive and
enhanced apoptotic profiles seen after peripheral administration.
This demonstrates that the primed microglia population is
sensitive to peripheral immune challenges, thus illness due to
infection can significantly increase neuroinflammation without
direct infection of the brain itself. As previously reviewed,
this same heightened response to peripheral immune stimuli is
normally seen with aging (44). This includes increased levels of
pro-inflammatory cytokines like IL-6 and IL-1β and decreased
anti-inflammatory cytokines IL-4 and IL-10. Aged microglia are
resistant to regulation by anti-inflammatory mechanisms and
efficacy of antigen presentation decreases with age, resulting
in increased expression of MHCII and a shift from adaptive
to innate immunity. Together, these data indicate that excess
inflammation caused by microglial priming can be additive to
pre-existing conditions and worsen outcome.

Increased microglial priming has been associated with
psychiatric disorders and could provide a mechanism through
which TBI induces altered behavioral responses and post-
TBI psychiatric sequelae. After experimental midline FPI,
microglia have enhanced expression of MhcII at 30 days
post-TBI, indicating a persistent and reactive population of
primed microglia. Il-1β and Tnfα expression is significantly
increased in response to peripheral LPS injection compared
to controls (45). Additionally, after experimental midline FPI,
peripheral LPS injection decreases social interaction at 24 h after
injection compared to both sham controls and TBI animals
that received saline, an indicator of increased sickness or
depressive-like behavior. TBI animals that received LPS also
spend more time immobile during tail-suspension test at 72 h
after injection compared to all other groups, which again
represents increased depressive-like behavior, mirroring clinical
data that inflammation is associated with behavioral deficits.
Primed microglia are seen in clinical studies of depressed
patients after suicide, as seen by an increased ratio of de-
ramified reactive microglia over quiescent ramified microglia
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compared to age-matched controls (46). Expression of MCP-
1, a chemokine involved in monocyte recruitment, is also
significantly higher in depressed patients, further depicting
exacerbated inflammation related to microglial priming. This
indicates a strong relationship between increased microglial
inflammation via priming and psychiatric symptoms. Together,
these data indicate that microglial priming not only causes
exacerbated inflammatory responses to secondary immune
challenges such as LPS, but may also contribute to compromised
post-TBI behavior and psychiatric symptoms.

STRESS INFLUENCES INFLAMMATION
THROUGH GLUCOCORTICOIDS

Stress broadly refers to the disruption of homeostatic balance by a
stressor. There aremany different types of stressors (e.g., physical,
psychological, immunological, etc.) that can result in a stress
response. This stress response is characterized by activation of the
HPA axis (Figure 1A). The neural and non-neural components
of the HPA axis have many regulatory controls to ensure that
the reactivity is appropriate for stressful as well as non-stressful
stimuli such as sexual experience, appetite, or even light (47).

HPA activation via stressful stimuli is a non-voluntary response
tightly coupled to environmental events or cues that may
disrupt homeostasis. Different types of stressful stimuli activate
inputs to the hypothalamic paraventricular nucleus (PVN).
Once activated, PVN neurons secrete corticotropin releasing
hormone (CRH), also known as corticotropin releasing factor,
and arginine vasopressin (AVP). These hormones then move to
the “master gland,” the pituitary gland. In the anterior pituitary,
CRH activates special endocrine cells called corticotropes that
post-translationally modify proopiomelanocortin (POMC) to
produce adrenocorticotropic hormone (ACTH). ACTH then
travels through the blood to the adrenal glands, set above the
kidneys. This interaction initiates steroidogenesis and release of
glucocorticoids (GCs), specifically CORT. CORT then travels
throughout the body via the blood and acts on many different
tissues to restore homeostasis.

Basal GC secretion is regulated by high affinity
mineralocorticoid receptor (MR) feedback inhibition, while
regulation of GC responses to HPA axis activation is attributed
to low-affinity glucocorticoid receptor (GR)-mediated negative
feedback (48). GR has a low affinity for GCs and thus exerts
inhibitory control when HPA activation results in significantly
elevated GC levels and MR becomes saturated. GCs act on GR

FIGURE 1 | Hypothalamic-pituitary-adrenal axis before and after TBI. (A) In response to stressors, excitatory neuronal inputs activate the HPA axis and are

transformed into hormonal communication, represented by solid black lines, to produce a physiological stress response. Activation via excitatory neuronal inputs to

the hypothalamic PVN releases CRH and AVP via the median eminence into hypothalamic hypophyseal portal circuitry to the anterior pituitary. CRH induces

corticotropes in the anterior pituitary to stimulate production of ACTH. ACTH is released into the blood and travels to the adrenal glands, superior to the kidneys. In the

adrenal glands, ACTH initiates synthesis of CORT. CORT is then released into the blood to act on multiple tissues such as the lungs, heart, and muscles to induce a

stress response. Represented by dashed red lines, CORT acts through GR-mediated feedback at every level to negatively regulate HPA activation and reduce CORT

production. (B) TBI, represented as a lightning bolt, induces hypopituitarism and results in suppressed HPA activation in response to a stressor, represented by dotted

black lines. Hypopituitarism indicates decreased production of ACTH, thus there is decreased stimulation of the adrenal glands and less CORT production.

Suppressed CORT levels cannot inhibit continued HPA activation through GR-mediated negative feedback, as depicted by dashed red lines, resulting in impaired

GR-mediated negative feedback and perpetuation of the stress response that leads to longer recovery time after exposure to a stressor. Decreased CORT is

associated with increased inflammation which could contribute to psychiatric sequelae, thus injury-induced suppression of the HPA axis depicts a mechanism through

which post-TBI consequences may occur. Sagittal brain schematic: Patrick J. Lynch, medical illustrator [CC BY 2.5 (https://creativecommons.org/licenses/by/2.5)].
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in the brain, pituitary, and adrenal glands and are thus able
to control GC production at every level of the HPA axis. The
hippocampus is an area of major regulation by GC action on
neural GR as seen through lesion studies that show destruction
of the hippocampus perpetuates HPA axis response to stressors
(49). GCs also act on neural GR in the cingulate cortex to
inhibit HPA axis activation through innervation of the PVN, as
one study shows application of CORT to the cingulate cortex
decreases plasma levels of both ACTH and CORT (50). In the
anterior pituitary, GR-mediated feedback acts on corticotropes
to prevent ACTH release (51), as one clinical study shows
intravenous treatment with GR agonist rapidly inhibits ACTH
and CORT responses to exogenous CRH stimulation (52). In the
adrenal glands, GC production is not linearly related to ACTH
application, but rather is slightly reduced (53). This indicates that
dynamic levels of GC production within the adrenal glands acts
through GR-mediated feedback inhibition on steroidogenesis
of GCs. Regulation at the hypothalamus is more complex. GCs
act on the PVN to regulate energy and fluid homeostasis in
response to stressors (54). Genetic knock-out of GR in the PVN
causes elevated basal CORT levels in response to stress, however
does not alter circadian release of GCs (55), indicating limited
inhibitory regulation through GR-mediated feedback at the
PVN. In situ hybridization of rat brain tissue reveals that GR
mRNA is highly expressed in another hypothalamic nucleus, the
arcuate nucleus (ARC) (56). Application of the GR antagonist,
eplerenone (EPN), at the PVN does not significantly increase
plasma CORT levels until 80min after administration while EPN
at the ARC very rapidly increases CORT levels only 10min after
application (57). This data shows that GR-mediated negative
feedback of multiple nuclei modulates HPA axis reactivity at
the hypothalamus. Notably, examples of GR-mediated positive
feedback of the HPA axis also exist in the brain. For example, as
previously reviewed areas important for fear-learning upregulate
HPA axis activation through feed-forward GC action on the
amygdala, bed nucleus of the stria terminalis, and medial
prefrontal cortex, resulting in increased CRH release (58).
Together, these data indicate a sensitive and tightly regulated
control of GR-mediated release of GCs and HPA axis reactivity
that contributes to maintaining appropriate stress responses
and homeostasis.

In addition to regulating the HPA axis, GR-mediated action
of GCs plays a vital role in communication of the stress-
immune axis and has many anti- and pro-inflammatory
actions (Figure 2). As previously reviewed, GCs execute anti-
inflammatory action through both genomic and non-genomic
pathways (59, 60). GR-mediated anti-inflammatory action is
primarily done through translocation of the GC-GR complex
into the nucleus that binds to glucocorticoid responsive
elements (GREs), for example to block the transcription factor,
nuclear factor kappa B (NFκB)-mediated transcription of pro-
inflammatory genes; non-genomic actions of GR have yet to be
well-characterized (61, 62). Microglia integrate stress-immune
interactions through high expression of GR (63), making them
excellent targets for GC immunosuppression. For example, a co-
culture experiment of rat microglia and neurons application of
IFN-γ and LPS induced reactive microglia that are neurotoxic

FIGURE 2 | Anti- and pro-inflammatory actions of glucocorticoids. GCs have

robust immunosuppressive function through multiple avenues in acute

response to stressors. (A) Microglia have high expression of GR, making them

prime targets for GC immunosuppression. GR-mediated GC action is

neuroprotective through decreasing microglial iNOS synthesis and preventing

NFκB activation. (B) The adaptive immunity effector cells, T-cells, go through

GC-mediated apoptosis that prevents perpetuation of inflammatory

responses. (C) Endothelial cells of the BBB express GR. Binding of GC to GR

contributes to tightening of BBB tight junctions and improves BBB integrity to

prevent peripheral immune cells from entering the brain. (D) The major

anti-inflammatory mechanism of GCs is GR-mediated genomic

immunosuppression through decreasing expression of inflammatory cytokines

including IL-1β and TNFα. While GCs are primarily immunosuppressive in the

face of acute challenges, chronic stressors reveal pro-inflammatory actions of

GCs. (E) GR-rich microglia are susceptible to stress-induced priming, shown

through increased CD68 and MHCII expression, resulting in a hyper-reactive

response to subsequent immune challenge. (F) Though GCs induce T-cell

apoptosis, GCs also enhance lymphocyte maturation through increasing T-cell

sensitivity to IL-2, contributing to a pro-inflammatory environment. (G) GC

production via the chronic stress of repeated social defeat mobilizes

monocytes from the bone marrow, contributing to neuroinflammatory

consequences such as increased anxiety. (H) GCs also increase circulating

levels of IL-6, an inflammatory cytokine associated with trauma and illness,

through activation of the HPA axis by multiple types of stressors. Further,

chronic stress exacerbates the inflammatory profile through increasing

expression of IL-1β and TNFα after excitotoxic cell death. Together, these anti-

and pro-inflammatory actions exemplify the duality of GCs in mediating

inflammatory responses to stress.

through oxidative stress via NO derived from inducible iNOS
(64). Application of a synthetic GC, dexamethasone (DEX),
is neuroprotective by significantly downregulating microglial
NO production and iNOS mRNA expression. This decrease
of oxidative stress via reactive microglia displays highly
neuroprotective effects of GCs through anti-inflammatory action.
Further, expression of iNOS is associated with activation of
NFκB. In mouse dendritic cell lines, induced iNOS expression
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and NO production via NFκB activation is inhibited in a dose-
dependent manner by pre-treatment with DEX (65). These data
show that GCs can reduce oxidative stress both before and after
inflammatory stimuli induce microglial reactivity, identifying
GC anti-inflammatory action as potently neuroprotective. Other
immune cells express GR that mediates GC action to decrease
inflammation. For example, as previously reviewed GCs induce
GR-mediated apoptosis of the adaptive immunity effector cells,
T-cells (66). Further, GCs have protective effects on tissues that
do not directly perpetuate immune responses, but can contribute
to a pro-inflammatory environment such as the blood-brain
barrier (BBB) (67). After treatment with DEX, immortalized
mouse brain endothelial cells injured with in vitro blast injury
have improved trans-endothelial electric resistance recovery and
increased tight junction ZO-1 immunostaining compared to
untreated cells (68). This illustrates that GCs play an important
role in BBB recovery, which then decreases inflammation by
preventing peripheral immune cells from migrating to the brain.
The primary anti-inflammatory role of GCs is through the
GR-mediated activation of GREs, which results in suppressed
mRNA expression of pro-inflammatory cytokines including IL-
1β, TNFα, and IL-6 while also enhancing expression of anti-
inflammatory cytokines such as IL-10 and TGFβ (69). Together,
these data illustrate the potent anti-inflammatory action of GCs
through mediating immune cell functions.

With GC’s intrinsic anti-inflammatory action, corticosteroids
were one of the first anti-inflammatory drugs tested as
pharmacological treatment for inflammation after injury (70).
Efficacy of GCs after TBI is controversial due to varying
effects on inflammation dependent upon time of administration.
After experimental weight-drop TBI, immediate treatment
with DEX decreases cell numbers positive for markers of
microglial/macrophage inflammation (EMAP-II, P2X4R, AIF-
1) at 24 and 48 h after injury (71). By days 4 and 6 after
TBI, though, there is no significant difference in inflammatory
marker quantification compared to saline controls. Though GCs
decrease inflammation immediately following TBI, these effects
are transient and in clinical trials could increase mortality. A
large scale clinical trial quantifying death rate within 14 days
after hospitalization and treatment for TBI shows that there is a
significant increase in mortality after treatment with intravenous
corticosteroids compared to placebo group (72). Additionally,
previous reviews discuss the major barrier of GC treatment
causing GC resistance or insensitivity, thus further decreasing
efficacy of treatment (73). Together, these studies show that
though endogenous GCs have potent anti-inflammatory effects,
treatment with exogenous GCs is not effective in curtailing
maladaptive inflammation after TBI.

Altered GC Release
Influences Inflammation
This tight relationship of the stress-immune axes is highly
susceptible to dysfunction. Specifically, inappropriate stress
responses through excessive HPA axis activation are shown
to increase inflammation. GC release acts in a feedforward
mechanism known as the glucocorticoid cascade hypothesis

(74), which results in an unchecked stress response and
subsequent inflammatory response. For example, excessive HPA
axis activation after TBI influences neuroinflammation through
stress-induced priming of microglia. As previously discussed
microglia highly express GR and are thus susceptible to stress-
induced priming in the presence of excessive GC levels.
Experimental administration of exogenous CORT alone in rats
does not modulate gene expression of inflammatory cytokines
Il-1β , Tnfα, or Il-6 in hippocampal microglia. However, when
LPS is given as an immune challenge at 24 h after CORT
administration, hippocampal microglia significantly increase
inflammatory cytokine expression in a LPS-dose dependent
manner compared to vehicle controls (75). This indicates that
stress via exogenous GCs primes microglia to become hyper-
reactive in response to subsequent LPS immune challenge.
These same results are seen after increases in endogenous
CORT through exposure to a stressor. Twenty Four hours
after inescapable tail-shock, LPS injection significantly increases
hippocampal CORT and IL-1β compared to vehicle controls
(76). This same experiment further shows that pre-treatment
with a GR antagonist, mifepristone (MIF), before inescapable
tail-shock rescues the exacerbated responses in hippocampal
CORT and IL-1β after LPS injection. This indicates that
GCs act directly on microglial GR to cause stress-induced
priming. In the context of brain injury, pre-treatment with
MIF 48 h before experimental CCI significantly prevents loss
of CA1 hippocampal neurons 24 h after TBI (77). Rescue of
neuronal loss after TBI via GR antagonism indicates that GC
signaling, as either initial or secondary challenge, contributes
to maladaptive inflammation after injury. Further, increased
neuronal survival in the hippocampus could improve learning,
memory, and cognition as well as emotional regulation, which
would improve psychiatric symptoms commonly seen after TBI.
Pre-clinical systematic review shows that stressors including
psychosocial stress significantly increase microglial reactivity
in the hippocampus and prefrontal cortex of experimental
rodent models, which then contributes to altered behavioral
responses like psychiatric disorders (78). Together, these data
indicate that GCs act through microglial GR to prime microglia
and cause exacerbated inflammatory responses. This increased
inflammatory response to stress may then lead to increased
neuronal death and psychiatric complications following TBI,
lending to compromised post-injury recovery and decreased
quality of life.

As with microglia, GCs also have pro-inflammatory action
on other immune cells. GC-mediated apoptosis is necessary for
appropriate development of T-cells in the thymus. Further, in
stimulated rat T-cell cultures, application of CORT significantly
enhances lymphocyte proliferation through increasing T-
cell sensitivity to IL-2, contributing to a pro-inflammatory
environment (79). Chronic GCs also have marked pro-
inflammatory actions on peripheral tissues, notably the bone
marrow. Mice treated with adrenalectomy have significantly
decreased circulating CORT and IL-6 after repeated social
defeat (RSD) stressor compared to control groups, indicating an
abolishment of the normal stress response (80). Though there
is no difference in the percent of monocytes and granulocytes
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in the bone marrow between adrenalectomized mice and
controls after stress, circulating levels of monocytes in the
blood are significantly decreased in adrenalectomized mice.
This indicates that adrenalectomy, thus abolishment of the
appropriate stress response, prevents release of monocytes
into the blood while not affecting monocyte production
in the bone marrow. Immunofluorescent expression of a
key chemokine in maintaining the retention of monocytes
in the bone marrow, CXCL12, is significantly decreased in
animals with intact adrenal glands after stress while there is no
difference of CXCL12 expression in adrenalectomized animals
compared to non-stressed sham controls. This indicates that
CORT production via stressors directly influences retention of
monocytes in the bone marrow, resulting in increased monocyte
mobilization in response to stress. Most notably, the percentage
of the macrophage population in the brain is significantly
increased in animals with intact adrenal glands after RSD while
adrenalectomy attenuates macrophage populations after RSD.
This shows that CORT release in response to stressors, such
as RSD, contributes to increased mobilization of monocytes
into the blood and increased macrophage populations in
the brain, resulting in a pro-inflammatory environment and
neuroinflammatory consequences such as increased anxiety (81).
Stress also contributes to neuronal death as pre-treatment with
chronic stress levels of CORT exacerbates gene expression of
Il-1β and Tnfα after kainic acid-induced excitotoxic cell death
(82). This seems counterintuitive to the previously discussed
anti-inflammatory action of GCs, however anti-inflammatory
effects of GCs are seen with pre-treatment of low- to mid-range
doses of GCs while high doses of GC perpetuate inflammation.
These same pro-inflammatory stress effects are seen in clinical
populations, as clinical systematic review of the immunological
effects of psychological stress show significant increases in
circulating inflammatory cytokines including IL-1β, IL-6, and
TNFα up to 2 h after exposure to a stressor (83). Together,
these data indicate that robust activation of the HPA axis
increases inflammation through action on multiple tissues.
While GCs have potent anti-inflammatory effects, excessive GC
release in response to HPA axis activation can contribute to
increased inflammation.

On the opposite side of the spectrum, inadequate GC
production in response to stress results in increased
inflammatory cytokines that are normally counter-acted by
GC immunosuppressive action, also contributing to increased
inflammation. GCs are released in response to stress to
restore homeostasis, thus suppression of GC levels either
basally or in response to stress can significantly increase
inflammation. For example, mice infected with murine
molluscum contagiosum virus after adrenalectomy have
80% mortality between 36 and 72 h after infection while
non-infected adrenalectomized mice and infected mice with
intact adrenal glands have long term survivals (84). Clinically,
this unchecked inflammation is seen in stress disorders that
present with suppressed release of GCs and often increased
basal inflammation. For example, patients diagnosed with
post-traumatic stress disorder (PTSD) present with low basal
CORT levels but higher levels of circulating pro-inflammatory

cytokines including IL-1β, TNFα, and IL-6 (85). Similarly,
patients diagnosed with chronic fatigue syndrome have low
urinary free CORT levels (86) and severity of symptoms is
highly correlated with increased levels of ROS and IFN-γ
(87). Together, these studies demonstrate that stress influences
immune processes and dysregulation of the HPA axis results in
maladaptive inflammation.

HPA AXIS DYSFUNCTION AFTER TBI

Immediately after TBI there is acute activation of the HPA axis
due to the stress of the injury. Mild blast TBI in mice increases
circulating CORT immediately following injury that peaks at 3 h
after TBI compared to controls and returns to baseline by 5 h
post-TBI (88). This same increase in HPA axis activation is seen
in clinical populations as one study showed in the first 1–2 days
following mild andmoderate TBI there is a significant increase in
circulating CORT levels compared to age-matched controls (89).
This same clinical study shows that following severe TBI, baseline
serum CORT levels decrease 1–3 days following TBI. Though
this decrease in stress could diminish inflammatory responses
long-term following injury, suppressed HPA axis activation could
result in worsened outcome after more severe TBI.

Insufficient stress responses are delayed in mild to moderate
TBI as compared to severe TBI. At 4 weeks after experimental
lateral FPI there is a significantly blunted CORT response to
restraint stress compared to sham controls (90). Differential
effects of injury severity on HPA axis dysfunction are also
seen in experimental models of TBI. For example, experimental
mild CCI attenuates CORT responses to stressors at 7 and 21
days after injury compared to sham controls, but significantly
increases CORT responses to stressors at 34 and 70 days post-TBI
(91). Moderate CCI shows no difference compared to controls
in CORT responses at 7 days after injury, however there is
a significant decrease in CORT responses to stressors at 21
days that persists to 70 days post-TBI. The same variance in
suppressed endocrine function is seen after clinical presentations
of TBI. One clinical study showed that after severe TBI, 25–
100% of patients display insufficient circulating levels of GCs in
response to pharmacologically induced stress within 10 days of
injury (92). After mild to moderate TBI, insufficient circulating
GC levels are reported in 16–45% of individuals within a year
after injury (93, 94). The actual incidence of suppressed HPA
axis activation after TBI is unknown due to many factors. Many
don’t seek medical treatment after mild TBI, which implies that
incidence of mild injury-induced endocrine dysfunction likely
occurs in much higher frequency. Additionally, screening for
endocrine abnormalities is not standard care of treatment for
TBI and thus will often go undiagnosed. Even if suppressed HPA
axis activation is suspected, diagnostic tools and thresholds for
diagnosable dysfunction are not standardized and are instead
set by individual hospitals and clinicians, resulting in variance
of incidence reports (95). This dynamic and under-diagnosed
dysregulation of CORT responses following all severities of
TBI contributes to compromised post-TBI recovery and the
development of long-term consequences following injury.
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Causes of Post-TBI HPA Axis Suppression
HPA axis dysfunction after TBI may occur at any level of the
HPA axis. For example, suppressed GC synthesis and release can
occur when the hypothalamus is compromised and attenuates
the release of CRH by the PVN. After experimental midline
FPI in rats there is increased hypothalamic neuronal process
complexity at 1, 7, and 28 days post-injury measured by neuronal
Golgi staining (96). These same injured animals exhibited HPA
axis dysfunction after FPI. DEX suppression of the HPA axis
through GR-mediated feedback showed no significant differences
in plasma CORT levels of injured animals 48 h after treatment,
while sham controls have significantly suppressed CORT. This
blunted CORT response is most likely due to disrupted feedback
inhibition as seen through abnormal DEX suppression results.
Changes in hypothalamic neuronal complexity in conjunction
with impaired GR-mediated negative feedback indicate a causal
relationship of HPA axis dysfunction and alterations in HPA
axis circuitry. Together, these data describe mechanisms by
which the hypothalamus may be directly affected by injury to
induce suppressedGC release and impaired negative feedback. As
previously discussed, the hypothalamic arcuate nucleus plays an
important role in mediating rapid negative feedback of the HPA
axis to the PVN. CCI in mice induces hypertrophied astrocytes
in the arcuate nucleus, indicating increased inflammation (97).
Clinical imaging studies also reflect possible hypothalamic
dysfunction as seen after pediatric injury in children aged 8–
18 years with nearly 10% atrophy of the hypothalamus at 12
months post-injury as compared to age-matched controls (98).
These inflammatory and morphological differences isolated from
the injury site could negatively impact the ability of the arcuate
to participate in rapid regulation of the PVN, resulting in
inappropriate activation and control of stress responses.

The highest incidence of post-TBI HPA abnormalities is
due to dysfunction in the anterior pituitary gland, resulting in
decreased ACTH release and thus decreased CORT (Figure 1B).
The pituitary is especially susceptible to TBI and injury-induced
pressure changes or bleeding. Longitudinal clinical studies report
41% of TBI patients with abnormally high morning CORT levels
at 10 days after injury (99). By 3 months, 32% had abnormally
low morning CORT levels. This incidence remains relatively
stable at 6 and 12 months with abnormally low CORT levels
reported in 37 and 35% of patients, respectively. Dysfunction
in the pituitary causes decreased release of ACTH, thus the
adrenal glands synthesize and produce less GCs. In response to
this decrease, the sensitivity of negative feedback is increased to
compensate. As such, increased inhibition can further decrease
GC release and cause altered response to stressors. Due to the
complexity of direct, indirect, and feedback regulation at all levels
of the HPA, a single mechanism by which ACTH production is
decreased is still unknown.

Post-TBI adrenal gland complications are relatively rare as
the first clinical case study was reported in 1997 (100). The
patient was admitted for rehabilitation 1 month after TBI due to
persistent weakness, fatigue, and nausea and only after showing
no significant improvement with rehab was given an endocrine
workup that revealed suppressed release of GCs after application
of exogenous ACTH. Within a week of starting treatment with

synthetic GCs, prednisone and fludrocortisone, symptoms of
dizziness and lethargy significantly improved. While rare, cases
of adrenal insufficiency via damage to the adrenal glands could
be left undiagnosed due to significant overlap in symptoms with
TBI alone. This complication is often seen in cases of multiple
traumas to the body that could result in direct injury to the
adrenal glands and most often cannot be directly attributed to
TBI, thus it is commonly referred to as comorbidity rather than a
direct symptom of TBI.

Consequences of Post-TBI HPA
Axis Dysfunction
Excessive activation of the HPA axis following TBI and its effect
on post-TBI recovery has been well characterized (7, 101). For
example, CORT levels reach their peak after midline FPI in mice
at 30min after injury and robust HPA axis activation persists
as CRH mRNA expression increases 40% at 2 h after injury
compared to sham controls (102). Inhibition of this increased
HPA activation via CRH antagonist at 15min and 2, 4, 6, and
8 h after injury significantly decreases lesion volume by 45%
(103). This shows excessive activation of the HPA axis after
TBI increases neuronal death, which in turn could influence
neuroinflammation. As previously described, excessive GCs due
to TBI also induce microglial priming and increase inflammatory
cytokines in response to stress, resulting in maladaptive and
chronic inflammation.

Inflammatory effects of HPA axis suppression after TBI
are not well characterized, though decreased GC release has
been identified as a risk factor for increased mortality and
compromised recovery after TBI. Persistent attenuation of
HPA axis activation after moderate TBI compared to mild
TBI indicates a possible mechanism by which more severe
TBI is associated with worsened long-term outcomes and
development of disabilities. In a clinical comparison study
of post-TBI CORT levels, patients that present with plasma
CORT levels in the lowest quartile of the mean within 10
days of TBI have significantly higher mortality compared to
all other quartiles (104). Further, patients that present with
persistent CORT deficiency that lasts beyond 10 days post-
TBI also have significantly higher mortality compared to those
who present with transient CORT deficiency. Thus, depleted
plasmaCORT levels due toHPA axis dysfunction are significantly
correlated with increased mortality following TBI. There is
clinical evidence that insufficient ACTH production, which
would contribute to suppressed levels of CORT, persists to 1 and
5 years after TBI as seen through abnormally low baseline serum
ACTH and decreased responses to ACTH stimulation (105).
Persistence of abnormal endocrine responses could contribute
to elevated neuroinflammation via decreased anti-inflammatory
action of GCs.

Age at the time of injury in adults does not seem to affect
vulnerability to HPA axis dysfunction after TBI as most studies
report no correlation with age (93). After pediatric TBI, though,
children under the age of 12 are more susceptible to HPA
dysfunction after injury as compared to older adolescents (106).
In fact, one study found all surveyed children with mild to severe
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TBI have significantly suppressed CORT release in response to
HPA activation through insulin tests (107). Injury acts as an
early life stress exposure in pediatric TBI, which may induce
maladaptive HPA axis maturation and thus permanently increase
susceptibility to stress later in life (108). Combined with altered
stress responses due to HPA axis dysfunction, pediatric TBI
can significantly alter normal aging and contribute to increased
chances of psychiatric sequelae and decreased quality of life.
These data characterize a growing population of individuals who
are aging with injuries and could be at higher risk of developing
TBI-related disabilities due to age of injury and the persistence of
an altered stress response.

HPA axis dysfunction is heavily implicated in the development
or worsening of psychiatric symptoms after TBI. GCs regulate
motivation and emotion through mediating actions on limbic
circuitry (109). Major depressive disorder is characterized by
HPA axis hyperactivity and dysregulated feedback inhibition,
much like is seen acutely after mild TBI (110, 111). Review
of post-TBI imaging studies shows significant differences in
diffusion tensor imaging of many cortical areas such as the
prefrontal cortex, ventral frontal lobe, and anterior temporal lobe
(112). As previously reviewed, all these regions are associated
with increased anxiety and depressive symptoms after TBI as they
feed into the HPA axis and are heavily involved in mediating
appropriate stress responses to emotional stressors (113). TBI-
induced alterations in the circuitry of these sites results
in compromised emotional regulation, contributing to many
common symptoms after TBI such as irritability and frustration.
Further, decreased CORT production causes symptoms such
as fatigue, weakness, and weight loss. These same symptoms
are commonly seen after TBI and broadly referred to as post-
concussion syndrome (PCS). Other PCS symptoms include
deficits in learning and memory, impaired focus, and irritability,
which again reflect symptoms of HPA axis dysfunction. Case
studies of suppressed CORT after TBI often describe patients
with psychological sequelae thought to be associated with PCS
because of this symptomatic overlap (100, 114). As the awareness
of post-injury HPA axis dysfunction increases, it is now advised
that endocrine testing be done throughout post-TBI recovery
when symptoms that appear immediately after injury persist
for 3 months or when delayed symptoms appear within 3
years after TBI (115). Interplay of abnormal neuroendocrine
responses and compromised psychiatric behavior illustrates
the importance of HPA axis dysfunction and long-term
TBI recovery.

EXPERIMENTAL STRESS MODELS
PROVIDE INSIGHT TO THE RELATIONSHIP
OF POST-TBI HPA AXIS DYSFUNCTION,
INFLAMMATION, AND OUTCOME

Chronic effects of altered stress responses after TBI on
inflammation are poorly understood. Though altered stress
responses are increasingly acknowledged as an important clinical
consequence of TBI, the mechanism by which HPA axis
dysfunction contributes to post-injury symptoms has yet to be
identified. One of the best resources for long-term outcome

after TBI is clinical surveys, which can be restricted by lack of
specific medical history and experience. As previously discussed,
clinical surveys can also be affected by low reporting numbers
or differences in endocrine testing, resulting in variable numbers
and diagnostic tools. Experimental models of stress are necessary
to better characterize chronic effects of stress after TBI and
resulting inflammation. Currently, many studies have illustrated
altered stress responses after experimental TBI, but few studies
have looked at the consequent effects of experimental stress
on inflammation after TBI. Here, we describe common stress
models and further highlight combination studies in which stress
models characterize HPA axis dysfunction after experimental
TBI. Further, we discuss evidence that these stress models
influence inflammation and could thus characterize stress effects
on inflammation after TBI. While “stress” can be induced
by a variety of stimuli, these established stress models are
repeatedly used due to their efficacy in best illustrating the HPA
axis response.

Restraint Stress
The most common model for characterizing stress effects
after TBI is restraint-induced stress. Restraint stress uses the
inescapable stress of immobilization to induce robust HPA
activation and GC release. After 6 h of daily restraint for 28
days, plasma CORT levels of stressed mice are significantly
increased during the stressed period compared to non-stressed
controls, however these effects do not persist at 2 or 4 weeks
after daily stress concludes (116). Notably, though, prolonged
restraint stress induces depressive-like behavior as seen through
increased immobility during forced swim task throughout the
28 days of daily stress exposure, which persists 1 week after
restraint stress ceases. Restraint stress thus shows that though
robust prolonged stress may not cause persistent alterations in
CORT levels, behavioral effects of stress persist even once the
stressor has ceased. Further, 10 days of daily 2-h restraint stress
in mice significantly increases inflammatory gene expression
including IL1A, IL6, and TNFα compared to non-stressed
controls (117). These inflammatory effects of restraint stress
could contribute to post-stress behavioral deficits and could be
further exacerbated by injury. Restraint stress after experimental
TBI causes suppressed CORT responses to stress like that seen
in clinical populations after TBI. Midline FPI chronically reduces
basal CORT levels at 54 days post-TBI compared to sham control
animals and baseline CORT levels before TBI was given (96).
In response to 30min of restraint stress, injured animals have
decreased plasma CORT levels 1 h after restraint stress has
concluded compared to sham controls. These data show that
restraint stress is an efficient stress model that specifically and
robustly activates the HPA axis, influences inflammation, and
characterizes endocrine dysfunction after TBI.

Forced Exercise
Another model of chronic stress after TBI is forced exercise.
Forced exercise consists of an enclosed treadmill or wheel that
is set at a specific speed with either prodding or small foot shocks
to ensure the animal keeps pace. Compared to 1 h of spontaneous
wheel exercise, 1 h of forced wheel exercise significantly increases
CRH mRNA expression in the PVN (118). Increased CRH
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indicates substantial HPA axis activation specifically via forced
exercise vs. voluntary exercise. In another experimental study,
30min of forced treadmill exercise 3 times a week for 4.5 weeks
significantly increases plasma CORT levels during open-field task
compared to non-exercised controls (119). Additionally, elevated
plasma CORT levels in animals exposed to forced exercise are
correlated with increased IL-1β levels in the brain and decreased
hippocampal neurons. This shows that forced exercise increases
CORT through HPA activation and can influence inflammation
and cell survival. In another experiment, animals were injured
with mild/moderate FPI then exposed to two daily 20-min
periods of forced running 1–4 and 7–11 days after injury while
control animals either did not have access to a wheel or had
access to a wheel for voluntary exercise (120). After forced
exercise, ACTH and CORT levels are significantly elevated in
both sham and injured forced exercise groups compared to
voluntary exercise and sedentary controls. Notably, though,
ACTH responses are blunted in the FPI groups. Additionally,
forced exercise causes a decrease in hippocampal GR in sham
injured animals compared to voluntary and sedentary groups;
however, there are no differences in hippocampal GR between
any groups after FPI. A lack of GR modulation in response to
elevated CORT levels after FPI depicts a mechanism through
which GR-mediate negative feedback is compromised after TBI.
These data show that forced exercise is an effective stressor
that increases inflammation and demonstrates injury-induced
suppression of the HPA axis.

Forced Swim
Forced swim is a common behavioral test, however it is also
frequently used as a stressor to induce robust CORT responses
(121–123). Forced swim involves placing an animal in an
inescapable container of water deep enough that the animal
cannot touch the bottom for a pre-determined amount of time.
This acts as a behavioral test throughmeasuring time immobile as
an indicator of depressive-like behavior. The use of forced swim
has shifted from a behavioral test to a stressor due to evidence
that coping processes during forced swim are more indicative of
stress-induced immobility rather than depressive-like behavior
(124). There is a robust stress response in mice after forced
swim stress for 1, 5, and 10 days of daily 30-min exposure as
seen through significantly elevated levels of CORT compared to
baseline CORT levels 60min and immediately before the stress
(125). Additionally, 5 days of daily 30-min forced swim stress
increases IL-1β expression in the PVN and IL-6 expression in
the hippocampus, indicating an increased inflammatory response
to the stress of forced swimming. After mild and moderate CCI
in rats, 15-min of forced swim at 21 and 54 days after injury
significantly increases CORT responses in animals with mild
injury while animals with moderate injury have blunted CORT
responses (91). Forced swim is an effective stressor through HPA
axis activation, increases pro-inflammatory profiles, and notably
shows differential effects of injury severity on CORT responses.

Foot Shock
The foot shock fear-conditioning paradigm traditionally tests
anxiety-like behavior and conditioned fear memory. Animals

are trained to associate a conditioned stimulus, such as a tone,
with a foot shock. After training, animals’ freezing behavior is
measured in response to the conditioned stimulus. The HPA
axis modulates fear conditioning through inducing CORT release
that then acts on the hippocampus to increase contextual fear
conditioning memory consolidation. Increased magnitude of
foot shock is correlated with increased CORT release, which
results in exacerbated behavioral deficits (126). Foot shock also
increases inflammatory responses specifically in the HPA axis
as 80 episodes of inescapable foot shock over the course of 2 h
increases IL-1 gene expression in the hypothalamus and IL-6 in
the pituitary (127). After lateral FPI, freezing behavior of injured
rats increases in response to a conditioned tone as well as the
context of the training chamber compared to sham controls in
response to a strong shock paired stimulus as opposed to a
weak shock (128). Increased freezing after foot shock training is
indicative of anxiety-like behavior, illustrating behavioral deficits
because of TBI. Further, western blot analysis shows that NR1, a
marker of excitatory NMDA receptors, is significantly increased
in the basolateral amygdala (BLA) and there is a trend of
decreased GAD, a marker of GABA-ergic inhibitory neurons,
in the BLA and hippocampus after FPI compared to shams.
These alterations in excitatory and inhibitory input to important
areas of emotional regulation further shows how TBI may affect
psychiatric health and behavioral deficits. These data illustrate
that foot shock not only acts as an effective measurement of post-
TBI consequences, but also activates the HPA axis and increases
stress-related inflammation.

Stress Models Consequently Affect Sleep
Increased stress is both clinically and experimentally proven to
induce sleep disturbances, even once exposure to a stressor has
ceased (129). Coordination of GC release via HPA axis activation
and environmental cues is vital for the conservation of normal
sleep quality and longevity. Differential HPA activity mediates
stages of sleep. Humans on average sleep 7 to 8 h at night with
a sleep bout of 6 to 8 h and experience about 6 cycles of non-
REM sleep (i.e., slow-wave sleep) and REM sleep (i.e., paradoxical
sleep) (130). Mice, on the other hand, sleep for 12 to 14 h
during the light phase with a sleep bout of only 2 to 4min.
Further, they have polyphasic sleep meaning that they experience
cycles of non-REM and REM sleep periodically with waking
period in between. Despite these differences in sleep architecture,
features of rodent sleepmodels such as circadian and homeostatic
modulation of sleep are similar to humans (131) and thus are
often used in translational research.

At the onset of sleep, the HPA axis is suppressed to
achieve minimal arousal. HPA axis activity increases along
with sympathetic and brain activity during REM sleep and
is once again suppressed as REM sleep concludes. As waking
approaches, ACTH is released by HPA axis activation and
causes increased arousal, concluding sleep (129). The HPA
axis and sleep have a highly integrated relationship of both
excitatory and inhibitory effects that depend upon the level
of the HPA axis participating in regulation and phase of
sleep. HPA axis control of sleep differs between CRH, ACTH,
and CORT and at times seems contradictory. Continuous
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administration of CRH does not significantly alter non-REM
and REM sleep, but continuous administration ACTH decreases
time spent in REM sleep. Meanwhile, CORT both decreases
time spent in REM sleep and increases non-REM sleep (132).
Other studies have found CRH and CORT promote REM sleep
(133). This contradictory relationship lends to CRH as a direct
regulator of waking and arousal because it is directly controlled
by suprachiasmatic nucleus “pace-maker” activity. GCs only
indirectly affect waking through their inhibitory feedback action
on CRH production (134). In REM sleep, exact roles of CRH
or CORT remain unknown as studies report contradictory
results of CRH not affecting or increasing REM sleep while
CORT is reported to both enhance and decrease time spent
in REM (135). Though specific effects of HPA axis activity on
sleep remain controversial, the highly integrated and dynamic
relationship between sleep and stress indicates an avenue by
which models of stress influence sleep in experimental research.
Restraint stress, forced exercise, forced swim, and foot shock
all act as stress models through their ability to induce rapid
HPA axis responses that cause robust spikes in CORT release.
Interestingly, these models are also highly associated with sleep
disturbances. For instance, exposure to 2 h of restraint stress
during the beginning of the dark phase induces sleep rebound
illustrated by increased REM sleep for the remaining 10 h of
the dark phase (136). In comparison, gentle handling to induce
sleep disruption does not result sleep rebound, demonstrating
restraint stress-induced sleep disturbances and sleep rebound
is not due to loss of sleep during the 2 h and is instead a
consequence of the stressor itself. The specific effects of stress
upon sleep can vary depending on many variables including
time of day, strength of the stressor, metabolic state, and
sleep need. With this, different amounts and types of stressors
may influence non-REM and REM sleep in contradictory
ways. Overall, though, alterations in the sleep/wake cycle as
a result of stress can have long-lasting effects on behavior
and cognition.

As with HPA axis activation influencing sleep, complex
regulatory action of sleep upon HPA axis function influences
stress responses. Sleep traditionally has suppressive effects on
the HPA axis to maintain healthy and consistent sleep behavior
before HPA activation induces waking behavior (137). When
sleep itself is altered, the inhibitory control of theHPA axis during
sleep can lead to hyperactivity in the stress response. Indeed,
clinical sleep studies show that secretory profiles of CORT are
influenced by both provoked and spontaneous awakenings in
humans (138). CORT responses to spontaneous awakenings
illustrate the intersection of stress-sleep pathways and how sleep
disturbances may affect the stress response. Hyperactivity in the
stress response due to decreased inhibitory control from sleep
can increase negative feedback action by GCs, which could then
further influence the stress response. Thus, a vicious cycle is
born of the tightly coupled relationship between sleep and stress
that concurrently and persistently is dysregulated. Experimental
forced exercise stress model causes sleep disturbances through
forcing the animal to remain awake and active, thus depriving
sleep. Forced exercise on a treadmill or wheel for 24 h causes
total sleep deprivation, abolishing both non-REM and REM

sleep, and significantly elevates heart rate and body temperature,
indicators of increased HPA axis activation (139). Stress response
and performance in experimental forced swim stress model is
influenced by circadian timing. For example, rats in nocturnal
conditions display less escape behavior compared to those in
diurnal conditions over the course of 5min of forced swim
(140). These behavioral differences reflect changes in serum
CORT, which increase during nocturnal exposure to forced
swim compared to diurnal conditions. Foot shock stress model
influences sleep primarily by conditioned context. For example,
at 24 h after exposure to foot shock fear conditioning, rats
that sleep in conditioned context environments have selective
decreases in REM sleep compared to animals that sleep in neutral
context environments (141). Due to the interplay of sleep and
stress axes, particularly regarding circadian release of CORT,
alterations in sleep due to exposure to a stressor should be
considered in the effect of stress on post-TBI outcome.

Many sleep disruption or deprivation models abolish REM
sleep by taking advantage of stress influences on sleep. The
elevated platform model, colloquially known as the “flower
pot” model, uses a single small platform—such as an inverted
flower pot—in a pool of water to selectively inhibit REM sleep
(142). The animal can sustain non-REM sleep, but the loss
of muscle tone in REM sleep causes the animal to fall into
the water. This method thus employs fear conditioning to
cause multiple awakenings throughout REM sleep, abolishing
it completely. After 72 h of exposure to the elevated platform
model, rats have elevated circulating CORT levels and body
temperature that persist 7 days after REM sleep deprivation
(143). A caveat of this restrictive platform model is that the
single platform could induce a stress response due to restricted
movement and social isolation, not just due to abolished
REM sleep. Thus, a multiple platform model was developed
which consists of numerous platforms placed in water to
allow less restricted movement and multiple animals to be
tested at one time while still not allowing enough consistent
space for REM sleep (142). Efficacy of the multiple platforms
test is controversial, though, as one study shows housing of
multiple rats during the multiple platform method causes forced
wakefulness through social interaction and decreases number
of sleep bouts compared to the single platform method (144).
Stress-free sleep models ensure sleep is disrupted through
manipulation of sleep alone and not through stress-induced
sleep loss. Manual handling is a common stress-free sleep model
where an experimenter gently handles animals to prevent sleep
(145). Though efficient in preventing sleep, manual handling
may be inconsistent between experimenters and there is evidence
that suggests mice have olfactory-induced HPA activation in
response to male investigators compared to female investigators
during gentle handling (146). Automatic sleep disruption models
use mechanical disruptors such as air puffs or sweeper bars
to wake animals without experimenter intervention. The air
puff method selectively inhibits REM sleep through EEG and
EMG surveillance of the animal’s sleep state. When an animal
is entering REM sleep the system automatically releases a
puff of air to disturb the animal and disrupt REM sleep
(147). Alternatively, the air puff method can disrupt sleep at
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predetermined intervals to globally disrupt both non-REM and
REM sleep. An automatic sweeper bar similarly disrupts sleep
by forcing animals to awake and move over a mechanical bar
that travels the length of the cage (148). As with the air puff
method, this can be done to either selectively eliminate REM
sleep in response to EEG and EMG signals or globally disrupt
sleep through pre-set intervals. Automatic sleep disruption
systems ensure that sleep disturbances are modulating HPA axis
reactivity and inflammatory profiles without the presence of
excess stressors.

Sleep Disruption Worsens Outcome
After TBI
Sleep disorders including insomnia, hypersomnia, and sleep
apnea occur in 30–70% of those who suffer from TBI regardless
of severity (149). This is such a large range because much like
HPA axis dysfunction, the extent to which sleep disturbances
and disorders affect those after TBI is often underreported.
Daytime sleepiness and hypersomnia are among the most
commonly reported sleep disturbances acutely after injury,
however opposing disorders such as insomnia have been reported
in anywhere from 5 to 25% of people after TBI (149). Injury-
induced alterations in sleep are also seen in experimental models
of TBI. Midline FPI increases overall sleep during the first 6 h
after injury compared to sham controls (150). This increased
sleep need defines a period of vulnerability to a second TBI as
mice injured again with midline FPI during this period at 3 h
post-injury have increased motor deficits, neurological severity
scores, anxiety-like behaviors, and neuropathology compared
to mice given a second injury at 9 h post-injury. The extent
of this sleep need is limited and increased sleep need persists
to 7 days after midline FPI in mice but quickly resolves with
no significant sleep disturbances as a result of TBI at 2 to
5 weeks after injury (151). Though experimental models of
TBI fail to recapitulate chronic deficits in sleep/wake behavior,
they still contribute to identifying candidate mechanisms for
translation to humans. For example, hypocretin, also known
as orexin, primarily promotes wakefulness behavior and is
implicated in regulating reward, emotion, and stress circuitry
(152). One study found that hypocretin may mediate sleep/wake
following TBI through us of a hypocretin knock out (HCRT
KO) mouse model (153). Following moderate CCI, HCRT
KO mice showed no altered sleep/wake behavior, while wild-
type mice exposed to the same injury had more non-REM
sleep and less wakefulness. For example, mice exposed to a
blast-wave TBI show long-lasting DNA methylation differences
at 8 months post-injury in important regulatory genes for
neuronal survival and inflammation such as TGFβ signaling,
iNOS, and IL-1β (154). Notably, methylation differs in important
circadian rhythm genes including period circadian clock 3
(Per3), a regulator of circadian rhythm, and Aanat, which
codes an enzyme involved in conversion of serotonin to
melatonin. Though sleep disturbances were not measured in
these animals, long-term differences in DNA methylation of
circadian genes indicates a possible epigenetic modulation of
sleep through TBI.

Sleep disruption models, especially those that modulate HPA
axis activation through sleep disturbances alone, are necessary
to explore the effects of sleep/wake disruption after TBI as a
unique stressor that engages the HPA axis. Sleep disruption
also influences inflammation, and thus is a physiologically
relevant stress model to further characterize post-TBI effects on
stress and immune axes. Circadian release of GCs influences
sleep onset and completion. Consequently, sleep can decrease
or increase HPA axis activation and reactivity in response
to stressors. Clinically, sleep loss increases the expression of
key inflammatory cytokines that are also involved in the
neuroinflammatory response such as IL-1, IL-6, and TNFα (155).
Clinical surveys of post-TBI sleep disruption are numerous, but
few experimental studies have investigated how altered sleep can
influence processes such as the HPA axis and inflammation to
affect post-TBI outcomes, and instead show no broad outcomes
of post-injury sleep disruption. For example, one experimental
study reports that 48 h of total sleep deprivation using forced
exercise in rats does not increase neuronal susceptibility to
mild TBI (156). In another study, 6 h of gentle handling sleep
disruption immediately following midline FPI in mice shows no
significant differences compared to non-sleep disrupted mice in
circulating CORT levels, neurological severity score, or novel-
object exploration at 1, 3, 5, or 7 days post-injury (157). Though
limited reports show that acute sleep disturbances may not
affect post-TBI recovery in experimental models, the effects
of chronic sleep disruption remain unclear. Persistent sleep
disturbances after injury could indicate a mechanism by which
those who suffer TBI are more vulnerable to exacerbated stress
and inflammation.

Sleep disruption can influence psychiatric symptoms and
mood disorders as a result of TBI. Of nearly 50,000 military
members that screened positive for blast-related TBI, sleep
was found to mediate 26% of TBI’s effect on PTSD and
41% of TBI’s effect on depression (158). Clinically, presence
of sleep disorders—specifically insomnia—reduces community
integration following TBI and acts as either a mediator or
contributor to depression through lowering quality of life
(159). Also, sleep disturbances have been heavily implicated
in either mediating or contributing to post-TBI sequelae such
as PTSD (160), pain (161), and psychiatric disorders (162).
For example, self-reports of depression and poor sleep quality
are significantly associated with fMRI changes in the lateral
orbitofrontal, dorsolateral prefrontal, and cingulate cortices
(163). Moreover, cortical MRI analysis of post-acute period
TBI patients consistently identifies connectivity and volumetric
changes in the frontal and cingulate cortices as compared to
age- and sex-matched controls (164, 165). Collectively, these
data indicate that damage-induced alterations of these cortical
areas could contribute to sleep-mediated mood disorders. As
with HPA axis dysfunction, children are highly susceptible to
post-TBI sleep disruption. Experimental models of pediatric TBI
also show chronic sleep alterations. After repetitive experimental
closed head TBI in 3-week-old mice, environmental enrichment
to 11 weeks of age increased REM sleep in control mice while
there was no effect of environmental enrichment after TBI (166).
Sleep represents a highly translatable mechanism by which TBI
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can negatively impact vital processes to maintain homeostasis.
Following pediatric injury in children aged 11–17 years, up to
67% report trouble with sleep onset, fatigue, and drowsiness
immediately following injury and up to 38% report sleep
problems persisting to 2–3 weeks after injury (167). Some studies
have shown chronic persistence of sleep disorders in children
independent of injury severity with reported sleep disturbances
still experienced up to 2 years after injury (168). The likelihood
of developing or worsening psychiatric disorders increases after
pediatric TBI due to susceptibility to post-injury complications
such as HPA axis dysfunction and sleep disturbances (169).
Post-TBI psychiatric disorders as a symptom or result of the
interplay between psychiatric dysfunction, altered sleep, and
injury illustrates the importance of understanding the impact of
TBI on homeostatic and allostatic systems.

FUTURE STEPS IN PRE-CLINICAL AND
CLINICAL TRAUMA RESEARCH

This review highlights topics that should continue to be
considered in future pre-clinical trauma research. First, the
temporal progression of central and peripheral immune
response to TBI is dynamic and recovery is influenced by
previous, concurrent, and subsequent immune challenge. This
experimental trajectory is highlighted by previously discussed
data that delineates the intersection of TBI and stress systems
necessary to restore homeostasis after injury. Second, chronic
post-injury time points are required to define the long-term
consequences of brain injury. As previously discussed, the
presence of HPA axis dysfunction has been identified in
experimental models of TBI and corresponds with injury
severity. Therefore, therapeutic interventions that intersect
stress-immune pathways may require specific dosing strategies
at acute and chronic post-injury time points. Third, there
has been a dramatic surge in the development of pre-clinical
TBI models. This is largely due to increased appreciation of
brain injury after exposure to an explosive blast or repetitive
concussion. These models are necessary to improve translation;
however, much work is needed in identifying model specific
stress-immune responses. Along with rodent models, much
work has been done to better identify similarities and caveats
of other animal injury models. Notably, large animal models
such as pigs may offer additional insight due to the similar size,
organization, and development of the brain to humans (170).
Lastly, continued emphasis must be placed on translation from
pre-clinical to clinical work while maintaining an appreciation
for species-specific differences.

In one clinical survey, nearly a quarter of participants reported
a lifetime history of TBI, which was associated with decreased
quality of life (171). Aspects that contributed to this decreased
quality of life include disability and lower incomes as well
as increased risk of chronic poor health and more days of
limited activities. Notably, participants also reported an average
of less than 7 h of sleep per night. Work and health status
are significant stressors when recovering and living with a
TBI. These environmental stressors can further compromise

post-injury recovery. There are many topics for consideration in
clinical brain injury work to further advance TBI treatment. First,
much of clinical research has focused on improving diagnosis,
often through biomarkers (172), and immediate treatment
(173) of TBI. Much like pre-clinical work, though, emphasis
on understanding chronic effects of TBI will provide needed
insight to unique immune and stress responses influencing
recovery. Second, long-term clinical observation of homeostatic
and allostatic systems is necessary for appropriate chronic
treatment of patients with TBI. This could be addressed through
standardizing the assessment of post-TBI HPA dysfunction at
both acute and chronic post-injury time points. (174). Finally,
acknowledging the need for potentially distinct acute and chronic
therapeutic interventions may broaden the ability to manage
temporal changes in stress-immune recovery after TBI.

Inflammation and stress processes are altered both acutely
and chronically after TBI. Microglial priming contributes to
exacerbated neuroinflammation, neuronal degeneration, and
behavioral deficits following TBI. Substantial evidence, as
reviewed here, indicates that HPA axis dysfunction after TBI
is an under-appreciated but serious post-injury complication
that can drastically affect the body’s ability to maintain
homeostasis and regulate the neuroinflammatory environment.
Appropriate responses to environmental cues through GC
production and release are required for basal inflammatory
and stress responses. Long-term effects of TBI-induced HPA
axis dysfunction on inflammation are currently unknown,
but the stress-immune axis breakdown after injury could
contribute to chronic inflammation, the development or
worsening of psychiatric disorders, and altered behavioral
responses. Application of stress models after experimental
TBI could better elucidate a mechanism by which post-
injury inflammation can both modulate and be modulated
by HPA axis dysfunction. Particularly in response to changes
in sleep/wake disturbances, HPA axis dysfunction following
TBI can significantly compromise post-injury recovery and
decrease quality of life. Identification of molecular mechanisms
responsible for the breakdown in communication between
immune and stress axes could highlight novel therapeutic targets
to improve treatment after brain injury.
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