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Abstract
Studies estimate that 6% to 27% of deaths in hospitals might be prevented with higher quality care. These estimates may be
inaccurate because they fail to account for the uncertainty associated with classifying preventability. The purpose of this study was to
measure the prevalence of preventable deaths, accounting for the uncertainty in preventability ratings.
We created standardized structured case abstracts for all deaths at a multisite academic teaching hospital over a 3-month period.

Each case abstract was evaluated independently by 4 reviewers who rated death preventability on a 100-point scale ranging from 0
(“Definitely not preventable”) to 100 (“Definitely preventable”). Ratings were categorized into a 4-level ordinal scale and latent class
analysis was used to measure the prevalence of each preventability class and estimate the probability that deaths in each class were
preventable.
There were 480 deaths (3.4% of all admissions) during the study period. The latent class model (LCM) found that 91.6% (95% CI:

88.4–94.8%) of deaths were “nonpreventable” and 8.4% (5.2–11.6%) were “possibly preventable.” “Possibly preventable” deaths
could be identified with 90% certainty, but due to error in reviewer ratings, a “possibly preventable” death had a 50% probability of
being receiving a rating of less than 25/100 by any single reviewer. Only 5 of 31 deaths classified as a “possibly preventable” (1.0% of
all deaths) were judged to likely be alive in 3 months with perfect care.
After accounting for uncertainty associated with rating the preventability of hospital deaths, we found that 8.4% of deaths were

deemed possibly preventable. There was only moderate probability that these deaths were truly preventable.

Abbreviations: AIC = Akaike information criterion, BIC = Bayesian information criterion, HSMR =Hospital Standardized Mortality
Ratio, ICC = intraclass correlation, IRR = interrater reliability, LCA = latent class analysis.

Keywords: adverse events, patient safety, preventable deaths
1. Introduction

Nearly 25 years ago, a seminal study by Brennan et al[1] found
that 4% of patients admitted to acute care hospitals experienced
unintended injury or complications caused by medical care.
Many subsequent studies have confirmed that healthcare causes
harm and, in some cases, death.[2–14] Estimates of the prevalence
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of preventable deaths in hospital vary widely, ranging from 0.1%
to 0.7% of all admissions and from 6% to 27% of all
deaths.[2,3,7,15] While these statistics have motivated large-scale
patient safety efforts, some have voiced concerns over the validity
of these risk estimates because measuring death “preventability”
can be unreliable and inaccurate.[16–19]

Almost all studies in this area gauge death preventability using
medical record peer review, wherein a death is classified as
preventable if the majority of reviewers judge the death to be
caused by an error in healthcare delivery. This method does not
account for the subjective nature of measuring death prevent-
ability and its associated error. Accounting for this error in
reviewer preventability ratings is critical because poor interrater
reliability (IRR) will artificially inflate the avoidable death
prevalence, a bias described by Oppenheimer and Hayward that
occurs when an imperfect test is used to measure an infrequent
condition (Appendix 1, http://links.lww.com/MD/B575).[20,21]

Despite the importance of this issue, only 1 study of preventable
deaths accounted for the uncertainty in preventability ratings and
recognized the effect of poor IRR.[7]

Since preventability cannot be directly measured, latent class
analysis (LCA) could be used to classify death preventability based
on classifications by multiple reviewers.[22,23] In general, LCA can
be used when a variable cannot be measured directly, but only
indirectly using 2 or more variables that are themselves measured
with error. In this study, we use LCA to estimate preventable death
prevalence based on multiple physician reviews.
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2. Methods

2.1. Study design and population

This study was conducted at The Ottawa Hospital, a 1065-bed
multisite academic teaching hospital with no pediatric depart-
ment. We included all patients admitted to the hospital during a
3-month period in 2013. We excluded people who died before
being admitted. The Ottawa Health Science Network Research
Ethics Board approved this study.
2.2. Creation of case abstracts

Every death during the study period was recorded in our
hospital’s registration database. A physician and nurse indepen-
dently reviewed each patient’s hospital record and wrote a
summary of the events leading to the patient’s death, document-
ing instances where they believed care could have been improved.
If there was any uncertainty regarding a case, the nurse reviewer
interviewed the nurses and physicians who cared for the patient
before death. The physician reviewer for each case was from the
same specialty as the physician who was responsible for the
patient’s care at the time of their death. Finally a third reviewer,
also a physician, reconciled the 2 summaries with further chart
review to create a structured case abstract.
Each structured case abstract contained the patient’s age, past

medical history, history of presenting illness, physical examina-
tion findings, investigations, and a narrative of the course in
hospital. Structured case abstracts described all aspects of care
that reviewers thought could have been improved, but it did
not contain any judgment statements about appropriateness of
care.

2.3. Preventability ratings

We recruited physician reviewers by inviting all members of the
general internal medicine division at our hospital and several
other physicians directly. Physician reviewers were not compen-
sated. Four physicians were randomly selected to review each
case.
Each reviewer received standardized training materials that

described the purpose of the study and general instructions about
how to rate each case. Death preventability was defined as the
probability that an act of commission or omission that would be
agreed upon by a group of peers as standard of care would have
allowed the patient to survive until hospital discharge. Reviewers
assigned a preventability rating using a 100-point scale that was
anchored at 0 (representing a completely nonpreventable death)
and 100 (representing a completely preventable death). The
reviewers were also asked: to describe what could have been done
differently to prevent death; whether the change in care to prevent
death needed to happen in hospital or before hospitalization; and
whether the patient would likely be alive in 3 months had they
received high quality care. The survey instrument was delivered
using Microsoft Access 2007 (Appendix 2, http://links.lww.com/
MD/B575).
2.4. Descriptive analysis

We also calculated the median risk of death in hospital using a
validated risk score.[24] IRR was assessed using 2 measures of
intraclass correlation (ICC) as described by Shrout and Fleiss[25]:
first, the reliability of a single reviewer and second, the mean
reliability of 4 randomly selected reviewers.
2

2.5. Latent class analysis

In general, LCA can be used when a variable cannot be measured
directly, but only indirectly using 2 or more variables that are
themselves measured with error.
LCA requires categorical input variables. An alternative

method, called latent profile analysis, allows continuous input
variables. Due to the highly skewed nature of observed ratings in
our study (and to avoid making distributional assumptions about
the observed ratings) LCA was considered more appropriate for
our data. We therefore categorized the observed preventability
ratings into 4 intervals having equal ranges (less than 25, 26–50,
51–75 and greater than 75) before analysis. Sensitivity analyses
were carried out to determine the effect of alternate catego-
rizations of preventability ratings.
The first step in LCA is to specify the number of underlying

classes to be estimated. We specified a 2-class model because the
dichotomy of “preventable” and “nonpreventable” has been
used in all literature on preventable deaths. As a sensitivity
analysis, we used Akaike information criterion (AIC) and
Bayesian information criterion (BIC) to examine the fit of a 3-
class model. In LCA, a statistical model is fit to the frequencies of
observed ratings to obtain both the prevalence of each latent class
as well as the conditional probability of each rating given
membership in a specific latent class. By inspecting the pattern of
conditional probabilities, a label can be assigned to each latent
class. Interpretation of the latent classes is more challenging when
there is a lack of homogeneity in the conditional probabilities
associated with each latent class (i.e., when no specific response
pattern is highly characteristic within that latent class). Clear
interpretation of latent classes also requires separation between
latent classes (i.e., sufficient differentiation in the patterns of
ratings associatedwithin each latent class). Our latent class model
was estimated using maximum likelihood estimation as imple-
mented in SAS 9.3 NC using PROC LCA (Version 1.3.2).[26]

2.6. Classification of preventable deaths

We used the latent class model to produce the Bayes’ posterior
probability of membership in each latent class for each individual
case. Cases were assigned to the class for which they had the
highest posterior probability of membership. We reported the
model-based sensitivity and specificity of a reviewer to detect a
death that was classified in the more preventable class.
As a summary measure of the overall degree of uncertainty in

the model’s classifications, we calculated the mean posterior
probabilities for each class, which is the probability that
individuals in each class are correctly classified, as well as the
odds of correct classification (which is the improvement in the
model’s classifications beyond chance).[27] We used bootstrap-
ping with 1000 replications to estimate confidence intervals for
odds of correct classification, sensitivity, and specificity.[28,29]

3. Results

3.1. Study population

There were 14,287 hospitalizations during the study period and
480 deaths (3.4%). Patients who died were older, more likely to
be male, and had a longer length of stay compared to those who
survived (Table 1).

3.2. Reviewer population

Thirteen physician reviewers participated in the study with 12
certified in internal medicine (2 having further training in a
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Table 1

Characteristics of all admitted patients and those who died during the study period.

Factor Level
Vital status at discharge

Overall, N=14,267Alive, N=13,787 Dead, N=480

Mean age (SD) 48.0 (27.2) 73.7 (16.1) 48.9 (27.3)
Gender Female 7832 (56.8%) 228 (47.5%) 8069 (56.5%)
Median days in hospital (IQR) 3.0 (2.0–7.0) 7.0 (2.5–16.0) 3.0 (2.0–7.0)
Mean number of inpatient encounters in the previous 6 mo (SD) 0.27 (0.71) 0.63 (1.07) 0.28 (0.72)
Median adjusted mortality risk (IQR)

∗
0.01 (0.00–0.05) 0.28 (0.13–0.47) 0.01 (0.00–0.06)

Service Obstetrics 1751 (12.7%) 0 (0.0%) 1749 (12.3%)
General medicine 1507 (10.9%) 160 (33.3%) 1671 (11.7%)
Nursery 1583 (11.5%) 3 (0.6%) 1584 (11.1%)
Cardiology 1173 (8.5%) 48 (10.0%) 1219 (8.5%)
General surgery 994 (7.2%) 20 (4.2%) 1015 (7.1%)
Orthopedics 984 (7.1%) 11 (2.1%) 995 (7.0%)
Urology 494 (3.6%) 2 (0.4%) 495 (3.5%)
Psychiatry 468 (3.4%) 1 (0.2%) 468 (3.3%)
Neurosurgery 409 (3.0%) 10 (2.1%) 419 (2.9%)
Gynecology 394 (2.9%) 0 (0.0%) 393 (2.8%)
Others 4030 (29.2%) 225 (46.9%) 4259 (29.9%)

IQR= interquartile range, SD= standard deviation.
∗
Calculated using a validated risk score.[24]
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medicine subspecialty) and 1 certified in anesthesiology. The
median duration in practice of the reviewers was 5 years (range
1–22 years).

3.3. Preventability ratings

Each structured case abstract was reviewed in quadruplicate
resulting in 1920 preventability ratings. The mean preventability
rating was of 5.7/100 (standard deviation (SD) 16.4) while the
mode was 0/100 (1538/1920 (80.1%)). Most ratings (1675/1920
(87.2%)) were less than 10 while few ratings (51/1920 (2.6%))
exceeded 50. The reliability of a single reviewer as measured by
the ICC was poor at 0.14, but the mean reliability of 4 reviewers
was higher at 0.68.

3.4. Preventable deaths

The latent class model found that 8.4% (95% CI: 5.2–11.6%) of
deaths fell into a class that we labeled “possibly preventable
deaths” the other 91.6% (95%CI: 88.4–94.8%) of death fell into
a class we labeled “nonpreventable deaths.” Figure 1 displays the
probability of each preventability rating range as a function of the
cases assigned latent class. Individuals in the “possibly preventable
death” group had a moderate (50.0%) probability of being rated
0%to25%preventable and low (12.4%and 12.6%) probabilities
of being rated 51% to 75% or 76 to 100% preventable
respectively. Individuals in the “nonpreventable death” group
had a very high probability (97%) of being rated 0 to 25%
preventable, a low probability (2%) of being rated 26 to 50%
preventable and a very low (0.6%) probability of being ratedmore
than 50%preventable. The model-based sensitivity and specificity
to detect a “possibly preventable death” was 25.0% (95% CI:
0.0–32.1%) and 99.4% (95% CI: 54.6–99.7%) respectively. The
odds of correct classification, which is the odds of the model
assigning an individual to the correct class compared to random
chance was 3.2 (95%CI: 1.7–6.3) for the “nonpreventable death”
class and 95.8 (95% CI: 3.0–455.3) for the “possibly preventable
death” class. For our population the positive predictive value was
79.3% and the negative predictive value was 93.5%.
The mean posterior probability of correct classification was

97.2% (SD 6.5%) for the “nonpreventable death” class and
3

90.0% (SD 11.6%) for the “possible preventable death” class
indicating a greater homogeneity of ratings for the former.
Sensitivity analysis using different categorizations of the
preventability ratings resulted in lower mean posterior probabil-
ities and had little effect on the prevalence or interpretation of the
preventability classes (Appendix 3, http://links.lww.com/MD/
B575). Sensitivity analysis found that the 2-class model fit better
than a 3-class model based on AIC and BIC.
Thirty-one deaths (6.5%) had posterior probabilities exceeding

50% probability of membership in the “possibly preventable”
class. The remaining 449 deaths (93.5%) were best classified as
“nonpreventable.” Table 2 contains the characteristics of the
“possibly preventable” and “nonpreventable” deaths. Patients
with “possibly preventable” deaths had longer lengths of stay,
were more likely to be admitted to a surgical service, and had a
notably lower mean adjusted risk of death in hospital.[24] Twenty-
one “possibly preventable” deaths (67.7%)were judged by at least
half of reviewers to be preventable in part by actions that could
have been taken in hospital as opposed to actions that needed to be
taken before hospital admission. Five people having a “possibly
preventable” death (16.1%) were judged by at least half of
reviewers to have likely been alive in 3-months had they received
error free care. Only 4 patients having a “possibly preventable”
death (12.9%) were judged to be preventable at least in part by
actions taken in hospital and to likely be alive in 3months had they
received the highest qualitymedical care. Therefore, we found that
a death possibly preventable through hospital activity involving a
patient likely to be alive 3 months hence occurred only in 4 of
14,267 admissions (0.03%).
Descriptions of each case in the “possibly preventable” death

groupcanbe found inAppendix4,http://links.lww.com/MD/B575.
Actions that may have prevented death were diverse and included
better communication between care settings, correct or appropriate
medication administration, and avoidance of procedure errors.
4. Discussion

Physicians reviewed the medical records of 480 patients who died
at a tertiary care academic teaching hospital in quadruplicate to
rate the likelihood that each death could be prevented with error
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Figure 1. Results from latent class analysis showing physician ratings for possibly preventable and nonpreventable deaths. The latent class model has 2
categories: the first was labeled “possibly preventable deaths” and the second “nonpreventable deaths.” This figure presents the distribution of physician
preventability ratings (horizontal axis) for deaths in each the “possibly preventable deaths” (blue bars) and “nonpreventable deaths” (red bars) categories.
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free medical care. We were able to clearly classify deaths into 2
groups but were unable to interpret the groups as a simple
dichotomy of “preventable” and “nonpreventable” deaths.
Deaths classified as nonpreventable were clearly not preventable
Table 2

Characteristics of nonpreventable and possibly preventable deaths b

Nonpreventable death, n=

Mean age (SD) 74.0 (16.1)
Female 214 (47.7)
Mean Elixhauser score (SD) 12.8 (9.0)
Number of inpatient encounters in the previous 6 mo
0 282 (62.8)
1 94 (20.9)
≥2 73 (16.3)

Total length of stay, d
1–3 137 (30.5)
4–7 97 (21.6)
8–14 82 (18.3)
≥15 133 (29.6)

Admitting hospital service
General medicine 155 (34.5)
Intensive care 68 (15.1)
Cardiology 42 (9.4)
Medical oncology 38 (8.5)
Hematology 18 (4.0)
Neurology 16 (3.6)
Radiation oncology 15 (3.3)
Family medicine 14 (3.1)
General surgery 14 (3.1)
Orthopedics 8 (1.8)
Other 61 (13.6)

Patient has family physician 407 (90.6)
Palliative care consult 134 (29.8)
Median adjusted risk of death in hospital (IQR)[24] 0.29 (0.15–0.47)

Entries are frequencies and percentages unless otherwise specified.
IQR= interquartile range, SD= standard deviation.

4

but there was considerable uncertainty that deaths classified as
“possibly preventable” were truly preventable. One in 12 deaths
were possibly preventable, but these cases still had a 50%
probability of receiving the lowest preventability rating (0–25%
ased on model posterior probabilities.

449 Possibly preventable death, n=31 Overall, n=480

72.1 (15.6) 73.9 (16.0)
17 (54.8) 231 (48.1)
7.4 (6.6) 12.4 (9.0)

25 (80.6) 307 (64.0)
5 (16.1) 99 (20.6)
1 (3.2) 74 (15.4)

8 (25.8) 145 (30.2)
7 (22.6) 104 (21.7)
5 (16.1) 87 (18.1)
11 (35.5) 144 (30.0)

6 (19.4) 161 (33.5)
3 (9.7) 71 (14.8)
5 (16.1) 47 (9.8)
1 (3.2) 39 (8.1)
0 (0) 18 (3.8)
0 (0) 16 (3.3)
0 (0) 15 (3.1)
0 (0) 14 (2.9)
7 (22.6) 21 (4.4)
4 (12.9) 12 (2.5)
5 (16.1) 66 (13.8)
27 (87.1) 434 (90.4)
5 (16.1) 139 (29.0)

0.07 (003–0.19) 0.28 (0.13–0.47)
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preventable) from each reviewer. This is seen in the low sensitivity
(25%) of each reviewer to detect a “possibly preventable” death.
While we cannot be certain which deaths would have actually
been prevented with better quality care, it would only be a
fraction of those classified as possibly preventable. Another
important finding is that most people with possibly preventable
deaths had a very poor prognosis.
Our methodology is unique and therefore our results are not

directly comparable to previous studies. Despite the differences,
the prevalence of possibly preventable deaths in our study is
similar to recent estimates of preventable deaths from the UK and
the Netherlands.[11,13] We are only aware of one other study that
corrected for uncertainty in reviewer ratings. This study, by
Hayward and Hofer used a preventability rating of greater than
50%, to classify deaths as preventable[7]. This was different from
the data driven approach we used in our study. Similar to our
study however, Hayward andHofer found that adjusting for IRR
and then excluding patients who would likely not be alive in 3
months resulted in a drastically lower prevalence of preventable
deaths.
4.1. Implications

Our study found that avoidable deaths were rare and difficult to
identify with certainty. A key finding of our work is that there is
uncertainty when classifying a death as preventable or not, this is
trueofprevious studies of preventable deaths but is rarely explicitly
acknowledged when results are interpreted. Our finding that
preventability of death is uncertain is important because it suggests
that previous studies of preventable deaths may overestimate
prevalence by not accounting for poor IRR. The IRR in our study
was similar to that reported by others and resulted in uncertainty
that deaths in the “possibly preventable death” class were truly
preventable.[30–32] From our results, we cannot be certain what
proportion of deaths would truly be prevented with error-free care
but we know it would only be a subset of the 8.4% that were
“possibly preventable.” This low number of preventable deaths
calls into question the hypothesized association between quality of
care and preventable deaths. This association is the basis of a
common systemwide measure of preventable deaths, the Hospital
StandardizedMortality Ratio (HSMR).[33,34] In a modeling study,
Girling et al found that the HSMR will be poorly predictive of
preventable deaths if the true preventable death rate is less than
15%.[33,35]We found that the true preventable death rate is far less
than 15%. If our results are generalizable to other hospitals then
HSMR is not a useful metric of quality of care. On the other hand
HSMR may be useful to detect hospitals that have very elevated
rates of preventable deaths.
4.2. Strengths and limitations

Our work is unique because we used a probabilistic model to
estimate the prevalence of preventable deaths and measure the
uncertainty in classification. Other strengths of our study include
the large sample size, multiple reviewers per case and the high
certainty of classification.
There are several limitations to our study. First off it is a single

centre study and therefore it is unknown if our results are
generalizable. Despite this limitation our methods are generaliz-
able and highlight the importance of measuring and correcting
for IRR. Another limitation is that reviewers were prone to
hindsight bias because they knew that the outcome for every case
was death and therefore they may have been more likely to think
5

that a particular error in care directly caused a death when in fact
it did not. This bias is not unique to our study. However,
hindsight bias would likely inflate the estimate of preventable
deaths and therefore only strengthens our conclusion that truly
preventable deaths are rare. As with other adverse events studies
reviewers did not have autopsy data that may have ruled in or out
some deaths as preventable. Another limitation in our work is the
poor separation and homogeneity of the latent classes, meaning
that there was disagreement among reviewer’s ratings, resulting
in uncertainty that deaths in the “possibly preventable death”
class were truly preventable. While this inhibited us from
obtaining an estimate of truly preventable deaths it was an
interesting and important finding. Lastly, nearly all reviewers
were internists, which may have introduced bias. We guarded
against this by ensuring that a physician from the appropriate
specialty was involved in the creation of each case abstract.
5. Conclusion

While medical errors certainly occur, it is rare for them to be
the certain cause of death. Attempts to count the number of
preventable deaths are a misguided approach for quality
improvement because it is difficult to know for certain if a
particular death was preventable and truly preventable deaths are
very rare. It is likely more fruitful to focus on individual processes
that are related to the root causes of harm, regardless of event
severity. Less subjective outcomes, such as hospital acquired
infections or medication administration errors are easier to
measure and the measurement process itself can directly inform
the path to improvement.
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