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Human Activity Recognition (HAR) using wearable sensors has prompted substantial interest in 
recent years due to the availability and low cost of Inertial Measurement Units (IMUs). HAR using 
IMUs can aid both the ergonomic evaluation of the performed activities and, more recently, with 
the development of exoskeleton technologies, can assist with the selection of precisely tailored 
assisting strategies. However, there needs to be more research regarding the identification of diverse 
lifting styles, which requires appropriate datasets and the proper selection of hyperparameters for 
the employed classification algorithms. This paper offers insight into the effect of sensor placement, 
number of sensors, time window, classifier complexity, and IMU data types used in the classification 
of lifting styles. The analyzed classifiers are feedforward neural networks, 1-D convolutional neural 
networks, and recurrent neural networks, standard architectures in time series classification but offer 
different classification capabilities and computational complexity. This is of the utmost importance 
when inference is expected to occur in an embedded platform such as an occupational exoskeleton. It 
is shown that accurate lifting style detection requires multiple sensors, sufficiently long time windows, 
and classifier architectures able to leverage the temporal nature of the data since the differences are 
subtle from a kinematic point of view but significantly impact the possibility of injuries.

Keywords Human activity recognition, Feedforward neural networks, Convolutional neural networks, 
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Work-related musculo-skeletal disorders (wMSDs) are still among the principal causes of workplace injuries, 
although, the ergonomic (re-)design of workplaces has contributed to the mitigation of many of the main historic 
risk factors (e.g., chemical1,2 , fall3 ,or electrical4) for the workers. Nevertheless, there are many manual material 
handling (MMH) activities that still represent an ergonomic risk and that cannot be easily solved through plant 
redesign or automation. The lower-back is the body region that is mostly affected by MMH activities and in the 
past 10 years, occupational back-support exoskeletons (oBSEs) have been shown - in the lab- to have potential 
to mitigate the risk of developing MMH injuries5,6. However, these devices have been mainly tested in controlled 
scenarios and for short experimental cycles. Therefore, there is a growing need for extensive field studies7–9. A 
key factor that limits the uptake of oBSEs in out of the lab scenarios is their limited versatility, i.e., they often 
perform only one specific task and cannot easily adapt to changing work roles. Indeed, literature studies have 
shown that if an oBSE is used in a task for which it was not initially designed, acceptance rate and user adoption 
drops10,11. This prevents their generic use, but this limitation is not typically due to hardware constraints 
(although this is possible), rather it results from the software and controllers that are developed for only one 
(or at best a small number of) task(s). Key to increasing the versatility, and therefore workplace acceptance, is 
providing the exoskeleton with the ability to understand the user intention and the task being performed and to 
assist accordingly12.

Fortunately, recent advances in wearable sensors have opened the door to accurate and portable Human 
Activity Recognition (HAR). In particular, inertial measurement units (IMUs) are widely accessible, affordable, 
and non-intrusive in various work environments, making them highly suitable for use in HAR. Moreover, their 
availability has resulted in an abundance of data and many open source datasets13–15 for everyday activities i.e., 
standing, sitting, walking, laying, ascending, descending etc. Subsequently, the use of machine learning and 
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deep learning algorithms has started to yield ground-breaking results that are helping to solve the classification 
of simple everyday activities16–18. Zia Uddin et al.19 proposed a body sensor-based activity modeling and 
recognition system using time-sequential information-based deep Neural Structured Learning (NSL). The 
proposed approach achieved around 99% recall rate on a public dataset for daily life activities. Tang et al.20 
proposed a lightweight CNN using Lego filters for HAR. The proposed algorithm was tested on five public 
HAR datasets that comprised of daily life activities. It was concluded that Lego CNN with local loss is smaller, 
faster and more accurate. Similarly, Yin et al.21 proposed a 1-D Convolution Neural Network (CNN)-based bi-
directional Long Short-Term Memory (LSTM) parallel model with attention mechanism (ConvBLSTM-PMwA) 
for HAR. It was concluded that the ConvBLSTM-PMwA model performs better than the existing CNN and 
RNN models in both classification accuracy (96.71%) and computational time complexity (1.1 times faster). 
Lastly, Hassan et al.22 conducted a study to compare the performance of classical and ensemble-learning-based 
machine learning classifiers for HAR. It was concluded that ensemble space (97.78%) and support vector machine 
(95.18%) achieved high classification accuracies. However, these public datasets and algorithms are limited to 
daily basic activities that are not utilized in occupational scenarios which consists of different complex activities.

Classification of human activities in an occupational context has received less attention23–25, however 
promising results for simple pulling/pushing and lowering/lifting activities have been reported26,27. The 
application of HAR to occupational exoskeletons requires the creation of datasets on occupational activities that 
are commonly undertaken when using an exoskeleton. This will require efficient algorithms that can provide 
accurate predictions using only a few data samples, and computationally efficient algorithms able to run on 
embedded devices. Chen et al.28 proposed a simple rule-based lift detection strategy for hip exoskeleton. The 
algorithm only used hip joint angles of both sides and trunk angle in the sagittal plane, which could be measured 
by exoskeleton embedded sensors. The developed algorithm yielded an average accuracy of 97.97 ± 1.39% 
during lift detection with subject-dependent model. Poliero et al.29 implemented support vector machine for 
HAR to enhance back-support exoskeletons versatility and to introduce an automatic switching strategy. The 
results showed that the approach is promising with a high level of accuracy (~ 94%), precision (e.g., ~ 94% for 
bending) and recall (e.g., ~ 91% for walking). Similarly, Marko et al.30 developed a new control scheme consisting 
of Gaussian mixture models (GMM) in combination with a state machine controller to identify and classify 
the movements of the user. The results showed an overall accuracy of 86.72 ± 0.86% for providing support to 
the user. However, the range of classified activities in the above studies is not diverse and is more focused on 
symmetric activities, thus reducing the versatility of the exoskeleton and the ability to ergonomically assess the 
user activities. Moreover, there is a range of hyper-parameters related to the classification problem, such as the 
window size, the type of IMU input data, and the sensor locations that are chosen arbitrarily in most cases. These 
factors do, however, heavily impact the efficiency, applicability, and accuracy of the human activity classifiers.

The literature has focused extensively on daily life activities and simple tasks, but there is a lack of analysis of 
complex tasks that are performed in occupational scenarios. Moreover, the increasing interest in HAR largely stems 
from the potential to transition traditional pen-and-paper ergonomic tools into more data-driven solutions31,32. 
The key contributions of this work include the integration of several existing HAR algorithms, however, its 
primary innovation lies in the way these algorithms are being utilized to solve the problem of identifying complex 
activities that are carried out in occupational scenarios specifically MMH activities. Moreover, identifying the 
appropriate number of sensors and their placement, the type of input data to HAR algorithms and the selection 
of optimum window size also brings significant innovation to the research community. Nonetheless, particular 
focus throughout this work will be on bend detection, classifying the bending technique (stooping/squatting33) 
and whether or not the movement was performed symmetrically (trunk torsion). These latter characteristics are 
crucial for carrying out an online ergonomic assessment of the working task. In addition, a deeper knowledge of 
the task can help design better controllers for versatile oBSEs that could significantly improve the daily routine 
of workers performing MMH activities.

The key points of this study are as follow: 

 1. The introduction of a dataset specifically aimed at designing and validating new HAR algorithms, with a 
particular emphasis on MMH activities.

 2. An analysis of the design parameters (IMU sensor placement, input data, window size) that should be con-
sidered when designing and testing a HAR algorithm.

 3. Training, testing and comparison of multiple HAR algorithms in the literature

Materials and methods
Experimental protocol
Dataset collection protocol
A total of 10 gender-balanced subjects (age 28.8 ± 4.2, weight 76.6 ± 13.1, height 178.5 ± 5.7) were asked to 
complete a series of randomized lifting activities and a series of activities involving walking and carrying. The 
experiments took place at the Istituto Italiano di Tecnologia (IIT) premises and complied with the experimental 
protocol approved by the Ethical Committee of Liguria, Italy, 8/10/2019, protocol number: 001/2019 and 
complies with the Helsinki Declaration. All the subjects belong to the IIT working population signed a consent 
form prior to participating, after a full explanation of the experimental procedure and all participants provided 
the consent to publish for this study. Each subject had to complete a total of 16 activities divided between two 
main classes: lifting and non-lifting activities.

In the following the authors present a description of the lifting activities as shown in Fig. 1. Lifting activities 
were further divided into symmetric and non-symmetric, according to the symmetry of the trunk - with respect 
to the transversal plane - during the lifting and lowering phase. The final subdivision involves the lifting style 
that the subjects were requested to adopt, namely a squat or a stoop. The subjects were restricted to move within 

Scientific Reports |        (2025) 15:10954 2| https://doi.org/10.1038/s41598-024-81312-2

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


a predefined rectangular area (2.40 m x 0.60 m) and lift and lower the load from 3 designated stations placed 
around this area for 1 minute per lifting activity. The stations’ locations were modified after each lifting activity, 
however the new configuration had to respect the following rules:

 1. A station had to be placed in the proximity of the moving area,
 2. A station had to be placed far from the moving area and
 3. A station had to be rotated by an angle less than 900.

Additionally, the load to be handled at each activity was randomly selected from a predefined set of weights: 

 1. 3 kg (L)/ 6 kg (M)/ 9 kg(H) for males
 2. 1 kg (L)/ 4 kg (M)/ 6 kg(H) for females

and a pre-defined set of boxes: 

 1. A large container with handles spaced 60 cm apart (LG)
 2. A smaller container with handles spaced 40 cm apart (SG)
 3. And a backpack (50 x 30 x 10) with no apparent grips (NG).

Finally, the load was placed at a height of: 

 1. 0 cm from the ground
 2. 30 cm from the ground
 3. 60 cm from the ground

This division gives rise to 4 different lifting styles that represent those predominantly used in MMH tasks, and 
together with the variations of load weights, grips, and heights this yields a diverse dataset able to capture most 
of the critical lifting patterns. Of course, the lifting form varies significantly from person to person and an 
enormous dataset from many people would be needed for a generalized classification algorithm. Therefore, 
the experimental protocol was designed through the randomization patterns listed above, to capture enough 
diversity and, hence, result in better generalization.

For the non-lifting activities, subjects were asked to walk freely in the laboratory, walk on an inclined surface 
on a treadmill (TRX-100, TOORX, Alessandria, IT) at self-selected inclination and speed, carry a load with 
randomized properties - as describe for the lifting activities -, carry a load on an inclined surface on a treadmill, 
and sit on a chair. All non-lifting activities were recorded for 2 minutes.

At the end of the protocol, data on the following activities were collected: (i) symmetric squat, (ii) asymmetric 
squat, (iii) symmetric stoop, (iv) asymmetric stoop, (v) walking, (vi)) carrying, and (vii) sitting.

Data collection and labelling
For every activity, the whole-body kinematics of the subjects were acquired using a commercial motion capture 
system based on inertial information (MTw Awinda, Xsens Technologies B.V., Enschede, the Netherlands). The 
data were captured at a sampling rate of 60Hz from the 17 IMUs worn on the lower and upper legs, the lower 
and upper arms, the pelvis, sternum, shoulders and head. The data from each IMU include linear acceleration, 
angular velocity, and sensor orientation. Moreover, the joint angles extracted from the sensor orientations were 
also included in the dataset and will be used in the subsequent analysis.

Fig. 1. The figure shows on the left how the sensors were worn by the test subjects. In the centre there is an 
image of the subject performing an asymmetric stoop and the rectangle defining the lifting activities area. This 
also shows the position of the stations according to the rules in Section "Experimental protocol". The right side 
of the picture shows the worker while carrying a load (flat surface), sitting, or carrying a load on an inclined 
surface.
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Each performed activity was recorded independently, allowing the convenient labelling of each recording. 
However, the recordings of the lifting activities also included time windows in which the subject was transitioning 
from one station to another. To avoid mislabelling these transitions as lifting activities, the Wearable Development 
Toolkit34 was utilised. The time windows in which a lifting activity was performed were manually segmented 
according to the hip angles of the subject. This occurred because transitions from station to station involved 
walking or carrying the load, so the hip angles were significantly smaller with respect to the ones when a lifting 
activity was performed, even when the load is at 60 cm from the ground. In addition, re-labelled frames were 
double checked using the playback animation of the avatar recreated by the Xsens software.

HAR classification description
Sensor configurations
One of the most crucial and impactful choices to be made in Human Activity Recognition, especially in the 
occupational domain, is the numbers of sensors that will be used and their locations. This study aims to uncover 
the impact that legs, arms, one sided body kinematics and full body kinematics have on the classification 
quality and generalisation capability of the considered models. The single sensor configuration that is very often 
considered26 is also tested to show that a single sensor cannot provide adequate information regarding the lifting 
styles of the subject, although kinematically dissimilar tasks can be distinguished. Consequently, the sensor 
configurations that will be assessed in this study are 6, namely:

• Full Body (FB): Sensors to reconstruct lower and upper body kinematics (no wrist kinematics) are used. This 
uses a total of 12 IMUs (2 per arm, 3 per leg, 1 for the pelvis, and 1 for the sternum)

• Right Side (RS): Sensors on the Right Shank, Right Thigh, Pelvis, Sternum and Right Forearm are used. This 
uses a total of 5 sensors

• Different Sides (DS): Sensors on the Left Shank, Left Thigh, Pelvis, Sternum and Right Forearm are used. This 
uses a total of 5 sensors

• No Arms (NA): Sensors on the Right and Left Shank, Right and Left Thigh, Pelvis and Sternum are used. This 
uses a total of 6 sensors

• No Arms Right Side (NARS): Sensors on the Right Shank, Right Thigh, Pelvis and Sternum are used. This uses 
a total of 4 sensors

• Single Sensor (SS): A single sensor placed on the Pelvis.

Given the great number of sensors involved, the Full Body configuration is infeasible in “out of the lab” 
environments, and only serves as an indicator of the best possible performance that could be achieved, since 
kinematics from the entirety of the human body are made available. Following similar arguments to those in26, the 
configuration involving one side serves in understanding the possibilities for sensor reductions. Configurations 
with no arms are motivated by the fact that lifting styles considered in this study are determined using legs in the 
lifting motion and usually the hand kinematics should not significantly change across different lifting motions.

Input data used from the IMUs
IMUs provide measurements of the tri-axial linear acceleration and angular velocity. Moreover, when they 
incorporate magnetometers, the orientation can also be estimated. When referring to human body kinematics, 
it is often more convenient to work with the joint angles deduced from the estimated orientations. Indeed, joint 
angles encode information about the relative position of the IMUs and give much more intuitive understanding 
of the human pose. Thus, it is logical to ask if they can provide a more informative input to the classification 
algorithms used. The types of representations of the human kinematics described above require an increasing 
computational complexity, but also encode an increasing amount of information. Thus, it is crucial to assess their 
effect in the classification performance.

In this study, therefore, the performance of models relying on 3 inputs are analysed: (a) (AV) sensing of linear 
Acceleration and angular Velocity, (b) (AVO) sensing of linear Acceleration, angular Velocity and Orientation 
and (c) (AVJ) sensing of linear Acceleration, angular Velocity and estimated Joint angles.

Time series segmentation using fixed sliding windows
Intuitively, as the window size increases, so does the recognition delay, but the computational needs decrease35. 
It follows that defining the optimal window size is non-trivial35,36. In addition, large data windows are normally 
considered for the recognition of complex activities. As with any time series classification problem, the choice of 
the window sizes that will be processed is of paramount importance.

It has been shown35 that the best trade-off between performance and classification capabilities lies between 
1–2 seconds for a specific dataset and that further enlargement could even deteriorate the classification results. 
However, these results have been obtained for a specific dataset that does not contain lifting activities, rather 
activities with a periodic and static nature. Moreover, the models in35 accepted features extracted from the 
segmented time series as inputs, while in this study Deep Learning models able to process raw time series are 
mainly considered.

For the reasons described, 6 different time windows will be tested, namely windows with (a) 5 samples, (b) 15 
samples, (c) 30 samples, (d) 60 samples, (e) 120 samples and (f) 240 samples. The time interval depends on the 
sampling frequency, which is 60 Hz in this specific case.

Models
As discussed in the introduction, it is possible to choose among many different approaches. In most daily HAR 
tasks, those methods may rely heavily on heuristic handcrafted feature extraction, which is usually limited by 
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human domain knowledge. Furthermore, only shallow features can be learnt by those approaches, leading to 
undermined performance for unsupervised and incremental tasks. Due to those limitations, the performances 
of conventional methods are restricted regarding classification accuracy and model generalization37. Moreover, 
the feature extraction and model building procedures are often performed simultaneously in the deep learning 
models. The features can be learnt automatically through the network instead of being manually designed. 
Additionally, the deep neural network can also extract high-level representation in deep layers, which makes it 
more suitable for complex activity recognition tasks.

Some of the most popular deep learning approaches for time series that are considered are: 1-Dimensional 
CNNs and Recurrent Architectures (ie. RNN, GRU, LSTM). Recurrent Architectures are recommended for the 
recognition of short activities that have a natural order, while CNN is better at inferring long term repetitive 
activities. The reason is that Recurrent Architectures can make use of the time-order relationship between sensor 
readings, and CNN is more capable of learning deep features contained in recursive patterns. Both architectures 
can identify patterns in temporal data successfully however it is not evident on how window sizes and different 
types of signals impact their learning capabilities.

In the following analysis there will be a presentation of results from deep learning approaches in addition 
to evaluating methods according to growing complexity, a comparison with simple machine learning methods 
(hand-crafted features) is discussed. The analysed models include (a) a feedforward Neural Network (NN), 
(b) a Convolutional Neural Network (CNN), (c) a Recurrent Neural Network (RNN), (d) a network with 
Convolutional and LSTM layers (CRNN), (e) a Bidirectional LSTM network (BiLSTM) and (f) a combination 
of Convolutional and Bidirectional LSTM layers (BiCRNN). Table  1 shows the architecture of the HAR models 
i.e., layer types and key features.

Dataset labels
The classification problem is formulated as a single-class multilabel classification one, meaning a single activity is 
performed at each time window. This is a reasonable assumption considering the type of activities that are to be 
classified. The problem could also be formulated as a multi-class classification problem (activity and symmetry), 
however since the total number of distinct activities is not large, a single-label setting is deemed preferable. 
Eventually the classification problem consists of 7 classes as reported in Section "Experimental protocol".

To convert the output probabilities from the classifier to activity predictions, the class with the maximum 
posterior probability is chosen. This is the most straightforward way to convert probabilities to class predictions, 
however depending on the specific examined problem, more methodologies could be explored. For this specific 
problem, the simple strategy yields satisfactory results.

Training parameters and evaluation metrics
The dataset collected consists of time-series of accelerations, velocities, and orientations from all the IMUs 
and all the subjects. The first step in the training pipeline, involves the windowing process for all the time-
series. Most of the architectures explored in this work, operate directly on time-series, because they have 
either a convolutional or a recurrent layer. However, a simple feedforward neural network cannot process raw 
time-series, hence features must be extracted from them. There are a variety of features to choose from in the 
literature, and previous works show that simple statistical features are enough for HAR38–40. More precisely, 
the statistical features extracted from each time window are: (a) mean, (b) standard deviation, (c) min, (d) 
max, (e) kurtosis, (f) skewness. These features are then fed as an input to the feedforward neural network. The 
mathmatical formulas and description of features are shown in Table 2.

All the models have been trained and tested with a 50% overlap of samples and based on a Categorical Cross-
entropy loss. The framework used is Tensorflow41 and the optimizer utilized for the training process is the Adam 
optimizer with default parameters. The maximum number of training epochs is set to 150.

To avoid overfitting and allow the models to properly generalize, several measures have been taken. Firstly, 
regularization is enabled by Dropout layers with a dropout probability of 0.3 in all the neural networks. Moreover, 
data from 1 of the 10 subjects is kept as a validation set. This set allows us to use an Early Training Stopping 
mechanism. This latter stops the training process, before the 150 training epochs are over, if no improvement is 
witnessed n training epochs after the best training epoch at the moment (with respect to the minimum validation 
loss). In our analysis, n was set to 10.

Model 
Name Layer Types Key Features

BiCRNN Conv1D, LeakyReLU, Dropout, Bidirectional LSTM, Dense, 
BatchNormalization

Combines convolutional and recurrent layers, uses Dropout and Batch Normalization for 
regularization

BiLSTM Bidirectional LSTM, Dropout, Dense, BatchNormalization Uses Bidirectional LSTM for temporal dependencies, with Dropout and Batch Normalization for 
regularization

CRNN Conv1D, LeakyReLU, Dropout, LSTM, Dense, 
BatchNormalization Combines Conv1D and LSTM layers, uses Dropout and Batch Normalization for regularization

CNN Conv1D, LeakyReLU, Dropout, Dense, BatchNormalization Uses Conv1D layers for feature extraction, with Dropout and Batch Normalization for regularization

RNN LSTM, Dropout, Dense, BatchNormalization Uses LSTM for temporal dependencies, with Dropout and Batch Normalization for regularization

NN Dense, Dropout, BatchNormalization Simple feedforward neural network with Dropout and Batch Normalization for regularization

Table 1. HAR algorithms along with architecture and key features.
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The method chosen for the evaluation of the each of the models is Leave-A-Subject-Out (LASO) instead 
of k-fold cross validation. More specifically, 9 out of 10 subjects are chosen as the training set and the data of 
the subject left is used as the validation set. The models are trained with the aforementioned training set and 
then evaluated on the validation set by computing the 4 metrics described below. This process is repeated until 
data from every subject has been used as a validation set and the metrics are finally averaged. Since the data are 
naturally sorted according to each subject and every subject has a distinct way of performing certain activities, 
the LASO method was chosen because it is believed that it will offer a better insight on the generalization 
capabilities of the classifiers in unseen data from subjects outside the test sample.

In conclusion, 648 combinations were analysed, i.e. the cartesian product of the sets of the 6 different models, 
the 6 different window sizes, the 6 different sensor configurations and the 3 different input signal configurations.

For each model, the following metrics were computed (note that T stands for True, F for False, P for Positive 
and N for Negative):

 
Accuracy : T P + T N

T P + T N + F N + F P

 
Recall : T P

T P + F N

 
P recision : T P

T P + F P

 
F 1 − score : 2 · Recall · P recision

Recall + P recision

These metrics are by definition computed considering a binary classification. The metrics have been extracted 
for each class (against all the other classes) and then weighted-averaged putting more significance on the classes 
with more instances.

Results
Cross validation on the dataset
The time required to train all the 648 combinations of classifiers was 37 hours and 19 minutes. This training was 
performed using a machine with the following specifications: 2x Intel(R) Xeon(R) Silver 4210 CPU @ 2.20 GHz 
Sky Lake, NVIDIA Tesla V100 16 GB.

The data collection resulted in more than 300k samples. This corresponds to almost 2 hours of recordings. Of 
the total samples, 58% were labelled as lifting activities and 42% as non-lifting. Specifically, the labelled activities 
were symmetric stoops (28%), asymmetric stoops (24%), symmetric squats (24%), and asymmetric squats 
(24%). Considering non-lifting activities, walking was performed in 40% of the samples, followed by carrying 
(39%) and sitting (21%). It is possible to conclude that the dataset is balanced and, hence, no big differences 
between F1-score and accuracy are expected.

The heatmaps from Fig. 2 can guide a first understanding of the macro results. In particular, Fig. 2 shows how 
accuracy changed according to the sensor configuration (z axis), the classifier model (x axis), and the window 
size (y axis), according to a given set of inputs (AVJ, AVO, AV, respectively). Each heatmap represents 216 
different models (6 sensor configurations x 6 window sizes x 6 classifier models). A visual inspection shows that 
the addition of joint angles to the inputs results in better performance regardless of the model. Instead, if few 
inputs are selected, satisfactory results are mainly associated with simpler models.

On the other hand, the boxplots from Fig. 3 can be used to understand underlying trends in the hyperparameters 
under analysis. It is worth mentioning that these boxplots represent the distribution of 108 models and so it is 
not surprising to find big variability. As the dataset is balanced, accuracy and F1-score show similar trends. 
Starting from the classification models, Fig. 3 shows that, NN has, by far, the highest accuracies considering 
up to the 75th percentile. The comparison between models becomes more homogeneous also considering the 
values up to the upper whisker (for all models > 92%). NN also has the biggest variance, underlying that some 
of the models work very well (accuracy around 95%), while others are extremely poor (accuracy around 55%).

Feature Formula Description

Mean (µ) µ = 1
n

∑n

i=1
xi The arithmetic average of all values in a segment.

Standard deviation (σ) σ =
√

1
n

∑n

i=1
(xi − µ)2 The spread of data points from the mean in a segment.

Min min(x1, x2, . . . , xn) The smallest value in the segment.

Max max(x1, x2, . . . , xn) The largest value in the segment.

Skewness (S) S = n
(n−1)(n−2)

∑n

i=1

(
xi−µ

σ

)3
The asymmetry of the data distribution in a segment.

Kurtosis (K) K = n(n+1)
(n−1)(n−2)(n−3)

∑n

i=1

(
xi−µ

σ

)4
− 3(n−1)2

(n−2)(n−3) The “tailedness” of the data distribution in a segment.

Table 2. Mathematical formulas for statistical features used in the analysis.
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Figure 3 shows that the biggest time window (240 samples, corresponding to 4 seconds) is associated with 
the lowest accuracy. Also, the shorter the time windows, the lowest the variance. As presented in35 enlarging the 
window size does not necessarily imply improved performance. In fact, in many cases the classifiers are unable 
to learn the underlying mapping, resulting in the increased variance shown in Fig. 3. Interestingly, the smallest 
window (5 samples, about 0.08 seconds) never attains satisfactory results (accuracy < 90%). Considering the 
median value of the distribution, the best result is obtained with a 1 second window (60 samples).

In Fig. 3c the effect of arm kinematics in the classification accuracy can be clearly seen. Indeed, configurations 
that use the kinematics of at least one arm have a notably higher median than those that don’t. Moreover, the SS 
configuration results in a maximum of 80% accuracy but fails in many instances.

Fig. 3. This figure shows the boxplots of how accuracies (top row) and F1-scores (bottom row) vary according 
to the considered hyperparameter: classification models (left column), window sizes (central row) and sensors 
configurations (right column). Refer to Section 2.3 for acronym details.

 

Fig. 2. The heatmaps in the figure show how accuracy changed according to the sensor configuration (z axis), 
the classifier model (x axis), and the window size (y axis) when considering input AVJ (left), AVO (middle) and 
AV(right). See Section "HAR classification description" for acronyms details.

 

Scientific Reports |        (2025) 15:10954 7| https://doi.org/10.1038/s41598-024-81312-2

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


Figure  4 shows the accuracy boxplots for every model, window size and sensor configuration for each 
individual class, namely symmetric squat, asymmetric squat, symmetric stoop, asymmetric stoop, walking, 
carrying, and sitting. It can help identify which classes pose a problem to the classifiers and what is the purpose 
behind it. More precisely, the feedforward Neural Network seems to perform poorly mainly on the sitting class, 
while the two Bidirectional models are able to achieve 100% accuracy on every class for some hyperparameter 
instances. Figure  4b shows that the variance of the accuracies is increasing as the window size increases 
and the performance dramatically drops for the symmetric squat class when 240 sample windows are used 
(approximately 50% accuracy). Figure  4c reveals how kinematics from different parts of the body affect the 
classification of the activities. Configurations with no arms seem to perform poorly on lifting tasks (accuracy for 
each lifting class is less than 90%).

Table 3 lists the 5 configurations with highest accuracy and f1-score (note that all the configurations generated 
during this study are available from the corresponding author on reasonable request). It can be seen that the 
highest accuracy is 93.36% and the highest f1-score is 93.41%. However, a window size of 120 samples, or 2 
seconds, a full body sensor configuration and data on accelerations, velocities and joint angles are required.

Discussion
First and foremost it should be underlined that the objective of this work was: (1) presenting a dataset that could 
be used to validate HAR algorithms when dealing with MMH activities, and (2) analyse the design parameters 
that influence such algorithms (3) Training, testing and comparison of multiple HAR algorithms.

Fig. 4. Boxplots for each individual class considering (a) classification models, (b) window sizes, and (c) 
sensors configuration. From left to right, the classes are symmetric squat, asymmetric squat, symmetric stoop, 
asymmetric stoop, walking, carrying, and sitting.
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The experimental set-up design, as presented in the previous section, has allowed to collect about 2 hours of 
recording of different activities. For the purpose of this paper, the authors’ analysis was focused on 7 activities, 
but future works could take advantage of the presented dataset by combining, or further classifying, the 7 
presented activities.

The results presented above can be used as a tool to understand, according to the specific application, which is 
the set of optimal hyper-parameters to be chosen. Here in the following, the authors present some interpretations 
that can be used as a tool to read the outcomes.

The accuracies of the presented classifiers, in some cases, can be considered well-promising. Considering the 
model selection, several existing studies16–22,28–30 have utilized machine learning and deep learning algorithms, 
obtaining an accuracy above 90%. These studies have focused mainly on daily life activities and simple tasks that 
are rarely performed in occupational scenarios. Nonetheless, the accuracies obtained in this study are comparable 
to the accuracies of HAR algorithms utilized in literature, suggesting that the algorithms used in this work can 
potentially be applied to MMH activities. Additionally, there are other studies23–26,42 that emphasized MMH 
and applied different HAR algorithms, i.e., CNN, NN, LDA, BiLSTM, etc., for identifying activities achieving 
an accuracy of 76 - 97%. This indicates that our developed algorithm truly carries the potential to accurately 
identify MMH activities.

However, in some of the cases the accuracies are quite limited. The limited accuracy results are related to the 
nature of the classification problem under analysis. Indeed, lifting activities are impossible, also for a human 
observer, to be correctly identified in the beginning and the end of the activity. This statement becomes more 
intuitive if one imagines the movement of a person that is upright and starts to bend with the intent to lift 
something. Until “late” in the activity, there is no obvious way to identify the type of lifting activity the person 
is about to perform. Generally, this is because there is little unique information, in the initial phases of the 
movement, to reveal the exact type of bending intent. Consequently, a time window in the beginning of a lifting 
activity, could be mapped to any of the 4 considered lifting activities. Thus, by the nature of the problem it is 
expected that no mapping exists that can accurately predict all lifting activities, throughout the whole duration 
of the activity. Linear Discriminant Analysis (LDA) can be used to show that there is indeed no clear distinction 
at some cases of the 4 lifting activities. Two major components are used for the analysis and 4 increasing time 
windows, namely 10, 30, 60 and 120 sample windows, respectively. As it can be clearly seen from the scatter plots 
in Fig. 5, there are many overlapping data points. The overlapping is reduced as the window size increases, which 
is intuitively correct, since larger windows allow for more information and thus more indications of intent. Also, 
it is possible to note how the overlapping of activities of the same lifting style but with different symmetry is more 
significant than the overlapping between stooping and squatting, suggesting an even harder task for the classifier.

Therefore, according to the specific HAR application, algorithms could be designed to simply distinguish 
between lifting or non-lifting activities or, when the lifting style is important, also the tuning of other hyper-
parameters besides the window size should be considered.

From the boxplots, it can be seen that models such as CNN, RNN or CRNN have less variance with 
respect to NN proving that, if there are sufficient inputs, there is better performance/generalization. However, 
comparable, or even poorer accuracy results with respect to NN, arise due to increasing size, the so called curse 
of dimensionality. While the number of samples in the dataset is comparable to other commonly used HAR 
datasets, it is still questionable if they are sufficient to provide generalization capabilities to models with many 
parameters. Moreover, large windows significantly reduce the number of data points available for training, 
which makes it difficult for the deep models to generalize. It would be interesting, in future works, to repeat the 
same analysis with a more diverse and larger dataset.

Also, it emerged that very large window sizes (e.g., 240 samples corresponding to 4 seconds) are not efficient 
(only 17 classifiers in the top 100) when the movements under analysis have high frequencies (namely walking 
or bending, as opposed to sitting or standing still). On the other hand, as it emerged from the LDA, too small 
window sizes (e.g., 5 samples corresponding to about a 1/10 of second) are too fast to recognize a movement that 
is in its initial phase.

Analysing the sensor configurations, it can be seen that, considering all the classes, the best performance 
is obtained when there is at least one sensor in the arm (see Fig. 3f). In addition, from the analysis of Fig. 4c it 
is possible to note how in the RS, DS and FB configurations there are classifiers for which the sitting accuracy 
reaches around 100%, while this does not happen in the other configurations. Hence, it is possible to conclude 
that a sensor in the arm is extremely useful to properly classify sitting activities. While the FB configuration 
can be considered as a gold standard, due to the excessive number of sensors to be used, it is hard to imagine 
how it could be applied in occupational scenarios. So which is the best proxy of this configuration? Considering 
sitting and carrying, it appears that the performance of the DS configuration are almost equivalent to the 
FB. Interestingly, the same does not apply to the DS configuration, where the carrying classification is quite 

Accuracy F1-score Model Time window (samples) Sensor configuration Inputs

0.9336 0.9341 CNN 120 FB AVJ

0.9331 0.9323 NN 30 FB AVJ

0.9300 0.9291 NN 60 FB AVJ

0.9290 0.9287 NN 60 RS AVJ

0.9289 0.9285 NN 240 FB AVJ

Table 3. The 5 configurations with the highest accuracy and F1-score in decreasing order.
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poor (max accuracy slightly above 80%). Also, for both RS and DS configurations, the walking classification 
is not satisfactory. This result might indicate that when considering many inputs (as in the FB, RS, and DS 
configurations) the information provided by both arms is extremely valuable. However, as the number of inputs 
gets reduced (and so the training complexity), simpler configurations show promising capabilities in classifying 
walking and carrying even without arm sensors. This is the case of the SS, NA, and NARS configurations (note 
however that the sitting classification is very poor, as expected). The analysis of these 3 latter configurations 
shows an interesting trend: while it could be expected that information on the sternum and on the lower limb 
joints might be necessary to properly classify the symmetry of a lift and its style, the little differences between the 
SS configuration and the NA and NARS configuration suggest the opposite.

This first analysis also suggests that for a proper sensor configuration choice, it is important to understand if 
certain classes are of more importance than other. In this case, the average accuracy should not be trusted since 
there could be poor underlying performance in some classes. For example, in an instance where sitting detection 
is not needed, the SS configuration could offer the best cost-to-accuracy ratio with a single sensor.

A macroscopic observation of Fig. 4, shows that as complexity and information are increased the accuracy 
of all the individual classes can increase. However, that comes with an increase in variance, which means that 
the sensitivity in the rest of the hyperparameters is increased, requiring better hyperparameter tuning and more 
computational power. It is interesting, but also expected, that the effect is reverse when the average accuracy is 
observed, according to Fig. 3. As indicated by the heatmaps, increased processing and information in the input 
signals have a big impact in the classification accuracy. In particular, classifiers that utilize joint angle information 
outperform those that use accelerations, velocities and orientations or accelerations and velocities alone. This 
observation is consistent with intuition, since joint angles are the product of specific, to this problem, processing 
which gives insight on the HAR problem. However, this processing poses a need for extra computational 
effort and a complete set of sensors. Consequently, although accuracy is significantly improved in most cases, 
robustness and computational efficiency are being compromised and extra overhead is added.

Furthermore, it can be seen in Table 3, the top 5 scoring configurations use all the available information as 
inputs, namely the accelerations, the velocities and the joint angles. Most of them (4 out of 5) have a FB sensor 

Figure 5. These figures show the Linear Discriminant Analysis (LDA) outcome when considering symmetric 
squatting (blue), asymmetric squatting (red), symmetric stooping (green), and asymmetric stooping (black). 
The figures show the results obtained when considering (a) 4 samples, (b) 10 samples, (c) 30 samples, and (d) 
120 samples.
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configuration and time windows more than 0.5 seconds, meaning that most of the available information is used. 
Moreover, all classifiers except the first one, are based in the NN model. This is possibly because the abundance 
of information results in a simple mapping to be learnt, meaning that models with many parameters are prone 
to overfitting.

Although the detailed analysis we conducted in this work using different HAR algorithms for MMH can 
be helpful to the research community, there are some limitations that need to be addressed in the future. First, 
data from actual work environments with a wider range of activities should be used to validate the algorithms. 
Second, the algorithms’ accuracy may be further increased by fine-tuning the hyperparameters of the models. 
Thirdly, to assess each component’s unique contribution to the HAR algorithms, an ablation investigation has to 
be conducted which can be done by assessing the significance of each attribute of HAR algorithm in a step-by-
step manner and reporting the accuracy of models at each step. Finally, it is important to examine and contrast 
the computational complexity of various HAR methods and can be achieved by examining the training and 
testing duration of individual HAR algorithms.

Conclusions
While there are many studies that have focused on automatic recognition of daily tasks, there is a lack of datasets 
and classifiers on manual material handling (MMH) related activities. In this study, the authors provide a guide 
on how to approach the problem of Human Activity Recognition (HAR) when considering MMH activities. 
Particular focus was given to the selection of the classification hyper-parameters, namely the classification 
models, the sensors’ configuration and the data extracted from them and, lastly, the choice of the time series 
segmentation. A dataset of 10 subjects performing a complex set of MMH activities was collected and used 
to train a variety of classifiers. The results have been discussed highlighting how particular hyper-parameters 
choices can influence the classification outcome and how such results can be used to improve HAR performance 
in applications that utilize wearable devices such as exoskeletons.

Although this work aims to address as many factors impacting the HAR problem as possible, several of them 
are left uncovered. Therefore, future works, can help not only validating the current findings with a more diverse 
dataset, but also discovering or highlighting new factors that affect the classification. Moreover, the complexity 
of the classification problem to be solved is dependent on the model inputs, the sensor configurations and the 
time windows, however no network hypermarameter tuning takes place in the current work. Thus, the analysis 
performed in future works instead of testing different configurations on the same networks, could focus on a 
hyperparameter tuning algorithm in order to achieve the best possible results. Furthermore, an ablation study of 
HAR algorithms and computational complexity can be analyzed as well.

Data availability
The datasets generated during the current study are available from the corresponding author on reasonable 
request.
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