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Currently, most work on comparing differences between simplified and traditional Chinese only focuses on the character or lexical
level, without taking the global differences into consideration. In order to solve this problem, this paper proposes to use complex
network analysis of word co-occurrence networks, which have been successfully applied to the language analysis research and can
tackle global characters and explore the differences between simplified and traditional Chinese. Specially, we first constructed a
word co-occurrence network for simplified and traditional Chinese using selected news corpora. Then, the complex network
analysis methods were performed, including network statistics analysis, kernel lexicon comparison, and motif analysis, to gain a
global understanding of these networks. After that, the networks were compared based on the properties obtained. Through
comparison, we can obtain three interesting results: first, the co-occurrence networks of simplified Chinese and traditional
Chinese are both small-world and scale-free networks. However, given the same corpus size, the co-occurrence networks of
traditional Chinese tend to have more nodes, which may be due to a large number of one-to-many character/word mappings from
simplified Chinese to traditional Chinese; second, since traditional Chinese retains more ancient Chinese words and uses fewer
weak verbs, the traditional Chinese kernel lexicons have more entries than the simplified Chinese kernel lexicons; third, motif
analysis shows that there is no difference between the simplified Chinese network and the corresponding traditional Chinese

network, which means that simplified and traditional Chinese are semantically consistent.

1. Introduction

Chinese is usually written in two forms: simplified Chinese
(mainly used in Mainland China and Singapore) and tra-
ditional Chinese (mainly used in Hong Kong, Macao, and
Taiwan). Although simplified Chinese is derived from tra-
ditional Chinese, the two systems are quite different on
various levels, such as character set, encoding method, or-
thography, vocabulary, and semantics, which create barriers
to communication between different areas where Chinese is
spoken. This linguistic phenomenon is due to the inde-
pendent development of these two homologous systems in
the past half century, and they will continue to evolve in their

respective cultural environments. However, in the past few
decades, with the increase in exchange activities between
four cross-strait regions, the problem of conversion between
simplified Chinese and traditional Chinese as well as the
comparison of the differences between simplified Chinese
and traditional Chinese has attracted the attention of more
and more researchers [1-4]. In short, the comparison be-
tween Simplified Chinese and Traditional Chinese has im-
portant reference value for the study of language evolution.

So far, research on comparing differences between these
two forms of Chinese still focuses on the character or lexical
levels [1, 3, 5]. For example, Fei [6] made a systematic
comparison of the similarities and differences of the current
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Chinese characters in simplified and traditional Chinese
characters; Li [7] made an in-depth analysis of the reasons
for the differences in the form of simplified and traditional
Chinese characters from the aspects of politics, history and
culture, and the principles of character selection; Liu [8]
conducted a comprehensive analysis mainly from the per-
spective of eliminating the differences in form; Jiang [9]
mainly compared and analyzed simplified and traditional
Chinese vocabulary from two aspects: homographs with
different meanings and different forms with synonymous
meanings; Li and Qiu [10] discussed the causes, types, and
processing methods of differences in dictionaries across the
Taiwan Strait.

On the other hand, as an important methodology for
linguistic research, complex networks-based approaches
show their advantage in revealing the global features of
language which have been successfully applied to analyse
languages at various levels, e.g., lexical [11-13], word co-
occurrence [14-18], syntax [19-21], and semantic [22-24].
This is because language is a typical hierarchical system
which has a highly complex network structure, and complex
network analysis methods have the advantage of revealing
the laws of language as a whole. Hence, in this paper, we
apply complex network analysis methods to explore the
differences between simplified and traditional Chinese
character systems from a holistic perspective. Specially,
according to the construction method of the word co-oc-
currence network, this paper proposed to construct sim-
plified Chinese and traditional Chinese word co-occurrence
networks with different numbers of nodes and different
corpus sizes and then make corresponding research on the
complex characteristics of these networks. Through the
obtained simplified and traditional Chinese core dictionary,
we explored the differences between the two languages. In
addition, this paper proposed to use primitives representing
language semantics to analyze the semantic differences
between simplified and traditional languages.

The rest of this paper is organized as follows. Section 2
introduces the related work. Section 3 puts forward a brief
introduction to some basic concepts related to complex
network analysis. Then, in Section 4, we constructed net-
works with different text scales and carried out corre-
sponding studies on the characteristics of complex networks,
e.g., cumulative degree distribution, clustering coeflicient,
kernel lexicon, and motif analysis. Finally, Section 5 con-
cludes the paper.

2. Related Work

At present, the comparison and analysis of the differences
between simplified and traditional Chinese mainly remain at
the level of character shapes or words. The main reason why
readers find it difficult to read unfamiliar written materials in
simplified or traditional characters is due to the difference in
glyphs. Studies have shown that the actual number of
characters that can be compared in the simplified and
traditional Chinese character lists is 4,786 [6]. Among them,
41% of the simplified and traditional characters used in
mainland China and Taiwan have the same glyph, totaling
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1,947 characters; 24% of the similar glyphs, totaling 1,170
characters; and 35% of different glyphs, totaling 1,669
characters. Simplified and traditional Chinese belong to the
same ancestor and developed from the same ancient Chi-
nese. Therefore, the differences between simplified and
traditional Chinese need to be compared and analyzed
systematically and comprehensively from the perspective of
the language as a whole, which explores the differences
between the two written forms of Chinese development
status and law. However, the current comparative work of
simplified and traditional Chinese characters has only
achieved outstanding achievements on the level of character
form and word, while other language levels (such as se-
mantics and syntax) have not been involved.

As a typical hierarchical system, language exhibits a highly
complex network structure at all levels (phonetics, mor-
phology, syntax, and semantics) [25]. At present, a lot of
research studies have been carried out on the complex
characteristics of language networks on different levels, in-
cluding lexical or vocabulary networks, word or character co-
occurrence networks, and syntactic networks, the semantic
networks. These research studies are important for identifying
and understanding the topological structure of language.
Among them, the research studies of Chinese network mainly
include the following: in terms of morphology or vocabulary
network, Li et al. [13] used Chinese characters as nodes based
on the principle that two Chinese characters can form words
and constructed a Chinese phrase network and studied the
dynamic characteristics of the phrase network; in terms of
syntactic network, Liu [20] used the syntactic labeling tree
bank to connect the words with syntactic relations and finally
established the Chinese syntactic dependency network and
explored the complex network characteristics of the syntactic
network; in the semantic network (current research studies on
Chinese semantic networks are still relatively small), Liu et al.
[24] constructed a small semantic network to explore the
complex characteristics of the Chinese semantic network; and
Cancho and Solé [14] used the English-speaking country
corpus to construct an English word co-occurrence network
and found that the English language network has a small
world and scale-free features. Liu and Sun [15] used the same
construction method to construct a simplified Chinese word
co-occurrence network. The experiment proved that the
simplified Chinese word co-occurrence network has complex
network characteristics similar to the English word co-oc-
currence network. Other works [12, 26, 27] used different
construction strategies to construct a Chinese word, word co-
occurrence network, and English word co-occurrence net-
work based on different themes of Chinese and English
(prose, novels, popular science articles, and news reports)
corpora.

3. Foundations

In this section, some basic concepts are put forward. Section
3.1 describes the basic definitions of the complex network.
Then, Section 3.2 describes small-world networks and scale-
free networks. Finally, Section 3.3 gives a brief introduction
of motif analysis.
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3.1. Basic Definitions. In general, a network G can be
denoted as a two-tuples (V, E), where V is the set of vertices
and E is the set of edges. In a language network, a vertex
v; (1 <i<|V]) may represent a radical, character, or word;
and an edge el-j(l <i,j<|V]) can characterize the rela-
tionship between v; and v..

Given a network, the conventional indicators, such as
average path length, clustering coeflicient, degree distribu-
tion, and cumulative degree distribution, are used to specify
its statistical characteristics. These indicators could be de-
fined, respectively, as follows:

Average Path Length (d): the average distance between
two reachable vertices:

- 2
==z 2% (1)

i>j

where N is the number of vertices in the network, d;; is the
distance between vertex v; and vertex v; which also means
the number of edges in the shortest path linking them.

Clustering Coefficient (C): the percentage of the
neighbours that two vertices share. The clustering coefficient
of vertices i could be defined as follows [23]:

C 25 ki #0,1

ICED )
where k; is the degree of vertex i and E; is the number of
edges among the vertices in the nearest neighbourhood of
vertex i. Moreover, the clustering coefficient of the whole
network is the average of all individual C;, as follows:

1
C=N;Ci. (3)

3.2. Small-World Networks and Scare-Free Networks. A
complex network is called a small-world network, in which
the average number of edges lying between any two vertices
is very small, while the clustering coefficient remains large.
Specifically, for an ER random network in a small-world
network, dpp and Cgy represent the average shortest path
and clustering coefficient, respectively, and d is similar to
dgg, but C> Cpp [28].

The degree distribution reveals the distribution of ver-
tices by degree:

[e9)

P(k)= ) P(K), (4)
K'=k
and the percentage of the vertices whose degrees are k is
represented as P (k):

(&)

P(k)= ) K Vock V. (5)
k'=k

Under certain circumstances, a network is called scale-
free if it fits the power law well and lies between 2 and 3 [29].

3.3. Motif Analysis. Motif, a subgraph constructed by a few
edges and vertices, was first used in biological academic area
[30]. For a complex network, a motif represents a subnet-
work containing a small number of nodes and edges. Bie-
mann et al. [31] first applied motif analysis in linguistic
networks and semantic features to explore the difference
between natural language text and text generated by an N-
gram language model in terms of semantic characteristics.

Besides, motif analysis involves an intermediate level of a
network, which specifically means to count the motif con-
structed by n nodes to approach comparison among net-
works. As to undirected co-occurrence networks, # is usually
at least 3. A 3-node motif is a triple-contained completely in
calculating the clustering coeflicient. Therefore, we use 4-
node motif analysis to compare the semantic differences of
co-occurrence networks. All six kinds of undirected 4-node
motifs are shown in Figure 1.

4. Experimental Comparisons

This section addresses the experimental comparisons be-
tween simplified and traditional Chinese based on methods
from complex network science. Section 4.1 describes the
dataset used as well as the construction of the word co-
occurrence networks. Then, Sections 4.2-4.4 describe the
comparisons on small-world and scale-free, kernel lexicons,
and motif analysis, respectively.

4.1. Dataset and Network Construction. In this experiment,
texts from  Chinese  GigaWord  Third  Edition
(LDC2007T38)(https://catalog.ldc.upenn.edu/
LDC2007T38) are used as the experimental materials, of
which the simplified Chinese texts are from “Xinhua News
Agency” (hereinafter referred to as XIN) and the traditional
Chinese texts are from “Central News Agency” (hereinafter
referred to as CNA).

Based on the datasets, word co-occurrence networks are
built according to the method proposed by [32]. Concretely,
words in the texts are regarded as nodes in the networks, and
any two nodes are connected if the distance of the corre-
sponding words is not greater than 2.

After the networks are constructed, their statistical
properties are observed and compared. Please note that, only
the networks built from the similar text scales are compared
which avoids the influence of the text scales. In this ex-
periment, three text scales are used, and the statistics of all
the networks are shown in Table 1. For the co-occurrence
network of simplified and traditional Chinese words under
the same corpus scale, we designed three sets of experiments.
The scales of the corpus used in these three sets increased
from initial 7 million words to 10 million words and then 15
million words.

4.2. Small-World and Scare-Free. Given the built networks,
we use a complex network analysis tool, Pajek” to calculate
the statistical properties of the networks. Table 2 shows the
results.
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FiGgure 1: All undirected motifs of size 4. (a) Star; (b) chain; (c) 3-loop-out; (d) box; (e) semiclique; (f) Clique.

TaBLE 1: Statistics of the built word co-occurrence networks. XIN;, XIN,, and XINj; are from different parts of the XIN dataset; CNA;,

CNA,, and CNA; are from different parts of the CNA dataset.

Theme (name)

Text scales (# of words) (M) Sources # of nodes

Group 1 XIN, 55.9 XIN (Jan., 2006-May., 2006) 1.06 % 10°
CNA, 55.3 CNA (Jan., 2006-Mar., 2006) 1.14 % 10°

Group 2 XIN, 79.8 XIN (Jan., 2006-Jun., 2006) 1.26 % 10°
CNA, 79 CNA (Jan., 2006-Apr., 2006) 1.38 % 10°

Group 3 XIN; 115 XIN (Jan., 2006-Sep., 2006) 1.52 % 10°
CNA;, 114 CNA (Jan., 2006-May., 2006) 1.69 # 10°

TaBLE 2: Properties of the built networks. N: number of nodes; E: number of edges; k: average degree of nodes; C: clustering coefficient; d:
average path length among reachable pairs of nodes; Cgg: clustering coeflicient of an ER network with same numbers of nodes and edges;
dgg: average path length among reachable pairs of nodes in an ER network with same numbers of nodes and edges; and y: power-law

exponent in equation (5).

Dataset theme

Metric

XIN, CNA, XIN, CNA, XIN, CNA,
N 1.06 * 10° 1.14 % 10° 1.26 % 10° 1.38 %10° 1.52 % 10° 1.69 % 10°
E 0.27 %107 0.32 %107 0.35 %107 0.41 % 107 0.45 107 0.53 % 107
Kk 50.01 55.08 54.45 59.39 58.45 62.86
C 0.68 0.68 0.69 0.70 0.72 0.73
d 2.69 2.72 2.69 2.73 2.70 2.74
Crr 4.69 %107* 4.80%107* 428%107* 430%107* 3.90%107* 3.70x107*
der 3.24 3.21 3.26 3.20 3.25 3.20
y 2.17 2.18 2.16 217 2.15 2.15

_ From Table 2, we can find that all the networks satisfy
d = dgp and C>Cpp, which means that all the networks
are small-world networks. However, it could also be
observed that the average degrees of traditional networks
are about 5 points larger than those of the corresponding
simplified networks. The possible reason is the many-to-
one mappings between traditional Chinese and simplified

Chinese, i.e., different words in |traditional Chinese have
the same forms. For example, two traditional Chinese
words “Hm#l (bian zhi)” and “#RE (bian zhi)” have that
same form “4® ] (bian zhi)” in simplified Chinese. It is the
many-to-one mappings between traditional Chinese and
simplified Chinese lead to larger numbers of nodes, edges,
and average degrees.
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Moreover, we plot the cumulative degree distributions of
all the networks, as well as their fitting curves in Figure 2. It is
clear that both traditional and simplified Chinese networks
fit the power law well. In addition, the power-law exponents
of all the networks belong to the range of 2 and 3, indicating
that all of the networks are scale-free.

4.3. Kernel Lexicons. By observing the cumulative degree
distribution curves in Figure 2, we can learn that the scat-
tered points can be fitted by two lines with different slopes.
And the whole data set is divided into two parts at the
crossover point. The more frequently a word is used in daily
life, the more semantic meanings it may contain [33]. And
the frequency f of a given word is relevant to its degree k, as
follows:
koo f%  a>0. (6)
Followed [15], we may obtain a kernel dictionary by
sorting words according to their degrees and selecting those
with more degrees. Concretely, the capacity of kernel lexi-
cons is calculated as follows:

NKL = pr(kcross)’ (7)

where N denotes the number of nodes, or specifically the
number of words, and k..ss denotes the percentage of the
words whose degrees are not less than k..., which is the
number at the crossover point.

Table 3 shows the sizes of the constructed kernel lexi-
cons. From Table 3, we can learn that the sizes are all about
10° levels and satisfy the claim proposed by [15, 34].
However, we observed the number of traditional Chinese
kernel lexicons is much greater than that of simplified
Chinese. Concretely, the traditional Chinese kernel lexicons
are about 900 words, which are more than simplified Chi-
nese in average.

To find out the possible reasons, we further analysis the
part-of-speech tags and the lengths for the words in the
kernel lexicons. The results are listed in Tables 4 and 5,
respectively.

From Table 4, we found that, both forms of Chinese have
a large proportion on entity words (noun and verb) whose
orders are roughly the same. The percentage of verb in
traditional Chinese is generally greater than that in sim-
plified Chinese, indicating that verb weakening is an im-
portant development process in simplified Chinese.

From Table 5, we learned that kernel lexicons extracted
from the traditional Chinese corpora contain more 1-
character words than the ones extracted from the simplified
Chinese corpora. This implies that traditional Chinese
maintains some features of classical Chinese, while sim-

plified Chinese does not.

4.4. Motif Verification. Followed [31], we performed the
motif analysis upon each networks constructed in Section
4.1. The results are shown in Table 6. There is no dif-
ference between simplified Chinese networks and the
corresponding traditional Chinese networks, except that

the traditional Chinese complex networks tend to have
more motifs than the simplified Chinese ones which is
due to the larger number of nodes and edges of the
traditional Chinese networks. This shows that simplified
and traditional Chinese are consistent on the semantics
level.

4.5. Example Comparison. We found that parts of speech of
these different words are mainly reflected in nouns, verbs,
time words, gerunds, adverbs, numerals, and ground nouns,
as shown in Table 4. Among them, nouns, verbs, gerunds,
and adverbs vary with corpus. However, there are also some
words that are unique or frequently used in specific areas due
to regional and political reasons, such as “H.4t”, “PHR
E>, “BEE, “4SFEN”, and “REI”; time words,
numerals, and geographical nouns also have different usage
habits or frequency of use due to different regional cultures,
suchas ““FEFRF”, “2005F”, “=+H", 25, ‘B E”,
and “JI”.

Furthermore, we found that nearly 25% of the dif-
ferent words in traditional Chinese are single-character
words, such as “X®/vg”, “B&/v”, “E/ag”, and “F/d”. The
number of single-character words in different words in
simplified Chinese is relatively small. These single-
character words frequently appear in the traditional
corpus. Some words are function words or substantive
words with grammatical effect, and some words are
produced by the word segmentation tool incorrectly. But
most single-character words appear in sentences mainly
in the form of classical Chinese, “E%&/n {§#¥/n EE/n
Rivi&ip t/rz R/d B/ivg BB /vn B/ H/uj FEE/vn
HE/v E/p EF5/ns Ei#th/b B/uj BR/n B/c t[E/n
#/n”and “ft/rr —BE/d REE/v BC/rr fEB /v B/dR/v
%/t W/uj BR/n”. This shows that many ancient
Chinese words still appear in the written language of the
traditional Chinese character system with a higher fre-
quency, i.e., the written language of the traditional
Chinese character system retains more classical Chinese
characteristics.

In summary, the core dictionaries of the simplified and
traditional Chinese character systems have a certain degree
of versatility. However, in the process of language devel-
opment, there have been some differences due to regional
usage habits, environment, politics, and the generation of
new words. In addition, in the development of the tradi-
tional Chinese character system, its written language still
retains certain characteristics of classical Chinese.

5. Conclusion

In this paper, we proposed complex network to explore
differences between simplified Chinese and traditional
Chinese. To the best of our knowledge, this is the first work
to use complex network-based approaches in comparing
differences between simplified and traditional Chinese.
Through the comparisons, we achieve 3 interesting results.
Firstly, both co-occurrence networks for simplified and for
traditional Chinese are small-world and scale-free networks.
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FIGURE 2: Cumulative degree distributions of all the built networks. (a) XIN;. (b) CNA,. (c) XIN,. (d) CNA,. (e) XIN;. (f) CNA;.
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TaBLE 3: Word length statistics in kernel lexicons (%).

kcross P (kC[’OSS) NKL
XIN, 606 0.01470 1,193
CNA, 420 0.02399 2,205
XIN, 622 0.01442 1,187
CNA, 494 0.02073 1,944
XIN; 581 0.01613 1,350
CNA; 466 0.02207 2,121

TaBLE 4: Comparison on part-of-speech statistics (%).

Dataset theme

Metric

XIN, CNA, XIN, CNA, XIN; CNA,
Noun 28.83 31.25 29.06 31.07 27.85 31.40
Verb 23.22 2694 2291 2711 2252 2711
Adverb 6.87 3.53 6.74 7.00 7.11 6.51
Numeral 4.78 3.36 4.80 3.34 4.67 3.25
Gerund 4.44 3.67 4.38 4.38 3.78 3.30
Time 5.11 3.40 5.22 2.52 5.04 2.69
Noun of Place 369 331 388 288 496 3.30
Adjective 2.68 2.77 2.78 2.62 2.62 2.83
Quantifier 3.10 2.49 2.95 2.62 2.96 2.50
Preposition 3.35 2.22 3.29 2.52 3.04 2.36
Conjunction 2.01 2.04 2.02 2.16 2.07 2.07

Noun of Locality 218 1.72 219 190 230 174

TaBLE 5: Word length statistics in kernel lexicons (%).

Dataset th
Word length araset Theme

XIN, CNA, XIN, CNA, XIN; CNA,
1 2540 27.76 2426 2824 2496  28.52
2 68.73 6685 6917 6728 6741 66.20
3 5.11 4.85 5.73 4.12 6.15 4.86

4 0.34 0.27 0.34 0.21 0.89 0.19

5 0.42 0.27 0.51 0.15 0.59 0.24

TaBLE 6: Comparison on motif analysis (%).

Word Dataset theme

length XIN; CNA; XIN, CNA, XIN; CNA;
Star 93.7959 91.3591 93.7661 91.2177 93.7512 91.1679
Chain 3.4099 4.8152 3.3738 4.7887 3.3632 4.7131
TLO 2.5563 3.4790 2.6098 3.6182 2.6256 3.7186
Box 0.0328 0.0493 0.0332 0.0512 0.0335 0.0523
SCQ 0.1875 0.2725 0.1980 0.2959 0.2059 0.3162
Clique 0.0172 0.0246 0.0188 0.0281 0.0202 0.0316

TLO: three-loop-out. SCQ: semiclique.

However, given the same corpus scale, the co-occurrence
networks for traditional Chinese tend to have larger number
of nodes, which may be due to the numerous one-to-many
character/word mappings from simplified Chinese to tra-
ditional Chinese. Secondly, the kernel lexicons of traditional
Chinese have more entries than those of simplified Chinese,
which may be because that, in traditional Chinese, more
ancient Chinese words are kept while less weak verbs are
used. Thirdly, the motif analysis shows that there are no
differences between the simplified Chinese networks and the

corresponding traditional Chinese ones. In other words,
simplified Chinese and traditional Chinese are semantically
consistent.
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