
ORIGINAL PAPER

Stochastic Environmental Research and Risk Assessment (2024) 38:4471–4483
https://doi.org/10.1007/s00477-024-02813-0

1  Introduction

     Heat waves, defined as extended periods of extreme tem-
perature, are associated with excess daily mortality and mor-
bidity (Bayentin et al. 2010; Masselot et al. 2018; Odame et 
al. 2018; Cheng et al. 2019; Vicedo-Cabrera et al. 2021). It is 
now well recognized that climate change caused by human 
activities has resulted in an increase in the frequency, dura-
tion and intensity of heat waves since the mid-20th century 
(Meehl and Tebaldi 2004; Coumou and Robinson 2013; 
Basha et al. 2017; Perkins-Kirkpatrick and Lewis 2020). 
According to global climate projections, these trends are 
expected to worsen in the future (Pachauri et al. 2014; Russo 
et al. 2014; Anderson et al. 2018) and are associated with 
increases in future heat wave-excess mortality (Guo et al. 
2018). The recent observed heat waves, which have occurred 
in many regions with unprecedented adverse effects, have 
raised awareness among policy makers about this problem. 
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Abstract
Given the link between climatic factors on one hand, such as climate change and low frequency climate oscillation indices, 
and the occurrence and magnitude of heat waves on the other hand, and given the impact of heat waves on mortality, 
these climatic factors could provide some predictive skill for mortality. We propose a new model, the Mortality-Duration-
Frequency (MDF) relationship, to relate the intensity of an extreme summer mortality event to its duration and frequency. 
The MDF model takes into account the non-stationarities observed in the mortality data through covariates by integrating 
information concerning climate change through the time trend and climate variability through climate oscillation indices. 
The proposed approach was applied to all-cause mortality data from 1983 to 2018 in the metropolitan regions of Quebec 
and Montreal in eastern Canada. In all cases, models introducing covariates lead to a substantial improvement in the 
goodness-of-fit in comparison to stationary models without covariates. Climate change signal is more important than cli-
mate variability signal in explaining maximum summer mortality. However, climate indices successfully explain a part of 
the interannual variability in the maximum summer mortality. Overall, the best models are obtained with the time trend 
and the North Atlantic Oscillation (NAO) used as covariates. No country has yet integrated teleconnection information in 
their heat-health watch and warning systems or adaptation plans. MDF modeling has the potential to be useful to public 
health managers for the planning and management of health services. It allows predicting future MDF curves for adaptive 
management using the values of the covariates.
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These events have also led several countries to establish their 
own heat-health watch and warning systems (Casanueva 
et al. 2019). Although such warnings are useful on a short-
term basis, it is also of interest to have an assessment of the 
expected burden of heat-related mortality on health systems, 
and in particular of its extremes, a few months in advance,

In addition to climate change, large-scale ocean-atmo-
sphere interactions also have a significant impact on heat 
waves by modulating the decadal and interannual vari-
ability of land surface temperature at regional scales. For 
instance, in North America, extreme heat events have been 
linked to modes of climate variability in the Atlantic Ocean 
(the Atlantic Multidecadal Oscillation (AMO) (Mo et al. 
2009), the North Atlantic Oscillation (NAO) and the Arctic 
Oscillation (AO) (Wettstein and Mearns 2002) and in the 
Pacific Ocean (the El Niño–Southern Oscillation (ENSO) 
(Seager et al. 2005), the Pacific Decadal Oscillation (PDO) 
(McCabe et al. 2004), the Pacific North American pattern 
(PNA) (Ning and Bradley 2016). Given the link between 
these low frequency climate oscillation indices and the 
occurrence and magnitude of heat waves, and given the well 
documented impact of heat waves on mortality, it would be 
logical to expect climate oscillation indices to provide some 
predictive skill of mortality and morbidity. These indices 
would prove valuable in anticipating the summer burden 
of heat-related mortality several months in advance. Our 
objective here, is therefore to propose a statistical approach 
to predict the intensity and frequency of the extremes of the 
warm season mortality using the information given by low 
frequency climate oscillation indices.

A heat wave is mainly characterized by its intensity and 
duration, both of major importance in terms of impact on 
populations. In this context, the Temperature-Duration-Fre-
quency (TDF) relationship approach (Ouarda and Charron 
2018) was recently proposed to jointly model the intensity, 
duration and frequency of heat events. It is proposed, in 
this work, to focus more closely on health by adapting the 
TDF concept to daily mortality data in a model denoted as 
Mortality-Duration-Frequency (MDF) curves, and to extend 
it to the nonstationary case by integrating information con-
cerning climate change and climate variability. As sum-
mer extremes of mortality are largely driven by heat and 
are events that put health systems under intense pressure, 
models focusing on such extremes are of important interest 
to public health managers. Such a tool would be of interest 
to public health managers by providing predictions of the 
mortality burden due to climate, that is characterized jointly 
by the magnitude and duration of heatwaves associated with 
high mortality. The proposed approach differs from heat-
health watch and alert systems because it is used to pre-
dict the risks associated with heatwaves and other climatic 

extremes during the coming summer season instead of trig-
gering the alert on extreme heat days.

In the stationary formulation of TDF curves, it is assumed 
that the statistical characteristics (e.g. mean and variance) of 
the variable under study are invariant through time. How-
ever, excess mortality during summer is often caused by 
extreme temperatures for which it is known that characteris-
tics change over time due to the influence of climate change 
or climate external forcings. Mortality time series are also 
subject to trends due to human factors such as infectious 
disease epidemics, demographic and exposure changes, 
improvements in medical practices and interventions, heat 
alert system implementations, physiological adaptations 
and responses, etc. The MDF model is thus adapted here 
to account for the non-stationarities observed in mortality 
data. For this, the parameters of the statistical distribution 
of the MDF model are made conditional on time-dependent 
covariates that explain mortality variability, such as the tem-
poral trends, natural cycles, patterns of climatic oscillations, 
etc. (El Adlouni et al. 2007). The proposed MDF approach 
is applied in this study to observed daily mortality in the 
Montreal Metropolitan Community (MMC) and the Quebec 
Metropolitan Community (QMC), both in the province of 
Quebec (Canada).

The non-stationary model presented here would be par-
ticularly useful in the context of adaptive management 
(Andersson-Sköld et al. 2015; Vaughan et al. 2017). Such 
a management concept consists in a flexible strategy that 
adapts to changing social, environmental, climatic or eco-
nomic conditions (Kingsborough et al. 2017). With the 
increasing risks associated to climate change, the influence 
of climate forcings or other factors not related to climate, 
management methods in the public health sector must be 
adapted to take into account the evolving conditions. In the 
present study, a covariate describing the long-term temporal 
trend (i.e. the year) and climate indices of oscillation patterns 
are used as covariates to predict MDF curves or surfaces. 
The approach is also expected to be useful for long-term 
projections of health impacts related to climate change. For 
this purpose, outputs of climate simulation models and the 
observed historical temporal trends can be efficiently used 
to predict future conditions. For climate indices, it is pos-
sible to obtain probabilistic climate forecasts for one or two 
decades into the future (McCabe et al. 2004; Lee and Ouarda 
2011). For shorter-term forecasts (monthly to seasonal), val-
ues of appropriate low frequency climate oscillation indices 
prior to the period of extreme summer heat are commonly 
used as predictors for climate variables (White et al. 2014; 
Jacques-Coper et al. 2021; Laz et al. 2023). These indices 
are used as covariates in the nonstationary MDF model.
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2  Methods

2.1  Nonstationary MDF relationship

The MDF approach is an adaptation of the TDF approach 
(Ouarda and Charron 2018) and the traditional rainfall 
Intensity-Duration-Frequency approach (IDF). For the 
developent of the original general IDF model the reader is 
referred to Koutsoyiannis et al. (1998), and for the develop-
ment of the non-stationary IDF model the reader is referred 
to Ouarda et al. (2019a, b).

For the computation of the MDF relationships, the time 
series of the maximum average mortality (i.e. intensity) 
are derived from the daily observed deaths counts. For 
each year, the maximum average number of deaths for d 
(d = 1,…, D) consecutive days is extracted between June 1st 
and August 31st. The maximum average number of deaths 
for the year t is denoted by Mt (d) , t = 1, . . . , n , where n  
is the number of years with measurements and d ∈ [1, D]. 
Annual maximum of multi-day averages of daily mortality 
for selected durations during the summer season for both 
communities are illustrated in Fig. 1. Annual maximum of 
multi-day averages of daily mortality over all durations of 1 
to 7 days during the summer for the MMC and QMC areas 
are respectively presented in Tables S1 and S2 of the Online 
Resource.

In the formulation of the MDF relationship, the return 
level of M (d)  for a given return period of T  years is given 
by:

mT (d) =
a (T )

b (d)
. � (1)

An advantage of this formulation is that mT (d) has a sepa-
rable functional dependence on T  and d . a (T ) is a function 
that defines parallel curves for the different return periods. 
b (d)  is a function that modulates the shape of the MDF 
curves as a function of the duration and is defined in this 
study by:

b (d) = dη,� (2)

where η is a shape parameter subject to the constraint that 
0 < η . If M (d)  have a certain distribution FM(d), then 
Y = M (d) b (d) will also have the same distribution and 
consequently a (T ) = yT = F−1

Y (T ) = F−1
M(d) (T ) . The gen-

eralized extreme value (GEV) probability distribution is 
proposed here to model a (T ). The use of the GEV is justi-
fied by the fact that it is theoretically the limiting distribu-
tion for block maxima (Coles 2001). The quantile function 
of GEV is given by:

F−1
GEV = a (T ) = µ− σ

κ

{
1−

[
−log

(
1− 1

T

)]−κ
}
, � (3)

where μ, σ and κ are the location, scale and shape param-
eters respectively. Parameters are subject to the constraints 
that 1 + κ (x− µ ) /σ > 0 and σ . The general MDF rela-
tionship is then given by the following expression:

mT (d) =
a (T )

b (d)
=

µ − σ
κ

{
1−

[
−log

(
1− 1

T

)]−κ
}

dη
.� (4)

In the non-stationary framework, the distribution param-
eters are made dependent on covariates representing any 
processes that drive the response variable. Note that non-
stationarity does not necessarily imply the existence of 
trend (or even change), and stationarity does not necessarily 
imply that the phenomena being modeled are static. Non-
stationarity characterizes all natural phenomena. In this 
work, the use of the term non-stationary of a model refers 
simply to the fact that the parameters of the model are func-
tion of covariates that represent the processes that control 
the output variable being modeled.

Let us denote Ut  and Vt , two time-dependent covariates. 
For nonstationary models with one covariate, the location 

Fig. 1  Number of deaths in each community for seleted durations. 
Graphs of the annual maximum of multi-day averages of daily mor-
tality over selected durations during the summer season for each 
community
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2.2  Maximum composite likelihood method

The method used here for the estimation of the distribution 
parameter vector ψ = (µ0, µ1, . . . , σ0, σ1, . . . , κ, η) is the 
maximum composite likelihood (Varin et al. 2011). This 
method is adopted instead of the classical maximum likeli-
hood approach because of the particular formulation of the 
nonstationary MDF model. Indeed, while observations from 
year to year can be considered as independent, the observa-
tions over the different durations for the same year are often 
dependent. Let us define f (m;ψ, α), the joint probability 
density of the random vector M = {M (d1) , . . . ,M (dD)}  
where α is a parameter vector that parameterizes the inter-
dependence between the values corresponding to different 
durations and ψ , defined above, parameterizes the marginal 
structure (Chandler and Bate 2007). The likelihood function 
that considers these factors, called full likelihood, is then 
given by:

L (ψ;m) =
n∏

t=1

f (m1t, . . . , mDt;ψ, α) ,� (9)

where mkt  denotes the maximum average mortality for the 
year t  and for the duration group k . A major difficulty of 
this approach is that f (m;ψ , α ) is usually unknown. To 
overcome this problem, a simplified likelihood function, 
called independence likelihood (Chandler and Bate 2007), 
can be obtained by assuming the observations over the dif-
ferent durations to be independent (Muller et al. 2008; Van 
de Vyver 2015). This simplified function is derived by mul-
tiplying a set of component likelihoods (Varin et al. 2011) 
and can be considered as the simplest case of a composite 
likelihood. Given that f (m;ψ)  represents the density func-
tion of M (d) , the independence likelihood is given by:

Lind (ψ ;m) =
∏

D
j=1

∏
n
t=1f (mjt;ψ ) , � (10)

Composite likelihood is often used in applications as sur-
rogate for the full likelihood when it is too cumbersome or 
impossible to compute (Varin and Vidoni 2005). By assum-
ing that M (d)  follows a GEV distribution, the probability 
function of M (d)  is given by (Muller et al. 2008):

M (d) ∼ GEV (µ (d) , σ (d) , κ ) .� (11)

In the nonstationary case, the distribution parameters µ (d)  
and σ (d)  become time-dependent and are expressed by:

µt (d) =
µt

dη
, σt (d) =

σt
dη
. � (12)

parameter can be stationary or can depend linearly or qua-
dratically on Ut :

µt =






µ0

µ0 + µ1Ut

µ0 + µ1Ut + µ2U
2
t

� (5)

and the log-transformed scale parameter can be stationary 
or can depend linearly on Ul :

log (σt) =
{

σ0
σ0 + σ1Ut

� (6)

For nonstationary models with two covariates, the location 
parameter can be stationary or can depend linearly or qua-
dratically on Ut  and Vt :

µt =






µ0

µ0 + µ1Ut + µ2Vt

µ0 + µ1Ut + µ2U
2
t + µ3Vt

µ0 + µ1Ut + µ2Vt + µ3V
2
t

µ0 + µ1Ut + µ2U
2
t + µ3Vt + µ4V

2
t

� (7)

and the log-transformed scale parameter can be stationary 
or can depend linearly on Ut  and Vt :

log (σt) =
{

σ0
σ0 + σ1Ut + σ2Vt

.� (8)

The shape parameters κ, and η , are kept constant, which 
is an assumption commonly made in nonstationary models 
(Katz et al. 2002; El Adlouni et al. 2007; Ouarda and Char-
ron 2019). The relationships of the distribution parameter σt  
with the covariates are restricted to the linear form. These 
latter limitations were imposed for reasons of parsimony 
because the number of model parameters increases rapidly 
with the complexity of the model and the record size can 
become a limiting factor. The nonstationary models are built 
by considering any combinations of functional dependency 
in Eqs. (5) and (6) for one covariate and in Eqs. (7) and (8) 
for two covariates. The case where both distribution param-
eters are constant (µ0  and σ0) is equivalent to the stationary 
model.

The two covariates introduced here are a climate index 
and time, representing the temporal trend. The climate index 
covariate is defined by the lagged 3-month average of a cli-
mate index with the most significant impacts on the response 
variable. The covariate of the temporal trend is defined by 
a series of integers incremented from 1 to the number of 
years required by the application. When n is larger than the 
number of years of observations, MDF relationships are 
extrapolated.
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J (ψ) = Var {∇�ind (ψ;M)}  is the variability matrix. The 
sample estimates of H (ψ) and J (ψ) can be obtained by:

Ĥ (ψ) = −1

n

n∑

t=1

∇
(
ψ̂;mt

)
, � (17)

Ĵ (ψ) = −1

n

n∑

t=1

u
(
ψ̂;mt

)
u
(
ψ̂;mt

)′
� (18)

where u (ψ;mt) = ∇�ind (ψ;mt) and mt  denotes the vector 
of maximum average number of deaths for the year t . Given 
that the second Bartlett identity is valid for each individual 
likelihood term, the cumbersome computation of the matrix 
H can be obtained alternatively by (Varin et al. 2011):

Ĥ (ψ) =
1

n

D∑

k=1

n∑

t=1

u
(
ψ̂;mkt

)
u
(
ψ̂;mkt

)′
,� (19)

3  Data

The data used in the present study consist in the over-
all all-cause daily mortality within each community from 
1983 to 2018 and are provided by the National institute 
of public health of Quebec (INSPQ). Gridded estimates 
of mean daily temperatures (average of the minimum and 
maximum temperatures) from the Daymet (Thornton et al. 
2020) data product were spatially averaged over the area 
covered by each community during the same period. From 
the raw temperature time series, heat wave events were 
extracted. Although there is no standard definition of heat 
waves, a basic definition of a heat wave generally implies an 
extended period of unusually high atmosphere-related heat 
stress (Robinson 2001). For illustration purposes, heat wave 
events are defined here as periods of at least two days with a 
mean daily temperature above the 90th percentile of histori-
cal summer (June-August) (Oudin Åström et al. 2013) tem-
perature in a given region. Figure 2 illustrates the impact of 
the heat wave events on the mortality in 2010 in the MMC. 
The first heat event had a significant impact on mortality 
as the daily mean temperature reached near 29 °C and the 
wave extended over several days. The other two heat events 
were shorter and less severe, and thus had no significant 
impact on daily mortality.

Climate index time series are available from the NOAA 
Physical Sciences Laboratory database (https://psl.noaa.
gov/data/climateindices/list/). The Atlantic multi-decadal 
oscillation (Trenberth and Shea 2006) index is obtained 
by applying a low-pass filter on area average sea surface 

To find ψ̂ , the estimate of ψ  that maximizes Lind (ψ;m), 
an optimization procedure should be used. In practice, the 
log likelihood �ind (ψ;m) = logLind (ψ;m) is maximized 
instead of Lind (ψ;m). In this study, the optimization func-
tion fmincon in Matlab® is used to find ψ̂ .

For model comparison, the Akaike information criterion 
(AIC) or the Bayesian information criterion (BIC) are fre-
quently used in statistics. They are defined by:

AIC = −2�ind

(
ψ̂;m

)
+ 2q , � (13)

BIC = −2�ind

(
ψ̂;m

)
+ log (n) q , � (14)

where q is the number of parameters in the model. Such 
criteria account for the goodness-of-fit and penalize models 
with more parameters. Because of the assumption of inde-
pendence among the likelihood terms in the definition of the 
independence likelihood, composite likelihood can be seen 
as a misspecified likelihood and the classical definitions 
should be generalized (Varin et al. 2011). Analogous crite-
ria for AIC and BIC based on composite likelihoods were 
introduced (Varin and Vidoni 2005) and have the following 
forms (Varin et al. 2011):

CL-AIC = −2�ind

(
ψ̂;m

)
+ 2dim (ψ) ,� (15)

CL-BIC = −2�ind

(
ψ̂;m

)
+ dim (ψ) log (n) ,� (16)

where dim (ψ) is the effective number of parameters esti-
mated by tr

{
J (ψ)H (ψ)−1

}
, H (ψ) = −E

[
∇2�ind (ψ;M)

]
 

is the sensitivity or Hessian matrix and 

Fig. 2  Impact of heat wave events on the daily number of deaths. The 
mean daily temperature is plotted with the daily number of deaths for 
the MMC during the summer of 2010. Heat wave events are identified 
by shaded areas
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during the summer season were extracted for each commu-
nity. A positive trend in the annual maximum mortality time 
series was observed in all durations for both agglomera-
tions. The potential impacts of large-scale modes of vari-
ability on daily mortality are explored here. For this, for 
each selected climate index, seasonal values were calculated 
(seasonal indices) using a moving window of 3-month aver-
age (Ouarda et al. 2019a, b) values to identify the seasons 
with the greatest impact on maximum mortality during the 
summer season. The correlations between the seasonal indi-
ces of the different lags and the detrended maximum mor-
tality time series for the different durations were calculated 
for each community. The seasonal climate indices leading 
to the maximum significant correlations for the different 
durations represent good predictors of the mortality and are 
hence selected as candidate covariates. In general, we con-
sider three-month windows that took place before the sum-
mer for which the mortality extremes are being analyzed. 
This is important as we are looking for covariates to serve 
as predictors of the mortality extremes and hence, they need 
to be available before the summer season of these extremes.

Table 1 illustrates the correlations obtained for the MMC 
with the selected climate indices for the optimal selected 
seasons. Results for the MMC are illustrated because the 
impacts are easier to detect than for QMC due to its larger 
population. The Student’s t-test is used to determine the sig-
nificance of the correlations at a level of 10%. The AMO 
index, known to have a significant influence on extreme 
summer temperatures in North America (Sutton and Hod-
son 2005) has a relatively weak impact here. AMO is a low 
frequency multi-decadal mode of variability and the length 
of one cycle may be too large for the relatively short obser-
vational period in this study to see a clear signal. Table 1 
indicates that the North Atlantic Oscillation (NAO) index 
averaged for the 3-month season of July-August-September 
(JAS) during the preceding year (denoted NAO(JAS−1) has 
the most important correlations for the MMC. Table 1 indi-
cates that the SOI, PDO and PNA have correlations with 
mortality higher than 20% for all durations. Correlations are 

temperature (SST) anomalies in the North Atlantic basin 
between 0 and 60°N. The AO is identified through an empir-
ical orthogonal function (EOF) analysis of monthly mean 
1000-hPa height anomalies over the northern extratropics. 
The NAO is the surface sea-level pressure difference between 
the Subtropical (Azores) High and the Subpolar Low. The 
NAO pattern is obtained from the first mode of a Rotated 
Empirical Orthogonal Function (REOF) analysis using stan-
dardized monthly 500 millibar height anomaly data between 
January 1950 and December 2000 over latitude 20–90°N. 
The second mode of the REOF yields the PNA pattern. The 
Pacific Decadal Oscillation (PDO) index is the leading prin-
cipal component from an un-rotated Empirical Orthogonal 
Function (EOF) analysis of monthly SST anomalies in the 
North Pacific Ocean, typically, polewards of 20°N (Mantua 
and Hare 2002). The Southern Oscillation index (SOI) com-
pares the standardized monthly sea level pressure anomalies 
between Tahiti and Darwin, Australia.

4  Results

The proposed non-stationary MDF approach is applied 
to observed daily mortality in the Montreal Metropolitan 
Community (MMC) and the Quebec Metropolitan Commu-
nity (QMC). All-cause mortality is chosen consistently with 
the current state-of-the-art literature (Masselot et al. 2023; 
Martinez-Solanas et al. 2021; Gasparrini et al. 2015), given 
that the mortality risk of extreme heat is consistent across a 
wide range of diseases (Burkart et al. 2021). With a popula-
tion of around 4 Million and 0.8 Million respectively, they 
are the two most populated agglomerations east of Toronto 
in Canada. These communities recently experienced severe 
heat waves, especially Montreal. Note that MMC is on aver-
age 3  °C warmer than QMC. The heat wave during July 
2010 caused a significant increase of 33% in the crude death 
rate in the province (Bustinza et al. 2013).

To build the MDF curves, the annual maximum of multi-
day averages of daily mortality over durations of 1 to 7 days 

Table 1  Correlation coefficients between the annual maximum of the mean mortality (detrended time series) and seasonal climate indices used as 
covariates in the nonstationary MDF relationship for the MMC area
Climate index Season Duration

1-day 2-day 3-day 4-day 5-day 6-day 7-day
AMO MAM 0.18 0.16 0.12 0.11 0.12 0.15 0.15
NAO JAS−1 -0.38** -0.41** -0.41** -0.43** -0.45** -0.43** -0.41**
SOI MAM -0.30* -0.34** -0.29* -0.27 -0.24 -0.22 -0.23
PDO NDJ 0.30* 0.26 0.23 0.25 0.23 0.20 0.20
PNA OND−1 0.28* 0.23 0.22 0.24 0.26 0.24 0.23
−1 denotes a season occurring before the current year
* denotes correlations statistically significant at p < .10.
** denotes correlations statistically significant at p < .05.
Bold indicates significant correlations at all levels considered
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for instance). The criterion CL-AIC (see Eq. (15)), an ana-
logue of the Akaike information criterion (AIC) based on 
composite likelihood (CL), is used for model comparison. 
CL-AIC accounts for the goodness of-fit and penalizes 
the more complex models with more parameters. For each 
model with a climate index, the optimal seasonal index in 
Table 1 was used.

Table 2 presents the maximized independence log-likeli-
hood (LL), the CL-AIC statistic and the model parameters 
for each MDF model obtained for both communities. The 
CL-AIC results in Table  2 represent a verification of the 
MDF relationships developed for the two metropolitan areas 
considered in this study. For a given selection of covariates, 
the relationships between model parameters and covariates 
are optimal relative to the CL-AIC. In all cases, with respect 
to the CL-AIC, nonstationary models lead to a substantial 
improvement in the goodness-of-fit in comparison to sta-
tionary models. This is so despite the penalty associated to 
nonstationary models in terms of CL-AIC because of their 
higher number of parameters. This indicates that nonsta-
tionary models provide a better fit to the data even when 
penalized for parsimony. The simple MDF Time model sig-
nificantly improves the stationary model, and this improve-
ment turns out to be superior to the one obtained with any 
model with only one teleconnection covariate. This under-
lines the importance of including climate change signal in 
modeling maximum summer mortality and indicates also 
that climate change signal is more important than climate 
variability signal in explaining maximum summer mortality 
for both the MMC and the QMC.

The models combining a climate index with Time lead 
generally to a better performance than the MDF Time 
model (or any model with a single teleconnection covari-
ate), despite the parsimony penalty. This means that climate 

significant for SOI and for 1-day to 3-day durations and are 
also significant for PDO and PNA for the 1-day duration. 
It is important to highlight that all indices selected for the 
model must be defined for months that occur either in the 
preceding year, or in the current year but before the summer 
season. This is important as these indices will serve as pre-
dictors for the summer extreme mortality events. It is also 
relevant to note that no causality tests were carried out in the 
present study. The approach we adopted tries effectively to 
explain a larger part of the data variability through the use 
of the climate oscillation covariates.

For illustration purposes, the impacts of the seasonal 
NAO index and long-term trend on heat waves are pre-
sented here. A conditional Poisson-Generalized Pareto 
model (Katz et al. 2002; Ouarda et al. (2019a, b) was fit-
ted to the heat wave frequency and intensity time series in 
the MMC. The covariate NAO (JAS−1) that has been iden-
tified as most correlated with mortality and the temporal 
trend (year) were used as covariates. Figure 3 presents the 
frequency of heat events in the MMC as a function of the 
Time and NAO(JAS−1) covariates. The graphs show the 
combined effect of the NAO index and the long-term trend. 
The negative relationship between NAO and the heat wave 
frequency and intensity can be noticed. An increasing tem-
poral trend in the frequency and intensity of heat waves, 
independently of the effect of NAO, can also be noticed.

The nonstationary MDF model was fitted to the mortality 
data in both communities (see details of the model in the 
Method section). The covariate representing the temporal 
trend is denoted here “Time”. One nonstationary model uses 
only Time as covariate (denoted MDF model “Time”). A 
second one uses a single climate index (denoted MDF model 
“NAO”, for instance) and a third model uses Time combined 
with a climate index (denoted MDF model “Time + NAO”, 

Fig. 3  Frequency and intensity of heat waves in the MMC as a function 
of the NAO index and the time. (a) Median quantile of the frequency of 
heat waves modeled with the Poisson distribution as a function of the 

covariate NAO (JAS-1) and Time. (b) Median quantile of the intensity 
of heat waves modeled with the generalized Pareto distribution as a 
function of the covariate NAO(JAS−1) and Time (b)
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duration and return periods until 2034 to show the expected 
evolution in the coming decade. In Fig.  4, the covariate 
Time was extended to the year 2034 to illustrate the predic-
tive mode of the model. Such a tool provides predictions 
of the expected maxima of mortality due to climate, that 
is characterized jointly by the magnitude and duration, and 
thus of expected stress on the health system.

MDF surfaces can also be obtained for a specific year of 
interest. Such graphs are illustrated in Fig. 5, where Time is 
set to 2030. The figure presents the predictions of the non-
stationary MDF surfaces of the modelled number of deaths 
for the MMC and QMC for the year 2030, as a function of 
the NAO values and the duration of the event (from 1 to 
7 days). Parallel surfaces show the various frequencies of 
interest. As the horizon of 2030 approaches, predictions of 
the value of the NAO become available and that restricts 
the range of the response surfaces. On October 2029, the 
value of the predictor NAO(JAS−1) (mean NAO value for 
the months of July-August-September of the year before 
the prediction year) is known and it is possible to have a 

indices successfully explain a part of the interannual vari-
ability in the maximum summer mortality. Overall, the best 
results are obtained with the MDF Time + NAO model for 
both communities, consistently with the correlations of 
Table 1. PNA is also a good candidate according to the LL 
and CL-AIC scores.

Stationary MDF curves would be represented on graphs 
with the intensity plotted against the duration where each 
curve represents a return period. In the nonstationary frame-
work, curves cannot represent the complete model because 
of the increase in dimensionality. However, response sur-
faces can be represented in a three-dimensional plot after 
reduction of the graph’s dimensionality by setting the dura-
tion, the return period or some of the covariates to fixed 
values. Examples of such graphs are presented in Fig.  4 
with the MDF Time + NAO model for the MMC and QMC. 
MDF surfaces are shown for different return periods where 
the duration is fixed to two days (Fig. 4ab) and for differ-
ent durations where the return period is fixed to 5 years 
(Fig. 4cd). Figure 4 also provides predictions of intensity, 

Fig. 4  Nonstationary MDF surfaces for the MMC and the QMC 
extended until 2034. Nonstationary MDF surfaces are shown for the 
MMC (a, c) and the QMC (b, d) as a function of the covariates Time 

and NAO. The summer mortality is presented for different return peri-
ods and a duration of 2 days (a, b) and for different durations and a 
return period of 5 years (c, d)
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population size leads to a smaller positive temporal trend for 
the QMC, and a reversal of trend for the MMC. The number 
of standardized daily deaths decreases in MMC which indi-
cates that the impact of climate warming is compensated 
for by human adaptation to heat, the adaptation measures 
adopted in the city of Montreal (measures to reduce heat 
island effect, green roofing, air-conditioning availability, 
etc.) and the fact that the population of the city of Montreal 
is younger than the population of the city of Quebec (a more 
administrative city). In the QMC, even when the effect of 
population increase is eliminated, the standardized number 
of daily deaths maintains a positive trend, reflecting among 
others the impact of climate change.

5  Discussion

The proposed nonstationary approach leads to MDF rela-
tionships that are conditional on time-dependent covariates. 
The covariates used here are the long-term trend (represent-
ing climate change) and climate oscillation patterns (repre-
senting climate variability). The use of climate oscillation 
patterns is justified by the fact that they are good predictors 
of heat waves (Loikith and Broccoli 2014; Chandran et al. 
2016), which in turn influence the daily mortality. The fact 
the temporal trend persists in the model despite the inclu-
sion of climate indices suggests that it captures additional 
source of change in mortality, such as demographic and cli-
mate changes.

The results obtained herein show that the goodness-of-fit 
is improved with the use of the nonstationary approach with 
covariates. The impacts of taking into account the time trend 
are crucial because of the large trend component of the mor-
tality time series. The temporal trend covariate accounts for 
climate change but also for other sources of trends not related 
to climate such as population changes, aging, air condition-
ing availability, etc. When climate indices are introduced in 
addition to the temporal trend covariate, the goodness-of-
fit is improved in comparison to the model introducing the 
temporal trend only despite the parsimony penalty resulting 
from the larger number of parameters in the model. Indeed, 

much more precise prediction based on the state of the NAO 
index. Needless to say, a more precise prediction would be 
obtained if we also integrate the information concerning 
other climate oscillation indices of interest for the MMC 
and QMC. The development of MDF models that are condi-
tioned on more than one climate oscillation index will make 
these models more reliable and more useful in practice.

A question can be raised concerning the contribution of 
population growth and population aging to extreme daily 
mortality and to the observed temporal trend. Figure 6 pres-
ents graphs of the Standardized (per 100000 persons) annual 
maximum of multi-day averages of daily mortality over 
selected durations during the summer season for each com-
munity. These graphs indicate that standardization by the 

Fig. 6  Standardized (per 100000 persons) number of daily deaths 
in each community for seleted durations. Graphs of the standard-
ized annual maximum of multi-day averages of daily mortality over 
selected durations during the summer season for each community

 

Fig. 5  Projections of nonstation-
ary MDF surfaces (summer 
mortality) for the MMC and the 
QMC for the year 2030. The 
nonstationary MDF surfaces 
for the MMC (a) and the QMC 
(b) with the covariate Time and 
NAO(JAS−1) where the time is 
set at the year 2030
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does not explain all modulations. Future work should focus 
on building models that integrate more than one index as 
covariate. The model presented in the present paper is a 
first step towards the development of public health models 
that take into consideration teleconnection effects. As more 
data becomes available, it will be possible to build models 
with more covariates.The proposed model allows also intro-
ducing other covariates than climatic ones. For instance, 
the population density and average age, and the depriva-
tion index are potential candidates for covariates that could 
improve the model. Mean summer temperature can also be 
introduced as covariate even if a part of the signal is already 
included in the climate indices.

The nonstationary MDF relationships are useful in public 
health management and allow integrating information con-
cerning future climatic and socio-economic or demographic 
scenarios into the model, while providing projections about 
the magnitude and duration of future heat wave mortality. 
Seasonal predictions of the occurrence of waves of mortal-
ity can be obtained directly as the climatic indices used in 
the model are readily available from observations before 
the summer heat episodes, therefore helping public health 
officials in the preparation of the next summer months in 
advance.

The approach presented herein still has a number of limi-
tations. First, as the MDF focuses on the maximum of each 
year, it does not necessarily represent well the whole annual 
heat-related mortality. In addition, in summers that are not 
exceptionally hot, the maximum intensity of the number of 
deaths can probably be unrelated to excess heat. Finally, 
the all-cause mortality approach used here includes sev-
eral causes unrelated to heat waves and can therefore blur 
the signal by mixing excess heat deaths with deaths from 
other causes. Still, the model leads to good results and pro-
vides useful information that goes beyond the information 
provided by other health planning and heat-health warning 
models, such as the worst-case scenario that can be expected 
by health services planners.

Future efforts should focus on overcoming the limitations 
listed above by considering over-mortality values, eliminat-
ing infectious-disease events, such as salmonella outbreaks 
or COVID-19, integrating additional climatic and non-
climatic covariates (such as population density, population 
growth, average population age, deprivation index, average 
family size, mean summer temperatures, atmospheric pol-
lution levels, presence and magnitude of heat island effect, 
etc.), developing regional models that take into consider-
ation the specificities of each region, and adopting an all-
peaks-over-threshold approach (Ribatet et al. 2009). The 
model should also be applied to different regions of the 
world under different climatic drivers. As the observational 
period becomes longer, the record lengths will encompass 

the use of dedicated estimation and model selection proce-
dure, in particular the CL-AIC, reduces the risk of overfit-
ting given its penalized nature and associated properties. In 
various contexts, the AIC has been shown to be equivalent 
to a leave-one-out cross-validation (Fang 2022).

This means that climate indices successfully explain a 
part of the interannual variability in the maximum summer 
mortality. This is an original result that underlines the impor-
tance of integrating climate change in mortality predictions, 
but also the importance of including climate variability indi-
ces in public health planning models. To the knowledge of 
the authors, no country has integrated teleconnection infor-
mation in their heat-health watch and warning systems or 
their heat-health adaptation plans.

Figure 3 indicates a linear response of mortality as a func-
tion of NAO values for QMC, while the relationship seems 
to be non-linear for MMC. The two communities are rela-
tively close (less than 300 km) and hence, the response to 
the various low frequency climate oscillation indices should 
be relatively similar. The difference in response should be 
due to other variables, such as average age (MMC popu-
lation is younger) or mean summer temperatures (QMC 
is on average 2 °C colder than Montreal during summer). 
Models integrating additional covariates should provide 
more detailed information about specific communities and 
would be of special interest for public health managers at 
the regional and local scales.

Figure 6 illustrates the importance of having the tempo-
ral component in the nonstationary model. This component 
takes into consideration a number of important factors such 
as climate change, population adaptation, population aging, 
municipal measures to reduce heat island effect, etc. The 
presence of the temporal trend component does not disturb 
the signal of the climate oscillation index, and the two sig-
nals provide complementary information.

Aside from NAO, it is important to mention that other 
indices enter into play and their effect is not linear with the 
NAO. This is so because these indices do not have the same 
cycle length, so their effects sometimes cumulate and some-
times cancel each other. The CMM and CMQ are in a region 
strongly influenced by the Atlantic modulations but also the 
Arctic and the Pacific, and as so this represents a region 
where teleconnection analysis is among the most complex. 
For instance, AMO has positive and negative phases that 
are on the average around 30 years long, while ENSO peri-
ods range between 3 and 7 years, and AO oscillations occur 
around every two years. Even the tropical Atlantic Ocean 
itself exhibits two primary modes of interannual variabil-
ity: the “equatorial mode” analogous to the Pacific El Nino 
phenomenon (ENSO) and a “dipole” mode without a Pacific 
counterpart. The integration of NAO in the model helps 
explain an additional part of the interannual variability but 
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