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Abstract
To assist physicians identify COVID-19 and its manifestations through the automatic COVID-19 recognition and classification 
in chest CT images with deep transfer learning. In this retrospective study, the used chest CT image dataset covered 422 
subjects, including 72 confirmed COVID-19 subjects (260 studies, 30,171 images), 252 other pneumonia subjects (252 
studies, 26,534 images) that contained 158 viral pneumonia subjects and 94 pulmonary tuberculosis subjects, and 98 normal 
subjects (98 studies, 29,838 images). In the experiment, subjects were split into training (70%), validation (15%) and testing 
(15%) sets. We utilized the convolutional blocks of ResNets pretrained on the public social image collections and modified 
the top fully connected layer to suit our task (the COVID-19 recognition). In addition, we tested the proposed method on a 
finegrained classification task; that is, the images of COVID-19 were further split into 3 main manifestations (ground-glass 
opacity with 12,924 images, consolidation with 7418 images and fibrotic streaks with 7338 images). Similarly, the data 
partitioning strategy of 70%-15%-15% was adopted. The best performance obtained by the pretrained ResNet50 model is 
94.87% sensitivity, 88.46% specificity, 91.21% accuracy for COVID-19 versus all other groups, and an overall accuracy of 
89.01% for the three-category classification in the testing set. Consistent performance was observed from the COVID-19 
manifestation classification task on images basis, where the best overall accuracy of 94.08% and AUC of 0.993 were obtained 
by the pretrained ResNet18 (P < 0.05). All the proposed models have achieved much satisfying performance and were thus 
very promising in both the practical application and statistics. Transfer learning is worth for exploring to be applied in 
recognition and classification of COVID-19 on CT images with limited training data. It not only achieved higher sensitivity 
(COVID-19 vs the rest) but also took far less time than radiologists, which is expected to give the auxiliary diagnosis and 
reduce the workload for the radiologists.
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Introduction

The current Corona Virus Disease 2019 (COVID-19) broke 
out and has spread over the world, resulting in more than 
900,000 confirmed studies [1] till the early April 2020. 
By January 30, 2020, WHO announced the outbreak to 
be an international health emergency and the Emergency 
Committee called on all countries to take measures to 
control this outbreak [2]. With the rapid spread of COVID-
19, it is crucial to detect this disease early, which can speed 
up treatment and prompt early patient isolation. Chest 
CT plays a very important role in radiologic detection, 
diagnosis, and assessment of COVID-19 [3]. The common 
patterns on chest CT scan present ground-glass opacity, 
patchy shadowing, as well as consolidation [3]. Chung 
et al. reported that 57% of their research objects suffers 
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ground-glass opacities, peripheral distribution in 33%, 
and opacities with a rounded morphology accounted in 
33% [3]. Guan et al. showed that ground-glass opacity is  
the most common image finding, which occurred in 50% of  
research studies and bilateral patchy shadowing in 46% [4].  
While, radiologic abnormality in chest CT is detected among  
all patients and 98% of them suffer bilateral involvement, 
which is verified by Huang et al. [5]. The consolidation in  
multiple lobular and subsegmental areas is the typical finding  
in ICU studies. The ground-glass opacity and consolidation  
in subsegmental areas are the representative findings in non- 
ICU studies. Chest CT imaging findings may emerge as 
feasible points for discernment in this patient population [3].  
These imaging findings have been included in the clinical 
diagnosis of COVID-19 [6].

With these characteristic manifestations in chest CT 
images, this study proposes the use of deep learning for 
COVID-19 recognition and expects to assist radiologists 
with diagnosis. The confirmation of COVID-19 on chest CT 
requires a certain amount of professional skills and enough 
experience that are variable among radiologists. Hence, 
certain differences may occur due to inter- and intra-observer 
variation. It could be a potential factor to compromise 
the epidemic morbidity. Truthfully, timely, and accurate 
estimation will increase survival in patients with COVID-19.

In recent years, the advanced techniques of deep 
learning have emerged as promising auxiliary diagnosis 
for disease recognition, which can automatically capture 
discriminative patterns of images and manage to identify 
the semantic information. For example, Cicero et al. used 
the GoogLeNet convolutional neural network (CNN) to 
classify abnormalities, including cardiomegaly, effusion, 
consolidation, edema, and pneumothorax, and achieved 
clinically useful performance in detecting and excluding 
common pathology on chest radiographs [7]. Lakhani et al. 
conducted the classification for pulmonary tuberculosis with 
deep CNNs and obtained 0.99 Area Under Curve (AUC) on 
chest radiographs [8].

Nevertheless, deep convolutional neural networks require 
plenty of data to train. Directly training the existing deep 
learning models from scratch for this disease recognition 
task is quite hard due to the quantitative limitation of chest 
CT images of COVID-19. In this case, overfitting will be a 
tough nut. Therefore, the transfer learning method could be 
applied for a good performance with limited training data, 
where a well-trained model for one task is re-purposed on 
other related tasks with the public available image datasets 
[9]. Transfer learning has been extensively applied in the 
medical field in the past few years. Yuan et al. presented 
a transfer learning model based on AlexNet for prostate 
cancer classification and got accuracy of 86.92% [10]. Zhang 
et al. used transfer learning model based on LeNet-5 for 
classification of benign and malignant pulmonary nodules 

on chest CT images [11]. Many supporting researches have 
demonstrated that transfer learning can achieve a superior 
performance even with a very limited dataset [12–16].

In this study, we investigated the use of transfer learning 
for recognition of COVID-19 on chest CT images. A two-
step classification is performed not only distinguishing the 
COVID-19 from the normal lung and other pneumonias 
but also taking different manifestations of COVID-19 
on chest CT images into consideration. Multi-structural 
residual networks (ResNets) have been adopted for this 
purpose. Distinguishing from other models, the layers are 
reformulated as learning residual function with reference 
to the layer inputs in ResNet, which not only are easier to 
be optimized but also can sequentially gain useful contents 
with increasing depth. He et al. concluded that the depth of 
representations was significant for visual recognition [17]. 
This will also be investigated in the proposed COVID-19 
recognition system.

Materials and Methods

Datasets

This retrospective study carried out on the modeling of imaging 
characteristics of studies at the Fifth Affiliated Hospital of 
Sun Yat-sen University. All datasets were deidentified and 
approved by the Fifth Affiliated Hospital of Sun Yat-sen 
University.1 Written informed consent was waived upon the 
urgent need to collect imaging data. All data were reviewed by 
2 board-certified and experienced radiologists. The sufferers 
of COVID-19 were confirmed by laboratory with positive 
results of reverse transcription-polymerase chain reaction 
(RT-PCR). The other pneumonias were confirmed by clinical 
physicians through imaging findings, clinical indications, 
hemograms, and etiological detection. Moreover, the data of 
other pneumonias before the appearance of COVID-19 were 
collected to avoid confusion. All experimental subjects were 
chosen according to the clinical disease diagnosis report. The 
dataset consists of in total of 610 studies (86,543 weighted CT 
images) from 422 subjects, including COVID-19 (72 subjects, 
260 studies, 30,171 images), other pneumonias (252 subjects, 
252 studies, 26,534 images) that contain 158 viral pneumonia 
subjects and 94 pulmonary tuberculosis subjects, and 98 
normal subjects (98 studies, 29,838 images). Particularly, the 
term of “subject” refers to the participant in the experiment 

1 The Institutional Ethics Committee of The Fifth Affiliated Hospi-
tal of Sun Yat-sen University has approved the commencement of 
the study. All procedures performed in studies involving human par-
ticipants were in accordance with the ethical standards of the insti-
tutional and national research committee and with the 1964 Helsinki 
declaration and its later amendments or comparable ethical standards.
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and “study” refers to the CT scan of a participant (i.e., subject). 
It is worth noting that in our work different CT scans of the 
same COVID-19 subject at different points in time (over 
a 5-day interval) are counted as individual studies as the 
COVID-19 progresses rapidly on chest CT images within a 
very short time period [33]. For the data splitting, we set the 
ratio of training/validation/testing to 70%/15%15%. Figure 1 
shows the framework of data splitting as well as the data 
statistics. Specifically, the experimental settings shown in 
the left part of the figure are for the COVID-19 recognition, 
including 3 categories, COVID-19, other pneumonias, and 
normal control, while the settings shown in the right part are 
for the manifestation classification of COVID-19, including 
3 categories, ground-glass opacity, fibrotic streaks, and 
consolidation [6]. In the work, the training set is to train the 
model, the validation set is for picking out the best trained 
model and the testing set is used for assessment of the model 
which is chosen by validation set. It is notable that the data 
splitting is conducted on subjects so that studies and images 
in a subject will always be in the same experimental data set. 
As a result, this can enhance the model examination to be 
much convincing, because it avoids the impact of potentially 
almost identical images being distributed into different sets 
when evaluating model performance. Moreover, a fivefold 
cross-validation is adopted for the promising performance 
evaluation. In particular, there will be 10% overlap in subjects 
between two adjacent folds.

Data Preprocessing

This study works on the findings of lung in CT slices. In order 
to eliminate the irrelevant content and make the algorithm 
model concentrate the area of lung, we isolate the lung region 

from the CT images. Specifically, we firstly convert images to 
the binary ones with a predetermined threshold of − 850 HU, 
and then execute a series of morphological erosion, opening 
and closing operations, remove_small_objects operation, and 
FloodFill operation [18]. After this processing, those contents 
outside the chest will be excluded. To further remove the 
bone and soft tissues out of lung, another threshold range of 
(− 850, 0) HU is set, similarly followed by erosion, closing 
operation, and remove_small_objects operation to correct 
small segmentation errors. Figure 2 shows some examples 
during the image processing. Moreover, to reduce variations 
among different images, normalization is performed on each 
image. The resulted images will be converted into JPG format 
and resized to 224 * 224 to suit the deep model learning. 
Additionally, before loaded into the model, those images will 
be executed with random crop and horizontal flip to increase 
the noisy and robustness.

Methods

Owing to the limitation of the quantity of COVID-19 
CT images, transfer leaning is a applicable way, which 
transfers the trained parameters from large-scale datasets 
of natural images to resolve the problem. There are many 
promising convolutional neural networks (CNNs), such 
as AlexNet [19], VGG [20], and ResNet [17], which have 
already been applied in various image related tasks and 
produced awesome results. For example, among these 
CNNs, ResNet or using it as the backbone has shown 
consistently state-of-the-art performance in ImageNet 
Large Scale Visual Recognition Challenges (ILSVRCs) 
[21] since the year of 2015, including the subtasks of 
image classification and localization, scene and place 

Patients with chest CT images in the Fifth 

Affiliated Hospital of Sun Yat-sen University

from February 10th, 2019 to February 10th, 

2020, n= 422, s=610, i=86543

Normal control
n=98, s=98, i=29838, 

a=42.3 12.3, f=50

Other pneumonias (viral 
pneumonia/ pulmonary 
tuberculosis), n=252(158/94), 

s=252, i=26534, a=43.4 10.9, 

f=128

COVID-19
n=72, s=260, i=30171, 

a=46.5 13.6, f=32

Training set 
n=296(295,297),

s=427(424,431),

i=60621(60284,61176)

Validation set 
n=63(62,64),

s=92(88,95),

i=12932(12455,13349)

testing set 
n=63(62,64),

s=92(88,95),

i=13034(12318,13504)

Ground-glass opacity
i=12924

Fibrotic Streaks
i=7338

Consolidation
i=7418

Excluded 2491 images 

due to obscure or other 

manifestations

Training set
i=19376

Validation set
i=4152

Testing set
i=4152

Fig. 1  Datasets diagram. The data splitting is based on the subjects in 
the COVID-19 recognition experiment (left), while it is based on the 
images for the COVID-19’s manifestation classification experiment 

(right). {n, s, i, a, f} denote the numbers of {subjects, studies, images, 
mean age ± sd, number of females}, respectively. Values in parenthe-
ses are the floating bands
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classification, and object detection in image and video 
[22–27]. Inspired by the above observations, we therefore 
explore the application of ResNet for the COVID-19 
recognition based on CT images. The key idea of ResNet 
is the use of convolutional residual block. The layers in a 
traditional network are learning the true output, whereas 
the layers in a residual network are learning the residual. 
It has been observed that it is easier to learn residual of 
output and input, rather than only the input. The use of 
residual block truthfully alleviates some problems like 
gradient vanishing and dimensionality curse coming with 
increasing number of layers. Now, there are multiple layer 
settings of ResNet, for example, ResNet with 18, 34, 50, 
101, or 152 layers. Considering the size of our dataset and 
the training time, we adopt ResNet18 and ResNet50 in 

this work, including pretrained and unpretrained models. 
Specifically, ResNet18 is composed of 8 identity mappings 
and a plain network which contains 17 convolutional 
layers and 1 fully connected layer. ResNet50 consists of 
1 convolutional layer, 1 fully connected layer, 16 identify 
mappings, and 16 bottlenecks. Each bottleneck contains 3 
convolutional layers. To satisfy the semantic classification 
in this study, the fully connected layer was modified with 
3 channels output in both networks, as shown in Fig. 3. 
In the pretrained network, pretrained parameters are used 
as the initialization of training classifier of COVID-19, 
where the classifier will be retrained on the new dataset 
by finetuning the weights. In the unpretrained network, the 
initial parameters are randomly set without any previous 
knowledge.

Fig. 2  Examples in the image 
preprocessing. a Original chest 
CT image. b, c Segmented chest 
after binarization, a series of 
morphological erosion, open-
ing and closing operations, 
remove_small_objects operation 
and FloodFill operation. d 
Mapping the original image to 
the area with pixel value of 1 
in the binary image, and get-
ting the original chest part. e, f 
Segmented lung with another 
binarization, followed erosion, 
opening and closing operation. 
g Mapping the original image 
to the area with pixel value 1 on 
binary image, and getting the 
lung region that we want

Fig. 3  Overall architecture of the proposed ResNet model
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As the task is a classification fashion, we thus employ the 
commonly used cross entropy loss as the objective function. 
The model is implemented by using the deep learning frame-
work Pytorch. Adam optimizer is used for model training, 
with a learning rate of 0.0001. However, to better train the 
model for classification of COVID-19 manifestation, two 
learning rates will be adopted simultaneously, 0.0005 for 
the fully connected layer and 0.00005 for the remainder of 
ResNet. The number of epochs is set to 50.

Results

We examine the performance of these proposed models 
with various experimental settings. Specifically, 4 kinds 
of ResNets are for comparison. They are ResNet18 
with unpretrained convolutional blocks, referred to as 
UP-ResNet18, and with pretrained convolutional blocks, 
referred to as P-ResNet18, and the similar settings for 
ResNet50, UP-ResNet50, and P-ResNet50. We adopt 
the commonly used evaluation metrics to report the 
performance on images basis, such as sensitivity,  
specificity, accuracy (one category vs the rest), and  
overall accuracy (the three-category classification).  
Tables 1 and 2 show the performance comparisons for  

the COVID-19 recognition task. Overall, all the four 
model versions achieve sufficiently good performances  
on the selected metrics, all of which reach over 90%. For 
the classification accuracy, all the 4 methods achieve  
over 92%, even up to 97% accuracy (COVID-19), and  
96% overall overall accuracy when using P-ResNet50 
(P   <  0.05). The best performances are 97.11% 
sensitivity (COVID-19) using P-ResNet18, 98.53% 
specificity (COVID-19) using P-ResNet50, and 97.79% 
accuracy (COVID-19) and 96.43% overall accuracy 
both using P-ResNet50 (P < 0.05). This demonstrates 
the proposed methods are able to identify the actual 
positives and negatives of each category in very high 
probabilities, especially for the COVID-19 studies even 
reaching up to 98% on specificity. In comparison with 
the UP-ResNets (UP-ResNet18 and UP-ResNet50), 
the pretrained ones achieve an improvement of 2.84% 
and 3.61% in terms of the overall accuracy (P < 0.05), 
respect ively.  The P-ResNets  (P-ResNet18 and 
P-ResNet50) consistently outperform their unpretrained 
ones in terms of the used performance. Tables 3 and 
4 show the performance comparisons for the COVID-
19 manifestation classification task. As the number of 
images in this used dataset is much limited, we only test 
the performance by using the P-ResNets (P-ResNet18  

Table 1  Comparison of 
sensitivity and specificity 
for different methods on the 
COVID-19 recognition task 
on image basis. The best 
performance is boldfaced, and 
“sd” denotes standard deviation

Sensitivity: Nx,tp

/

(Nx,tp + Nx,fn) . Specificity: Nx,tn

/

(Nx,tn + Nx,fp)

N the number of images, x the category, tp true positive, fp false positive, tn true negative, fn false negative

Method UP-ResNet18 P-ResNet18 UP-ResNet50 P-ResNet50

Sensitivity, mean (sd) (%) COVID-19 90.23 (9.62) 97.11 (1.05) 90.87 (8.00) 96.72 (11.59)
Other pneumonias 94.69 (5.65) 95.87 (4.95) 95.24 (4.05) 95.46 (4.06)
Normal 93.3 (4.43) 93.83 (4.60) 92.81 (3.48) 96.65 (2.66)

Specificity, mean (sd) (%) COVID-19 96.34 (3.55) 97.50 (2.15) 97.86 (1.40) 98.53 (2.04)
Other pneumonias 96.82 (1.80) 96.64 (2.60) 94.97 (2.19) 97.44 (2.00)
Normal 96.00 (5.61) 99.04 (0.75) 96.64 (4.08) 98.49 (0.79)

Table 2  Comparison of accuracy of each classification and total accuracy for different methods on the COVID-19 recognition task on image 
basis

Accuracy: (Nx,tp + Nx,tn)
/

(Nx,tp + Nx,tn + Nx,fp + Nx,fn)

Total accuracy: 
∑3

x
Nx,tp

�

N
aP values for the comparison of accuracy of UP-ResNet18 vs P-ResNet50
bP values for the comparison of accuracy of UP-ResNet50 vs P-ResNet50
cP values for the comparison of accuracy of P-ResNet18 vs P-ResNet50. P < 0.05 indicates a significant difference

Method UP-ResNet18 P-ResNet18 UP-ResNet50 P-ResNet50 P valuea P valueb P valueb

Accuracy, mean (sd) (%) COVID-19 94.47 (5.09) 97.32 (1.45) 95.69 (2.67) 97.79 (1.14) 0.021 0.021 0.041
Other pneumonias 96.02 (1.62) 96.15 (1.62) 95.01 (1.20) 96.75 (1.37) 0.031 0.027 0.039
Normal 94.79 (4.41) 96.75 (1.96) 94.93 (3.26) 97.72 (1.41) 0.024 0.022 0.034

Total accuracy, mean (sd) (%) 92.64 (5.38) 95.48 (1.68) 92.82 (3.08) 96.43 (1.36) 0.026 0.012 0.034
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and P-ResNet50). Similarly, both the methods achieve 
over 90% performance. The P-ResNet18 is able to 
achieve over 99% sensitivity (Ground-glass opacity) 
given the specificity value up to 98%, and the two 
values for P-ResNet50 are 98% and 99% (P < 0.05), 
which are very promising in both practical application 
and statistics. All the classification accuracies and 
overall top-1 accuracies reach up to 93%, which are very 
encouraging results in the classification community. In 
addition, we draw the receiver operating characteristic 
(ROC) curves for each of methods, and also report their 
area under curve (AUC) values in parentheses. Figure 4 
shows the comparison of the ROC curves and AUC 
values for the proposed methods in the two classification 
tasks. Results observed from the subfigures in Fig. 4 are 
consistent with the results in the above tables. We can 
find that their AUC values range from 0.988 to 0.999 
in COVID-19 recognition task and from 0.978 to 0.999 
in the COVID-19 manifestation classification task. 
Compared comprehensively, the P-ResNets perform 
better than the unpertrained ones, and P-ResNet50 
outperforms P-ResNet18 in the COVID-19 recognition 
task, while the P-ResNet18 achieves better performance 
than P-ResNet50 in the COVID-19 manifestation 
classification task. To visually show the results, we 

further give the predicted results of the 4 methods on 
the selected 6 COVID-19 images in Fig. 5. For the image 
in Fig.  5c, both the UP-ResNet18 and UP-ResNet50 
fail to identify it, while the pretrained ones succeed. 
In Fig. 5d, only P-ResNet50 predicts it as COVID-19, 
while other three models fail. The CT image in Fig. 5e 
shows grossly slight signal at lesion site that results 
in the prediction of normal from both unpretrained 
models, while the pretrained models can still tell the 
right results. In Fig. 5f), the lesion is almost invisible, 
where only P-ResNet50 distinguishes correctly. In brief, 
the pretrained models can capture the slight differences 
among close resemblances, especially P-ResNet50.

Moreover, the model P-ResNet50 that obtains best 
performance in image-based results is further evaluated 
on patient basis and compared with radiologists in 
testing set (39 studies of COVID-19, 37 studies of other 
pneumonias, 15 normal studies). Firstly, all images from a 
study are passed through this model one-by-one. Then, the 
classification result of the study is based on the proportion 
of the positives recognized by the model. Thereby, we set 
a proportion threshold for pneumonias. For example, if a 
certain proportion of images (larger than the threshold) in 
a specific study are recognized as COVID-19 positives, 
the study will be classified as a positive of COVID-19. 
Here, as we expect a high sensitivity for COVID-19, the 
threshold value is set to 5%. Figure 6 shows the results 
changes in the recognition of COVID-19 when setting 
different thresholds. Finally, the P-ResNet50 achieves 
94.87% sensitivity, 88.46% specificity, 91.21% accuracy for 
COVID-19 versus all other groups, and an overall accuracy 
of 89.01% for the three-category classification, as shown in 
Fig. 7 and Table 5. Similarly, the diagnostic performance 
of two board-certified and experienced radiologists is 
89.74% sensitivity, 93.41% specificity, 93.41% accuracy, 
and 91.21% overall accuracy. By comparing with the 
radiologist who needs 5–8 min to finish a CT diagnosis, 
the P-ResNet50 model takes only around 20 s to make it in 
our used implementation platform.

Table 3  Comparison of sensitivity and specificity for different meth-
ods on the manifestation classification task on image basis

Con. consolidation, Fib. Stre. fibrotic streaks, G.-G. Opa ground-
glass opacity

Method P-ResNet18 P-ResNet50

Sensitivity, mean (sd) (%) Con 90.02 (1.97) 86.93 (4.95)
Fib. Stre 89.23 (2.39) 90.98 (2.12)
G.-G. Opa 99.27 (0.28) 98.37 (1.33)

Specificity, mean (sd) (%) Con 96.13 (1.00) 96.36 (1.22)
Fib. Stre 96.69 (0.64) 95.29 (1.56)
G.-G. Opa 98.74 (0.32) 99.03 (0.48)

Table 4  Comparison of 
accuracy of each classification 
and total accuracy for different 
methods on the COVID-19 
manifestation classification task 
on image basis

Method P-ResNet18 P-ResNet50 P value

Accuracy, mean (sd) (%) Con 94.48 (0.64) 93.93 (0.53) 0.050
Fib. Stre 94.70 (0.28) 94.15 (0.66) 0.042
G.-G. Opa 99.00 (0.25) 98.72 (0.41) 0.031

Total accuracy, mean (sd) (%) 94.08 (0.55) 93.35 (0.61) 0.034
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(a) (b)

(c) (d)

(e) (f)

Fig. 4  Comparison of ROC curves for different methods on image basis. a–d are for the COVID-19 recognition task, and e–f are for the COVID-
19 manifestation classification task

237Journal of Digital Imaging (2021) 34:231–241
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Fig. 5  Example images of 
COVID-19. Format: (method: 
predicted result). a (All models: 
COVID-19). b (UP-ResNet18: 
other pneumonias, other 3 
models: COVID-19). c (UP-
ResNet18 and UP-ResNet50: 
Other pneumonias, P-ResNet18 
and R-ResNet50: COVID-19). 
d (UP-ResNet18, UP-ResNet50 
and P-ResNet18: Other pneu-
monias, P-ResNet50: COVID-
19). e (UP-ResNet18 and UP-
ResNet50: Normal, P-ResNet18 
and P-ResNet50: COVID-19). 
f (UP-ResNet18, UP-ResNet50 
and P-ResNet18: Normal, 
P-ResNet50: COVID-19)
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Conclusion and Discussion

This study focuses on auxiliary diagnosis for COVID-19 
with deep transfer learning, including distinguishing the 
COVID-19 from other pneumonias and normal control and 
classifying main manifestations (i.e., ground-glass opacity, 
consolidation, fibrotic streaks) of COVID-19 based on chest 
CT images. It is challenging to obtain adequate quality 
labeled dataset to training the virgin model, especially that 
COVID-19 just broke out. Transfer learning is therefore an 
appropriate method, which can benefit the model learning by 
some existing public available datasets in computer vision 
fields. The P-ResNet18 and P-ResNet50 are employed for 

Fig. 6  The sensitivity, specific-
ity, accuracy (COVID-19 vs 
the rest) and overall accuracy 
on patient basis along with the 
change of threshold value (test-
ing set)
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Fig. 7  Confusion matrices of 
P-ResNet50 predictions with the 
threshold of 5% (a) and radiolo-
gists diagnosis (b) on the testing 
studies
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Table 5  Comparison of COVID-19 diagnosis performances of 
P-ResNet50 (5% threshold) and radiologists on patient basis

Sensitivity 
(%)

Specificity 
(%)

Accuracy 
(%)

Overall 
accuracy 
(%)

P-ResNet50 94.87 88.46 91.21 89.01
Radiologists 89.74 93.41 93.46 91.21
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this purpose, which demonstrate good performance in this 
study as analyzed in the Results section. Moreover, the 
pretrained ResNet versions outperform the unpretrained 
versions. The number of neural network layers should be 
set by considering the dataset volume; a shallower model is 
much appropriate for a smaller dataset. The P-ResNet50 not 
only achieves higher sensitivity (COVID-19 vs the rest) but 
also takes far less time than radiologists, which is expected 
to give the auxiliary diagnosis and reduce the workload 
for the radiologists. Based on above, we can conclude that 
transfer learning is worth for exploring to be applied in 
recognition and classification of COVID-19 on CT images 
with limited training data.

As an initial step, lung segmentation is performed by 
using a series of heuristic operations. This process can 
potentially low the impact of lung surroundings, although 
some information may be lost due to the variable threshold 
which depends on parameters from a certain CT machine. 
Afterwards, we conduct classification for the introduced 
tasks by using the proposed models. Experimental 
results reported above show and verify that the proposed 
P-ResNets (P-ResNet18 and P-ResNet50) achieve very 
convincing performance. Specifically, for the COVID-
19 recognition, both the P-ResNets perform better than 
the UP-ResNets, and the model ResNet50 that has deeper 
layers successfully outperforms the shallow ResNet18. 
While for the other COVID-19 manifestation classification 
task, there is a different observation, that is, the shallow 
P-ResNet18 obtains better classification performance than 
P-ResNet50. This is mainly because that the data volume 
is more suitable for training a shallow neural network. 
Overfitting may easily come with the increasement of 
layers.

It is the most significant finding that transfer learning has 
tremendous potential in classification of medical images with 
its ability of capturing fine details despite limited dataset for 
training. In the future, we will explore to design a classifier 
chain, consisting of multiple independent classifiers, 
which is expected to further improve the performance with 
amplified advantages.

In addition, our work in a sense explores the application 
of CT scans in the diagnosis of COVID-19. Compared 
with the RT-PCR test (the practicable gold standard for 
COVID-19 diagnosis [5]) which is considered to have 
high specificity but low sensitivity (only 59–71%), CT 
is more sensitive than the initial RT-PCR (98% vs. 71%, 
and 88% vs. 59%) as reported in previous studies [28, 
29]. In our work, the sensitivity performance of the deep 
learning system also reaches up to 94.8%. In a sense, CT 
can decrease the probability of false-negative results in the 
RT-PCR assay. Furthermore, the RT-PCR process is time-
consuming. Differently, since CT equipment is widespread 
in such as China, the CT scan process is relatively simple 

and quick. As a result, CT can be used as a rapid screening 
tool for suspected patients in the severe epidemic area when 
RT-PCR tests are unavailable. There is another important 
application of CT in COVID-19; that is, it can benefit the 
assessment of disease scope and the follow-up assessment 
[30]. In summary, although presently the application of the 
chest CT scans in COVID-19 has some limitations, such as 
false-positives, low specificity, and cross-infection [31, 32], 
CT still plays a crucial auxiliary role in both diagnosis and 
follow up in this novel coronavirus.
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