
1. Introduction
The icy satellites and ocean worlds of the outer solar system display unique geologic features that may reflect 
processes analogous to those observed on the rocky bodies, but with a much different composition. Among 
these processes, cryovolcanism, the eruption of materials that would be volatile on Earth, but magma-like in 
far colder environments, has been invoked to explain a number of features. For example, resurfacing/smooth (at 
observational scale) terranes (Mitri et al., 2008; Showman et al., 2004), excess atmospheric volatiles (Choukroun 
et al., 2010; Quick et al., 2017; Tobie et al., 2006), plumes (Cooper et al., 2009; Manga & Wang, 2007; Roth 
et al., 2014; Sparks et al., 2017; Spencer et al., 2009), thermal anomalies (Abramov & Spencer, 2008, 2009), and/
or surface constructs/flow features (Figueredo et al., 2002; Lopes et al., 2007; Ruesch et al., 2016) observed on 
many icy bodies. Many of these observed features show very similar morphologies to volcanic features found on 
Earth and the Moon (Figure 1), suggesting that similar processes may be involved in their formation.

Lava flow emplacement is well studied for silicate compositions (e.g., Costa & Macedonio, 2005; Dragoni, 1997; 
Harris & Rowland, 2001; Valerio et al., 2008; Williams et al., 2000). However, translating our knowledge of this 
process to cryogenic regimes in the outer solar system becomes complicated by factors that can generally be 
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Figure 1.
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neglected when studying silicate systems, such as vaporization or sublimation of lava. The cryovolcanic phenom-
enon is an interdisciplinary topic that lies at the intersection of volcanology and hydrology. By taking aspects of 
existing models from both disciplines, this study aims to present a new model for cryolava flow emplacement.

1.1. Physical Considerations of Water-Ice Flows

Cryovolcanism and effusive cryolava flows specifically occupy a unique position at the intersection of volcano-
logy and hydrology. Cryolava flows are volcanic flows in the context of icy bodies but composed of very different 
materials to what is typically dealt with in the volcanology literature. Cryolava flows are dominated by water or 
brine, but exist in a very different context (pressure, temperature, gravity, etc.) than are typically dealt with in the 
hydrology literature.

As a dominantly water-rich composition erupts effusively into a low-pressure environment, the material (cryolava) 
will initially extend radially from a point source or laterally from a fissure, which typically reduces to one or more 
point sources over time (Wylie et al., 1999). Vaporization/boiling is likely the dominant mode of heat loss. Since 
the latent heat of vaporization for water is about seven times greater than that of fusion, the boiling off of a small 
amount of liquid will result in the formation of a much larger amount of ice. The material boils rapidly due to the 
low vapor pressure, quickly solidifying completely at the source if the effusion rate is relatively low. At higher 
effusion rates, flows may begin to channelize and extend further away from the vent.

Early carapace or roof formation is continuously disrupted by the turbulence, and vaporization of the under-
lying liquid water continues until the carapace becomes thick enough to exert sufficient hydrostatic/cryostatic 
pressure (∼600 Pa) to counteract the vapor pressure and contain the flow, which is then insulated/isolated from 
the low-pressure environment. This thickness is about 0.5 m for Europa or Ganymede, assuming pure H2O ice 
crystallization (Allison & Clifford, 1987; Quick et al., 2017). For higher (NaCl) brine content, the vapor pressure 
is lower (Dickson et al., 1965) and a smaller thickness is required. Quick et al. (2017) modeled dome emplace-
ment on Europa and estimated that it would take ∼7.5 days for a 0.5 m carapace to form from a water-dominant 
composition and ∼2 days for a 0.25 m carapace to form from a 30% NaCl brine. These are much longer timescales 
than the several hours estimated by Allison and Clifford (1987) for flows on Ganymede, which has similar surface 
conditions to Europa, suggesting inconsistency in the literature with respect to timescales of potential cryolava 
flow evolution.

The relationship between carapace formation and flow turbulence has not been adequately considered in many 
previous works (see Section 1.2). This relationship has implications for how cryolavas evolve during emplace-
ment. Specifically, many low-viscosity lavas on terrestrial bodies are tube-fed (Sauro et al., 2020), but the poten-
tial for tube formation as an emplacement mechanism depends on the ability of a lava flow to create a roof or 
crust. Tube formation in silicate lavas can result from surface cooling of a channelized flow (overcrusting), 
progressive growth from the margins of levees or shelves, or by inflation of existing lobes (Peterson et al., 1994). 
Cryolavas will have an additional complication of vaporization, as many of the icy bodies have little to no atmos-
phere. This vaporization will act to inhibit such overcrusting, and the turbulence of the low-viscosity flow would 
likely entrain the crystals that form as a result of vaporization-induced cooling. Therefore, we establish a working 
hypothesis of laminar flow being a prerequisite for the initiation of roof formation. If this is true, understanding 
where and when the turbulent to laminar transition occurs, and the physical state of the flow at that transition, 
becomes paramount to understanding cryolava flow emplacement.

We present a new model for the turbulent emplacement of cryovolcanic flows, combining elements from several 
previous models and addressing the shortcomings of each. The new model tracks the thermal evolution of the 
flow as well as its physical state until it reaches the turbulent to laminar transition. By doing so, we aim to predict 
the distances to which turbulent flows can extend, based on initial starting conditions, and determine the physical 

Figure 1. Morphological comparison between volcanic flows and domes on Earth and icy bodies. (a) Murias Chaos, Europa (∼100 × 77 km across, 235 m/pixel) 
imaged by Galileo SSI (image credit: NASA/JPL/University of Arizona). (b) Obsidian Dome, CA (1.3 × 1.8 km across, 50 cm/pixel) obtained from ESRI World 
Imagery (Maxar). (c) Doom Mons and Sotra Patera, Titan (∼70 km edifice diameter, ∼180 km long flow, 175 m/pixel) imaged from Cassini SAR and VIMS (image 
credit: Lopes et al. (2013)). (d) SP Crater, AZ (1 km across, ∼7 km long flow, 50 cm/pixel) imaged by EO-1 ALI (image credit: NASA Earth Observatory, Jesse Allen 
& Robert Simmon). (e) Geologic map of the Vulcan Planitia region on Charon demonstrating large-scale flood-like features in the light brown (Beyer et al., 2019). 
Refer to Figure 2 of Beyer et al. (2019) for explanation of other colors. (f) Edge of Oceanus Procellarum in the Marius Hills region of the Moon, demonstrating the large 
flood-like Maria in the dark red. Image was produced using the Lunar Quickmap with the unified geologic map overlay (Fortezzo et al., 2020). Refer to sources for 
explanation of other colors.
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state of the flow as it transitions to laminar behavior. This allows us to estimate aspect ratios (length:thickness) 
for turbulently emplaced cryolavas, in turn helping us to draw comparisons with morphologies of silicate flows, 
allowing further exploration of the silicate volcanism analogy. The working hypothesis of laminar flow being a 
prerequisite for roof formation is then revisited in light of the model results (see Section 5.4).

1.2. Previous Models

We draw on the literature/models from both volcanology and hydrology disciplines to model cryolava flow 
evolution. Williams et al. (2000) reevaluated the role of thermal erosion as a mechanism for lunar rille forma-
tion by modeling the heat budget and physical properties of a hypothetical lunar lava flow. This model is used 
throughout the planetary literature for examining channelized flows (Byrne et al., 2013; Hurwitz et al., 2012; 
Williams et al., 2001). The advantage of this model is the incorporation of a thermal erosion term that allows 
for downcutting into the substrate and assimilation of that material into the flow. However, the pitfalls of apply-
ing the Williams et al. (2000) model to cryovolcanism arise from the differences between silicate and aqueous 
systems. The heat budget for cryogenic systems is very different due to the low vapor pressures of the cryolavas 
and the rapid vaporization/crystallization that occurs when these liquids are exposed to the low-pressure surface 
environments of many icy bodies. The Williams et al. (2000) model also assumes a priori that the flow is incising 
a channel, that is, flow temperature is always above the melting point (solidus) of the substrate. For silicates, 
this assumption is valid since these values could be hundreds of degrees apart; the liquidus temperature of basalt 
is typically at least 200 K hotter than the solidus temperature. In the context of cryovolcanism, these tempera-
tures are much closer (tens rather than hundreds of degrees apart, or even zero if pure water is considered), and 
this  assumption becomes more tenuous. If the flow cools below the solidus temperature of the substrate (unlikely 
for silicates but expected for cryolavas), the thermal erosion term becomes negative and the equation breaks 
down. Even for silicate flows, it takes special conditions (long duration, high temperatures, and/or turbulence) to 
initiate thermal erosion.

Allison and Clifford (1987) modeled ice-covered water volcanism on Ganymede, using the thermal budget to 
assess flow evolution (i.e., thermal properties and ice cover thickness as a function of time) (Figure 2). This 
model is also heavily cited in the planetary literature when discussing extrusions of cryogenic material on icy 
bodies (Fagents, 2003; Kargel, 1991; Quick et al., 2017, 2019; Wilson et al., 1997). The advantage of this model 
is that it is already cryolava-specific, considers heat fluxes neglected in silicate systems (e.g., insolation), and 
incorporates crystallization of a roof or carapace. In practice, however, we believe that two of the simplifying 
assumptions may omit important characteristics of the cryolava flow evolution: (a) the flow is instantaneously 
emplaced and (b) a priori starts with an extremely thin ice crust that is allowed to thicken at each step. This is 

Figure 2. Schematic of evolution of hypothetical cryolava flow and the heat fluxes as defined by Allison and Clifford (1987). 
This conceptual model incorporated an ice covering from the initial emplacement that thickens over time.
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unreasonable due to the rapid boiling of the low vapor pressure material in the low-pressure environments that 
would disrupt initial formation of such a crust (Figure 2). Allison and Clifford (1987) admit that this assump-
tion results in an underestimation of the early cooling rate, but suggest that the inaccuracy is outweighed by the 
benefit of reduction in complexity of the numerical model. Furthermore, the changing physical state of the flow 
(e.g., viscosity, Reynolds number, and crystal content) is not considered, making it difficult to track the physical 
properties at any given step in time or distance.

Bargery and Wilson (2011) modeled the erosive potential of large flooding events on Mars. The physics of flood-
ing are fundamentally similar to that of an effusive cryolava flow. This hydrologic model provides a useful frame-
work for a volcanic model in the context of an icy body. It takes into account the rapid boiling in a low-pressure 
environment, fluid dynamic evolution due to both crystallization and eroded substrate material (cf. xenoliths 
and stream load), and does not rely on the same assumption of a thickening crust during turbulent flow (Allison 
& Clifford, 1987). Instead, Bargery and Wilson (2011) modeled Martian flood events (i.e., water flows) in four 
stages: (a) cooling to the liquidus, (b) onset of crystallization, (c) transition to bedload sediment transport, and 
(d) transition to laminar flow. However, this model has only three heat fluxes: viscous heating, heat loss through 
evaporation, and heat loss to melt/warm eroded substrate (i.e., xenoliths, from the cryovolcanic perspective). 
They modeled cooling as only occurring from the surface, so that heat loss to the eroded substrate effectively 
contributes to surface cooling, and thermal gradients in/through the base/substrate can be ignored. This model 
is also only a physical model and chemical changes are not considered. This means that this model only applies 
to pure water flows and that cooling stops at 273 K. Our adaptation of this model to briny cryolava is further 
described in Section 2.

2. Model Overview
The model presented here will be divided into several stages (Figure 3) as delineated by Bargery and Wilson (2011). 
Stage 1 is initial emplacement where the cryolava is turbulent, crystal-free, and begins cooling to its liquidus 
(i.e., saturation temperature) by boiling in the low-pressure environment. If the flow temperature is above the 
melting temperature of the substrate, thermomechanical erosion may take place where energy would be lost to 
the (partial) melting and assimilation of icy substrate material. This process simultaneously downcuts and adds 
material to the flow (i.e., increases flow thickness). If the flow is not emplaced initially superheated, this stage 
will be bypassed and stage 2 will become the starting point. Stage 2 is the onset of crystallization as the flow 

Figure 3. Conceptual model used in this work to define the expected behaviors during emplacement of a hypothetical turbulent cryolava flow. Each stage introduces 
new behaviors that have not previously been modeled together, tracking thermal, chemical, and physical changes simultaneously.



Journal of Geophysical Research: Planets

MORRISON ET AL.

10.1029/2022JE007383

6 of 36

cools below the liquidus. The turbulence eliminates internal temperature 
gradients, allowing uniform cooling throughout the flow. The solid parti-
cles (crystals  +  eroded substrate fragments) are also entrained in suspen-
sion as long as turbulence persists and mean crystal diameter remains small. 
Entrained substrate ice is no longer melted but is warmed, adding to the total 
solid content and consequent bulk viscosity increase. Stage 3 begins when 
the increasing solid content of the flow markedly affects its rheology, that is, 
increasing viscosity and decreasing Reynolds number leading to the reduc-
tion of turbulence, and possible development of a yield strength. The heat lost 
via boiling/vaporization continues through this stage, a key difference from 
Bargery and Wilson (2011). This stage is analogous to rivers when washload 
(i.e., particle transport near the free surface) becomes bedload (i.e., particle 
transport near the base) (Bargery & Wilson, 2011). Stage 4 is the transition 
from turbulent to laminar flow that results from the increasing solid fraction. 
This final stage will be modeled separately and functionally represents the 
end of the model being presented here.

We assumed equilibrium crystallization, so that crystal fractions can be 
calculated from the phase diagram (Figure 4) for a given temperature and 
bulk composition. The substrate was assumed to be homogenous, crystalline 
water ice. Porosity, permeability, fracturing, and impurities or heterogenei-
ties within this substrate were all factors that we exclude from this model that 
may be important in natural systems. Conduit behavior was also not consid-
ered here (e.g., pre-eruptive crystallization, volatile degassing, fragmenta-
tion, etc.). Although a gas phase may be expected in the conduit, and likely 

to escape at or near the vent, we did not include the effect of bubbles in the flow. We suggest that modeling a 
single-phase liquid with no bubbles can be considered a reasonable starting point.

We did not attempt to model complex multicomponent compositions, as much of the low-temperature ther-
modynamic data needed was not available for every relevant component (e.g., hydrates). Additionally, having 
multiple phases present exponentially increases the number of calculations and computation time for model 
execution. Therefore, we restricted this model to the water-rich side of simple binary aqueous systems to make 
implementation as straightforward as possible. Where compositionally specific data inputs were required, we 
used the H2O-NaCl system as it has a well-characterized phase diagram, known low-temperature thermodynamic 
data, and may be an important non-water-ice component on Europa's surface and ocean (Hand & Carlson, 2015; 
Poston et al., 2017).

3. Model Formulation
3.1. System Definitions and Initial Conditions

This model required definition of several chemical and physical parameters to be known and explicitly defined. 
These included: starting temperature of the erupted material (T0), ambient surface temperature (Ta), substrate 
melting temperature (Tsub), eutectic temperature of the chemical system chosen (Teu), eutectic composition for the 
chemical system chosen (Xeu), starting composition of the initial liquid (X0), substrate density (ρsub), density of 
the crystallizing ice (ρice), density of the eutectic crystallizing phase (ρsalt), diameter of crystallizing particles (D), 
initial flow thickness (h0), ambient surface pressure (Pa, can often be set to zero for negligible atmospheres), local 
ground slope (α), and gravity (g). These values were all considered constants within each model run.

In setting up the model, we assumed that cryolavas would be aqueous brines restricted to simple binary solutions 
on the water-rich side of the eutectic. We specifically used the H2O-NaCl system to demonstrate this model as it 
represents relevant constituents for extrusions on Europa with all of the required data being readily available. Real 
cryolavas will be more complex multicomponent brine mixtures, in part, dependent on the formation mechanism 
(e.g., Fagents et al., 2022; Melwani Daswani et al., 2021). We defined the starting temperature for the model 
as 273 K as that is the likely temperature of the ocean at the base of Europa's ice shell (Melosh et al., 2004). 
Sub-ambient thermal properties (e.g., heat capacity, latent heat, vapor pressure, etc.) were not available in some 

Figure 4. Dilute end of the H2O-NaCl phase diagram used to define the 
liquidus, track crystallization (lever rule), and define the eutectic. Hydrohalite 
(NaCl•2H2O) is abbreviated HH and curves were constructed from previous 
works (D. L. Hall et al., 1988; Sterner et al., 1988).
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other binary chemical systems. The model functions by calculating the mate-
rial properties and thermal budget at each time step to track flow behavior as 
it changes in temperature and crystal content. The Reynolds number was used 
to track the flow regime (i.e., turbulent or laminar) at each time increment of 
the model, and the model ends once the laminar flow regime was reached. 
However, flow velocity (u), friction factor (f), and Reynolds number (Re) 
are interdependent values, and therefore, were iteratively solved using the 
following equations (Williams et al., 2000):

𝑢𝑢turb =

√

4𝑔𝑔𝑔 sin 𝛼𝛼

𝑓𝑓
 (1)

� = [0.79 ln(Re) − 1.64]−2 (2)

Returb =
4𝜌𝜌bulkℎ𝑢𝑢turb

𝜂𝜂bulk
. (3)

The surface gravity of the body is g (m s −2), the flow thickness is h (m), and the ground slope is α, taken to be 
0.1°, ρbulk is the bulk flow density (kg m −3), and ηbulk is the bulk flow viscosity (Pa s). Equation 1 was modified 
from Britter and Linden  (1980) and Jarvis  (1995) and represents the velocity in response to gravity with no 
mass flux imposed. Equation 2 is the friction factor for pipe flow from Kakaç et al. (1987). Equation 3 is the 
general  form of the Reynolds number equation, which assumes that the characteristic length is the flow thickness 
(see Appendix A). The iteration of these equations was done at each time step. Additionally, we calculated the 
laminar velocity and laminar Reynolds number,

𝑢𝑢lam =
𝜌𝜌bulk𝑔𝑔𝑔

2
sin 𝛼𝛼

3𝜂𝜂bulk
 (4)

Relam =
4𝜌𝜌bulkℎ𝑢𝑢lam

𝜂𝜂bulk
. (5)

The critical Reynolds number represents the transition between turbulent and laminar regimes. Since the flow 
constantly evolves with temperature-dependent properties, the critical Re value will also be a moving target. 
Thus, instead of using a defined critical value that is valid for a single state of an evolving flow, the turbulent to 
laminar transition was determined by when the laminar Reynolds number became less than or equal to the turbu-
lent Reynolds number. Knowing the flow velocity (Equation 1) and defining the time step of the model (Δt) allow 
the distance away from the vent to be simply determined by

= 𝑑𝑑𝑡𝑡−1 + 𝑢𝑢turbΔ𝑡𝑡𝑡 (6)

where dt−1 is the distance (or flow length) from the previous time step, where d = 0 at t = 0.

The density used in these equations was the bulk density of the flow (ρbulk), which we calculated as a function of 
both temperature and concentration using the following equation:

𝜌𝜌bulk = (1 − 𝜑𝜑ice − 𝜑𝜑salt ) 𝜌𝜌liq + 𝜑𝜑ice𝜌𝜌ice + 𝜑𝜑salt𝜌𝜌salt (7)

where φice is the weight fraction of crystallized ice (Section 3.2), φsalt is the weight fraction of crystallized salt, 
which only occurs at the eutectic, ρliq is the density of the liquid phase, ρice is the density of crystallizing ice 
(920 kg m −3), and ρsalt is the density of the eutectic crystallizing salt phase (hydrohalite: 1,610 kg m −3). The 
temperature-dependent liquid density was taken from Equation 8 of Sharqawy et al. (2010):

𝜌𝜌liq =
∑5

𝑛𝑛=1
𝑏𝑏𝑛𝑛(𝑇𝑇 − 273.15)

𝑛𝑛−1
+

∑9

𝑛𝑛=6
𝑏𝑏𝑛𝑛𝑋𝑋(𝑇𝑇 − 273.15)

𝑛𝑛−1
+ 𝑏𝑏10𝑋𝑋

2
(𝑇𝑇 − 273.15)

2 (8)

where bn coefficients are provided in Table 1.

The following sections explain how the model handled various parameters. Section 3.2 focuses on the liquidus 
and crystallization calculations, Section 3.3 discusses how the model incorporated the erosion rate, Section 3.4 

b1 = 999.9 b6 = 802.0

b2 = 2.034 × 10 −2 b7 = −2.001

b3 = −6.162 × 10 −3 b8 = 1.677 × 10 −2

b4 = 2.261 × 10 −5 b9 = −3.060 × 10 −5

b5 = −4.657 × 10 −8 b10 = −1.613 × 10 −5

Table 1 
Coefficients for Liquid Density (Equation 8) From Sharqawy et al. (2010)
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explains how the rheological evolution of the flow was tracked, Section  3.5 defines the thermal budget and 
temperature evolution, and Section  3.6 explains how model calculations were updated once the eutectic was 
reached.

3.2. Liquidus and Crystal Fraction

Crystallization was a key component of the model as it affects both the heat budget (latent heat of fusion) and 
the rheology (viscosity and Reynolds number). In order to know when crystallization begins, an accurate liqui-
dus temperature (cf. saturation temperature and solubility curve) was required. For simple chemical systems, 
like the H2O-NaCl system, the liquidus can be determined as a function of temperature and composition from 
the phase diagram and equations of state. For the H2O-NaCl system, these are very well defined equations. D. 
L. Hall et al. (1988) presented the following equations of freezing point depression (i.e., liquidus, Tliq) for the 
H2O-NaCl-KCl system:

�liq = 273.15 −
[

�1(100�0) + �2(100�0)3
]

 (9)

𝐶𝐶1 = 0.4597 + 0.1440𝑆𝑆 (10)

𝐶𝐶2 = 2.227 × 10
−4

+ 1.999 × 10
−4
𝑆𝑆 + 4.633 × 10

−5
𝑆𝑆2

+ 1.123 × 10
−4
𝑆𝑆3 (11)

where Tliq is in K, X0 is the weight fraction of the NaCl in the initial liquid (i.e., salinity), and C1 and C2 are experi-
mentally determined coefficients where S is the NaCl/(NaCl + KCl) ratio. Here, we considered only the H2O-NaCl 
system, so that S remains constant at unity, and C1 and C2 become constants of 0.6037 and 5.8123  ×  10 −4, 
respectively.

Knowing the starting composition, the crystal fraction of ice was then calculated for any given temperature 
between the liquidus and eutectic (Teu) using the lever rule. Bodnar (1993) rearranged the equation from D. L. 
Hall et al. (1988) and put it in terms of temperature rather than composition

𝑋𝑋(𝑇𝑇 ) = 1.78 × 10
−2
(273.15𝑇𝑇 ) − 4.42 × 10

−4
(273.15 − 𝑇𝑇 )

2
+ 5.57 × 10

−6
(273.15 − 𝑇𝑇 )

3 (12)

where X is the weight fraction of NaCl in the bulk liquid as the flow evolves toward the eutectic. Applying the 
lever rule functionally results in the following equation:

𝜑𝜑ice =
𝑋𝑋(𝑇𝑇 ) −𝑋𝑋0

𝑋𝑋(𝑇𝑇 )
=

(

1.78(273.15 − 𝑇𝑇 ) − 0.0442(273.15 − 𝑇𝑇 )
2
+ 5.57 × 10

−4
(273.15 − 𝑇𝑇 )

3
)

− 100𝑋𝑋0

(

1.78(273.15 − 𝑇𝑇 ) − 0.0442(273.15 − 𝑇𝑇 )
2
+ 5.57 × 10

−4
(273.15 − 𝑇𝑇 )

3
)

. (13)

For the rest of the model, it was more useful to track X as a function of φice, so we redefine X as follows:

(𝜑𝜑ice) =
𝑋𝑋0

1 − 𝜑𝜑ice

. (14)

The above equations (Equations 9–14) are only valid between the liquidus and eutectic temperatures. Once the 
eutectic is reached, X was buffered at the eutectic composition (Xeu), and an additional solid phase (φsalt) begins 
co-crystallizing. The rate at which crystallization proceeds at the eutectic will be discussed in Section 3.6.

The crystal weight fractions (φ) can be converted to volume fractions (ϕ) by the following:

𝑉𝑉tot =
𝜑𝜑ice

𝜌𝜌ice
+

𝜑𝜑salt

𝜌𝜌salt
+

1 − 𝜑𝜑ice − 𝜑𝜑salt

𝜌𝜌liq
 (15)

𝜙𝜙ice =
𝜑𝜑ice

𝜌𝜌ice𝑉𝑉tot

 (16)

𝜙𝜙salt =
𝜑𝜑salt

𝜌𝜌salt𝑉𝑉tot

. (17)

The total amount of crystallized solids in the flow was then:

Σ𝜑𝜑xtal = 𝜑𝜑ice + 𝜑𝜑salt (18)
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or

Σ𝜙𝜙xtal = 𝜙𝜙ice + 𝜙𝜙salt (19)

for weight fraction or volume fraction, respectively.

3.3. Erosion/Incision Rate

Erosion (incision) rates of the substrate (bed) were important to consider as it may play a role in flow evolution 
in multiple ways. Substrate erosion can occur by mechanical erosion, thermal erosion, and/or thermomechanical 
erosion. Mechanical erosion occurs by the physical removal of substrate material via plucking, abrasion, and/or 
cavitation (Whipple et al., 2000). We incorporated a solid fraction of substrate, assumed pure water ice, which 
was mechanically eroded from the base of the flow (cf. xenoliths), which was included in the ice fraction:

𝜙𝜙erod =
ℎer

ℎ
. (20)

where her is the thickness (or depth) of material eroded from the substrate. This equation provides the instantane-
ous volume fraction of substrate material added to the flow for any given time step. Thus, we also calculated the 
cumulative volume fraction of eroded material added to the flow as

Σ𝜙𝜙erod =

∑𝑡𝑡

𝑡𝑡=0
𝜙𝜙erod,𝑡𝑡. (21)

The depth of material eroded (her) was calculated by

ℎer = 𝐸𝐸mechΔ𝑡𝑡 (22)

where Emech is the mechanical erosion rate (m s −1). We note that the particle size distribution of the eroded mate-
rial was not strictly defined and unlikely to be the same as the suspended, crystallized particles. However, to 
simplify the calculations, we assumed that the eroded material was equivalent to the crystallized material in size 
in order to neglect thermal and/or rheological heterogeneities in the flow.

Many of the equations and relations for mechanical erosion rates used in previous studies tend to be based on 
observational, empirical, or dimensional parameters that are not easily obtained (Hurwitz et al., 2010, 2012; Sklar 
& Dietrich, 1998, 2001; Whipple, 2004; Whipple et al., 2000). Generally accepted relationships for how volume 
fraction concentration or flow dynamics control mechanical erosion rate does not exist (Bargery & Wilson, 2011). 
We thus treated the mechanical erosion rate as follows:

𝐸𝐸mech =

(

𝑒𝑒

𝑌𝑌

)

ℎ𝑢𝑢𝑢𝑢bulk𝑔𝑔 sin 𝛼𝛼 (23)

where e is the erodibility of the substrate and Y is the strength of the substrate (Hurwitz et  al.,  2010). The 
ratio of erodibility to strength of the substrate represents the efficiency of incision (Sklar & Dietrich, 1998). 
This ratio also “aggregates the influence of many factors, including channel geometry, hydraulic roughness, 
the magnitude-frequency relations implicit in the assumption of a dominant discharge, and rock resistance to 
erosion, which will vary with incision process, rock type, degree of weathering and tectonic history” (Sklar & 
Dietrich, 1998). Functionally, this means that the values for both e and Y are very sensitive to the geologic context 
and thus poorly constrained for compositions and conditions at the surface of icy bodies. Therefore, we opted to 
use the values in Table 1 of Hurwitz et al. (2010) for erodibility and strength of the substrate. These parameters 
were intended for incision of basaltic lava into basaltic substrate on Mars. We would expect the erodibility to be 
higher and strength to be lower for ices than silicates, however, by exactly how much is uncertain. Without this 
information, we maintained the basaltic values as an approximation.

Thermal erosion will only occur when the flow temperature is above the melting point (solidus) of the substrate. 
As potential cryolavas are only likely to be superheated by a few degrees at most, if at all (Melosh et al., 2004), 
thermal erosion is only expected to be possible very near to the vent. Therefore, we did not include thermal 
erosion in this model. Thermomechanical erosion is a combination of thermal and mechanical erosion where 
the substrate is partially melted, allowing for more efficient mechanical erosion. Since we assume that thermal 
erosion is not important in the cryovolcanic context, and that the substrate is pure water ice instead of an impure 
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mixture, thermomechanical erosion was also neglected. Hence, only mechanical erosion was taken into account 
here.

3.4. Rheology

Many models exist for suspension rheology, that is, viscosity evolution as a function of solid volume fraction 
(Costa et al., 2009; Krieger & Dougherty, 1959; Roscoe, 1952, etc.). The choice of model becomes very impor-
tant for suspensions at moderate- to high-volume fractions, because changes in viscosity are many orders of 
magnitude from vent to final emplacement. Costa et al. (2009) produced a model for fitting bulk viscosity data of 
suspensions as a function of volume fraction. When plotted on a graph of log viscosity against volume fraction, 
this equation has a sigmoidal form. This represents the evolution of a crystallizing material better than other 
commonly used models, which asymptotically approach infinite viscosity at a critical solid volume fraction much 
less than 1, often close to the maximum packing fraction (Mader et al., 2013). At small-volume fractions, bulk 
viscosity is low, and the material is dominated by liquid behavior, so small amounts of solids do not influence the 
bulk material behavior much. At large volume fractions, the viscosity is high and the material is dominated by 
solid behavior, so small amounts of liquid do not influence the bulk material behavior much. However, at inter-
mediate volume fractions, the bulk viscosity evolves rapidly from liquid-like to solid-like behavior.

These behaviors can all be captured by an equation with the following form (Costa et al., 2009):

𝜂𝜂r =

1 +

(

𝜙𝜙total

𝜙𝜙∗

)𝛿𝛿

(1 − 𝐶𝐶3)
𝐵𝐵𝜙𝜙∗

 (24)

where

𝐶𝐶3 = (1 − 𝜉𝜉)erf

[
√

𝜋𝜋

2(1 − 𝜉𝜉)

𝜙𝜙total

𝜙𝜙∗

(

1 +

(

𝜙𝜙total

𝜙𝜙∗

)𝛾𝛾)
]

 (25)

𝜙𝜙total = Σ𝜙𝜙xtal + Σ𝜙𝜙erod. (26)

where ηr is the relative viscosity, which is the ratio of bulk or apparent viscosity to the viscosity of the liquid 
phase (ηr = ηbulk/ηliq). This convention allows for the comparison of the physical effect on viscosity imparted by 
the total solid volume fraction (ϕtotal) across different materials/compositions. ϕ* is the critical volume fraction at 
the onset of the rapid increase in viscosity (not the maximum packing fraction); δ, γ, and ξ (<<1) are empirical 
fitting parameters; and B is the Einstein coefficient with a nominal value of 2.5 for uniform spheres. The value 
of B depends on shape and size distribution of particles but has analytical solutions for only limited, simple 
cases (Brenner, 1974; Haber & Brenner, 1984; Rallison, 1978; Wakiya, 1971). Additionally, γ is a measure of 
how rapidly the relative viscosity increases as ϕtotal approaches ϕ*, while δ controls how fast relative viscosity 
increases as ϕtotal becomes greater than ϕ*.

For the viscosity of brine (ηliq), we used Equation 22 of Sharqawy et al. (2010):

𝜂𝜂liq = 𝜂𝜂w
(

1 + 𝐶𝐶4𝑋𝑋 + 𝐶𝐶5𝑋𝑋
2
)

 (27)

𝐶𝐶4 = 1.541 + 1.998 × 10
−2
𝑇𝑇 − 9.52 × 10

−5
𝑇𝑇 2 (28)

𝐶𝐶5 = 7.974 − 7.561 × 10
−2
𝑇𝑇 + 4.724 × 10

−4
𝑇𝑇 2 (29)

where ηw is the viscosity of pure water and C4 and C5 are temperature-dependent polynomials. The equation 
for water viscosity comes from the IAPWS 2008 (International Association for the Properties of Water and 
Steam, 2008):

𝜂𝜂w = 4.2844 × 10
−5

+
(

0.157(𝑇𝑇 + 64.993)
2
− 91.296

)−1

. (30)

We recognize that using the relation of Costa et al. (2009) as a predictive model for bulk viscosity imparts some 
uncertainty to our results and requires some assumptions to be made. Because of the lack of experimental studies 
relating B to particle aspect ratio and orientation, especially for crystallizing ice, we used the value for uniform 
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spheres. To remain consistent, we also use values for uniform spheres for the other empirical fitting parameters 
δ, γ, and ξ (Mader et al., 2013).

The apparent yield strength of the flow was also tracked during crystallization. We used Equation 30 of Bargery 
and Wilson (2011) to calculate yield strength (σy),

𝜎𝜎y = 0.1341e10.14𝜙𝜙total . (31)

This equation is an empirical fit to the data of Huang and García  (1998), Parsons et  al.  (2001), and Bowles 
et al.  (2003). While empirical, it allows for yield strength calculations for turbulent flow up to the high solid 
fraction. We additionally note a likely typographical error in the original text, which has the solid fraction term 
outside of the exponential. We recognize that it may be counterintuitive to track a yield strength in a model of 
turbulent flow. However, this apparent yield strength may be an important term in rheological laws for suspen-
sions and may become an important term for understanding flow cessation (see Section 5).

3.5. Thermal Budget

The model functions by calculating the material properties for a given composition at a given temperature and 
then calculating the heat balance to determine the change in temperature for the next time step. Figure 5 depicts 
the different heat fluxes considered in this model. The thermal budget was defined by the following:

Δ𝑄𝑄 = Σ𝑄𝑄gain − Σ𝑄𝑄loss = [𝑄𝑄insol +𝑄𝑄f ric] −
[

𝑄𝑄vap +𝑄𝑄erod +𝑄𝑄cond +𝑄𝑄rad

]

 (32)

where the change in thermal energy (ΔQ) is the difference between the sum of the heat gain terms and the sum 
of heat loss terms. Each of the constituent terms will be discussed in detail further. Additionally, the treatment of 
latent heat will be described in Equations 54 and 55.

Heat gained by insolation (Qinsol) is a heat flux that is typically ignored in lava flow modeling. Due to the much 
lower surface temperatures of outer solar system bodies, we have included it here. We used the equation of 
Allison and Clifford (1987),

𝑄𝑄insol = 𝐼𝐼(1 − 𝐴𝐴), (33)

where I is the incident insolation and A is the mean albedo. The value for I used here was 50.04 W m −2, which is 
the solar constant for the Jupiter system (Allison & Clifford, 1987). Using this value ensures that the insolation 
heat flux was the maximum possible for all calculations. The other heat gain term is frictional heat (Qfric), which 
is generated by converting head loss directly to heat. The equation of Allison and Clifford (1987) was used as 
follows:

𝑄𝑄f ric = 𝑢𝑢turb𝜌𝜌bulkℎ𝑔𝑔 sin 𝛼𝛼𝛼 (34)

Figure 5. Heat fluxes considered for modeling the turbulent regime of a hypothetical cryolava extrusion. Orange arrow size 
represents the qualitative relative magnitude of each heat flux.
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The justification for the implicit assumptions of both of these heat gain terms will be further discussed in 
Section 5.2.

The heat loss terms dominate the system, resulting in net cooling of the flow. Heat flux from radiative cooling 
was simple to implement, as it is strictly temperature and emissivity dependent. Radiative cooling (Qrad) was 
calculated as

𝑄𝑄rad = 𝜎𝜎𝜎𝜎𝜎𝜎 4 (35)

where σ is the Stefan-Boltzmann constant and ε is the emissivity, assumed to be 0.98 (Hori et al., 2006).

Heat loss through the base of cryolava flows has previously been implemented in three different ways. Allison 
and Clifford (1987) used a finite difference method to determine the heat flux at the base of the flow. Williams 
et al. (2000) calculated the heat loss at the base of the flow from the product of a convective heat transfer coef-
ficient (Huppert & Sparks, 1985; Williams et al., 2000) and the temperature difference between the flow and 
substrate melting temperature. Bargery and Wilson (2011) did not calculate a basal heat loss term directly, but 
argued that the eroded substrate material is continually incorporated into the flow, so that cooling results from 
heat transfer to the eroded material (xenoliths) rather than to the substrate. Of these three treatments, the finite 
difference method (Allison & Clifford, 1987) is the most rigorous, but can be time consuming and dramatically 
increases computing time when many iterations are required.

As a compromise, we elected to model the heat flux through the base of the flow (Qcond) as follows:

𝑄𝑄cond = 𝑘𝑘
(

𝑇𝑇avg

)

[

𝑇𝑇avg

𝑧𝑧

]

 (36)

where k(Tavg) is the thermal conductivity of water ice at the average temperature between the flow (T) and the 
substrate (Ta) over a depth (z) within the substrate (we considered the top 0.2 m of the substrate). The exact 
depth chosen will be shown to be inconsequential in Section 5.1. This equation models the heat flux without the 
thermal wave propagating through the substrate (i.e., the substrate is always at the fixed ambient surface temper-
ature). This also means that Qcond is always overestimated except for when the flow makes initial contact (see 
Section 5.1). The equation for thermal conductivity of ice comes from Ratcliffe (1962).

𝑘𝑘ice = 12.52 − 6.092 × 10
−2
𝑇𝑇 + 1.15 × 10

−4
𝑇𝑇 2. (37)

Because we included mechanical erosion, we also considered the heat lost to warming the eroded substrate mate-
rial (Qerod). Our equation was modified from Equation 23 of Bargery and Wilson (2011):

�erod =

⎧

⎪

⎨

⎪

⎩

�iceℎer�ice (�sub − �a) + �iceℎer�ice
f + �wℎmelt�w (� − �sub) , � > �sub

�iceℎer�ice (� − �a) , � < �sub

, (38)

where cice is the specific heat of ice (substrate), Tsub is the melting temperature of the substrate material, Lf ice is 
the latent heat of fusion of ice, hmelt is the thickness of eroded (and melted) substrate material adjusted for the 
volume difference between ice and water, and cw is the specific heat of water. When flow temperature is greater 
than the melting point of the substrate, energy is required to warm the eroded substrate material from the ambient 
surface temperature to its melting temperature, for the phase change itself, and then to warm the melted material 
to the flow temperature. However, if the flow temperature is below the melting point of the substrate, energy only 
goes into warming the eroded substrate material from the ambient surface temperature to the flow temperature.

The specific heat of ice (cice) was taken from Equation 16 of Ellsworth and Schubert (1983):

𝑐𝑐ice = 7.037𝑇𝑇 + 185. (39)

We note that there is a typographical error in this paper where the units for this value were described as 
kJ kg −1 K −1 but are actually J kg −1 K −1. At the eutectic, a second phase will co-crystallize. For the H2O-NaCl 
system, that phase is hydrohalite (NaCl•2H2O) with specific heat adapted from Equation 9 of Drebushchak and 
Ogienko (2020).
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𝑐𝑐salt =
(

8 × 10
−5
𝑇𝑇 2

− 0.0285𝑇𝑇 + 5.0365
)

𝑐𝑐NaCl − 0.248𝑐𝑐ice (40)

where cNaCl is the specific heat of pure NaCl in J kg −1 K −1. The polynomial term is a quadratic fit to their meas-
ured data in their Table 2. The following equation for specific heat of NaCl was fit to the data in Table 5 of 
Archer (1997) using a cubic polynomial and divided through by the molar mass of NaCl for unit consistency:

𝑐𝑐NaCl = 2 × 10
−8
𝑇𝑇 3

− 2 × 10
−5
𝑇𝑇 2

− 6.3 × 10
−3
𝑇𝑇 + 0.1476. (41)

The equation used for the liquid/brine phase (cliq) was taken from Equation 19 of Millero et al. (1973):

𝑐𝑐liq = 𝑐𝑐w + 𝐶𝐶6(1000𝑋𝑋) + 𝐶𝐶7(1000𝑋𝑋)
1.5 (42)

𝐶𝐶6 = −13.81 + 0.1938(𝑇𝑇 − 273.15) − 0.0025(𝑇𝑇 − 273.15)
2 (43)

𝐶𝐶7 = 0.43 − 0.0099(𝑇𝑇 − 273.15) + 0.00013(𝑇𝑇 − 273.15)
2 (44)

where cw is the specific heat of pure water, also taken from Millero et al. (1973):

�w = 4217.4 − 3.72(� − 273.15) + 0.141(� − 273.15)2 − 2.654

×10−3(� − 273.15)3 + 2.093 × 10−5(� − 273.15)4,
 (45)

and C6 and C7 are temperature-dependent polynomials. We used these specific heat equations for brine and water 
over more recent equations due to their ability to reasonably extrapolate down to lower temperatures beyond 
the range of calibration of the original equations, which were 278 and 308 K and 0 to 2.2 wt% NaCl (Millero 
et al., 1973). The heat capacity for the bulk flow was then calculated from the weight fractions of solid and liquid 
constituents by

𝑐𝑐bulk = (1 − 𝜑𝜑ice − 𝜑𝜑salt ) 𝑐𝑐liq + 𝜑𝜑ice𝑐𝑐ice + 𝜑𝜑salt𝑐𝑐salt . (46)

The final heat flux considered was the vaporization of the liquid material in the low-pressure environment. The 
heat loss from vaporization (Qvap) was calculated following Equation 22 of Bargery and Wilson (2011):

𝑄𝑄vap = 𝐿𝐿v

𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑
, (47)

where Lv is the latent heat of vaporization for the liquid phase, and dm/dt is the mass loss rate of material 
in kg m −2 s −1. Bargery and Wilson (2011) stated that the latent heat of vaporization has a slight temperature 
dependence,

𝐿𝐿v = 2.5 × 10
6
− 2730.1𝑇𝑇 𝑇 (48)

which we have included. The mass loss rate was calculated from the equation of Kennard (1938):

𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑
= 𝑍𝑍

(

𝑃𝑃liq − 𝑃𝑃a

)

(

𝑀𝑀w

2𝜋𝜋𝜋𝜋𝜋𝜋

)0.5

 (49)

where Z is the coefficient of evaporation, empirically determined to be 0.94 for water or ice (Tschudin, 1946), 
Pliq is the vapor pressure of the liquid in the flow, Pa is the ambient surface pressure (which can be neglected for 
most icy bodies), Mw is the molecular weight of the vaporizing phase (in this case water), and R is the universal 
gas constant. Vapor pressure (in Pa) as a function of temperature and concentration was taken from Equation 5 
of Nayar et al. (2016).

𝑃𝑃liq = 𝑃𝑃H2O × EXP
(

−4.58180 × 10
−4
(1000𝑋𝑋) − 2.04430 × 10

−6
(1000𝑋𝑋)

2
)

 (50)

where vapor pressure of pure water is:

𝑃𝑃H2O = 133.3EXP

(

−5631.1206

𝑇𝑇
+ 18.95304 log

10
𝑇𝑇 − 0.03861574𝑇𝑇 + 2.77494 × 10

−5
𝑇𝑇 2

− 15.55896

)

 (51)
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(Allison & Clifford, 1987; Clifford & Hillel, 1983; Lebofsky, 1975; Washburn et al., 1926). The mass loss rate of 
material was converted to a change in thickness by the following:

ℎv = 𝐸𝐸vΔ𝑡𝑡 =
1

𝜌𝜌bulk

𝑑𝑑𝑑𝑑

𝑑𝑑𝑡𝑡
 (52)

where Ev is a vaporization rate in m s −1.

The value for flow thickness for any given time step was then determined as follows:

ℎ = ℎ𝑡𝑡−1 + ℎer,𝑡𝑡−1 − ℎv,𝑡𝑡−1 = ℎ𝑡𝑡−1 + 𝐸𝐸mech,𝑡𝑡−1Δ𝑡𝑡 − 𝐸𝐸v,𝑡𝑡−1Δ𝑡𝑡, ℎ = ℎ0 at 𝑡𝑡 = 0 (53)

where the thickness from the previous time step gains the amount eroded from the substrate during the previous 
time step and loses the amount vaporized during the previous time step.

With each different flux defined, we then calculated the change in temperature of the flow for the upcoming time 
step by

Δ𝑇𝑇 =
Δ𝑄𝑄Δ𝑡𝑡

𝜌𝜌bulkℎ
(

𝑐𝑐bulk + 𝜑𝜑ice𝐿𝐿
ice

f

) (54)

This equation allows the change in internal energy of the flow to be partitioned into sensible and latent heat 
components. Thus, the latent heat is included implicitly in this model rather than explicitly (e.g., Allison & 
Clifford, 1987). Equation 54 is the key term solved at each step to define the starting temperature for the following 
step.

3.6. Eutectic Crystallization

Once the eutectic was reached, the temperature of the system was buffered until it completely crystallized or the 
model ended. Additionally, the eutectic introduced a second crystallizing phase, in this case hydrohalite, which 
needed to be accounted for in the crystal/solid fraction. Therefore, we calculated how much total crystallization 
was occurring at each time step, which was then partitioned into the two different crystallizing phases. To accom-
plish this, we used the following equation:

Δ𝜑𝜑total =
Δ𝑄𝑄

𝜌𝜌bulkℎ
(

(1 −𝑋𝑋eu)𝐿𝐿
ice

f
+𝑋𝑋eu𝐿𝐿

salt

f

) =
Δ𝑄𝑄

𝜌𝜌bulkℎ𝐿𝐿
eutectic

f

 (55)

where Δφtotal is the total amount of additional crystal fraction added (in weight fraction) at the given time step, 
ΔQ is the heat flux (W m −2), ρbulk is the bulk density of the flow (in kg m −3), Xeu is the eutectic composition (in 
weight fraction), and Lf is the latent heat of fusion for ice and hydrohalite, respectively (in J kg −1). We note here 
that the latent heat of fusion and other thermodynamic properties of hydrohalite are difficult to determine exper-
imentally due to difficulties crystallizing large quantities. Latent heats of fusion were measured by Drebushchak 
and Ogienko  (2020) for hydrohalite, and by Han et al.  (2006) for H2O-NaCl eutectic solution crystallization. 
Because of these difficulties and the fact that the eutectic composition (typically in terms of anhydrous solute) 
must be adjusted when considered in terms of a hydrated mineral, we have made a substitution in Equation 55 for 
the latent heat of the eutectic solution (Lf eutectic) from Han et al. (2006), rather than trying to adjust eutectic compo-
sitions. Once the change in total crystal fraction was determined, it was partitioned between ice and hydrohalite 
by the ratio of H2O to NaCl at the eutectic as follows:

𝜑𝜑ice = 𝜑𝜑ice,𝑡𝑡−1 + (1 −𝑋𝑋eu) Δ𝜑𝜑total,𝑡𝑡−1 (56)

𝜑𝜑salt = 𝜑𝜑salt,𝑡𝑡−1 +𝑋𝑋euΔ𝜑𝜑total,𝑡𝑡−1 (57)

where the change in total crystal content partitioned by the phase from the previous time step is added to the 
crystal content of the previous time step. Due to the complexity of all the interdependent parameters, a flowchart 
of operations has been created to help visualize how this process was carried out at each time step (Figure 6).
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4. Results
4.1. Establishing Turbulence and Entrainment

To demonstrate the relative effect of density and viscosity on the flow behavior, we calculated the Reynolds 
number (Equation 3) for defined thicknesses, densities, and viscosities and plotted them in Figure 7. Viscosity 
vastly outweighs density in contributing to the down-flow evolution of Reynolds number, because viscosity can 
change by orders of magnitude while density has a much more restricted range for any given cryolava. More 
importantly, this plot demonstrates that turbulence in cryolavas is likely to persist over an increase in viscosity of 
2–5 orders of magnitude with the wider range occurring at greater flow thicknesses. This suggests that flows may 
crystallize a significant fraction of material prior to reaching the laminar flow regime.

The 0.1-m-thick flows do not remain turbulent for very long once viscosity begins increasing and are otherwise 
too small to be resolved based on current observational data of icy bodies. For the thicker flows where turbulence 
persists over a wider range of viscosity (i.e., to greater crystal contents), a Stokes number calculation demon-
strates the particle sizes that are able to be entrained in a flow (Figure 8). The Stokes number (St) was calculated 
as follows:

St =

(

2𝜌𝜌ice + 𝜌𝜌liq
)

𝑢𝑢turb𝐷𝐷
2

144𝜂𝜂bulkℎ
 (58)

where D is the particle diameter (Eaton & Fessler, 1994; Fessler et al., 1994; Zhang et al., 2016). This effec-
tively represents the responsiveness of a particle to changes in the flow field. Particles with low Stokes numbers 
(St << 1) will follow the flow lines of the carrier fluid, while particles with high Stokes numbers (St >> 1) will 
have enough inertia to cross flow lines and not be entrained by the turbulence.

4.2. Heat Fluxes

Each of the individual heat fluxes described in Section 3.5 are plotted against distance in Figure 9. Because 
distances were so short for the 0.1 m thick flows, they were not plotted. We also note that since these plots are on 
a log scale, the initial conditions at t = 0 cannot be plotted. Thus, the data appear to be starting at a finite distance 
from the vent which is merely the results starting after the first time step. For each composition and each thick-
ness, the Qvap was at least two orders of magnitude larger than any other flux, accounting for more than 99% of 
the total thermal budget. The kink in the Qvap curves resulted from the onset of crystallization, which progresses 

Figure 6. Flowchart demonstrating model progression and functionality. Based on initial conditions and user input, the physical, chemical, and thermal states of the 
flow are calculated. If the temperature of the flow does not equal the eutectic temperature, a ΔT is calculated. For the next time step, the temperature is updated and state 
of the flow recalculated. This continues until the eutectic is reached or laminar flow begins. If the eutectic is reached prior to laminar flow, the temperature and bulk 
composition will be buffered and crystallization of two phases will allow the flow to continue evolving until the transition to laminar flow is reached and the model ends.
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down temperature and further from the vent as concentration increased. At the eutectic concentration, the temper-
ature was buffered at the eutectic temperature until solidification resulting in the horizontal line after the kink. 

Only the Qfric and Qerod heat fluxes varied to a noticeable extent with changes 
in flow thickness (Figure 9). Both Qfric and Qerod increased by 1–1.5 orders 
of magnitude with each order of magnitude increase in thickness. The other 
three fluxes (Qcond, Qrad, and Qinsol) maintained the same order of magnitude 
throughout all model runs.

Since the erodibility of the surfaces of icy bodies is poorly constrained, we 
have included results from an order of magnitude increase in this value. 
Changes in the erodibility term only affected the Qerod flux. As the erodi-
bility term was increased by an order of magnitude, Qerod increased by an 
order of magnitude as well. However, the Qvap term was still orders of magni-
tude larger than the other fluxes, for thicknesses less than 100  m and all 
compositions investigated (Figure 9). For the 100 m thick flows, Qerod started 
about an order of magnitude lower than Qvap. For more dilute compositions 
(<10–12 wt%), this order.

Of magnitude difference did not change much with increasing time or 
distance. For more concentrated solutions (>15 wt%), Qvap decreased nearly 
an order of magnitude, while Qerod came within a factor of four of Qvap. This 
was the only scenario where Qvap was not at least 1.5 orders of magnitude 
larger than all other fluxes. All other heat fluxes remained the same as previ-
ous runs.

To investigate how changes in slope might affect the results, the model 
was also run for an order of magnitude increase in slope. Changes in the 
ground slope term only impacted the Qfric and Qerod fluxes. Both terms were 
increased by ∼1.5 orders of magnitude with an increase in slope from 0.1° to 

Figure 7. Flow regime of potential cryolavas of different thicknesses and viscosities. The black dashed lines represent 
the transition zone between turbulent and laminar flow. Color indicates viscosity: 0.001 (purple), 0.01 (blue), 0.1 (green), 
1 (yellow), 10 (orange), and 100 Pa s (red). Densities are indicated by symbol shape: 900 (circles), 1,000 (squares), 1,100 
(triangles), and 1,200 kg m −3 (diamonds). As a crude contextual comparison, the yellow curves might be analogous to 
komatiitic liquid and the orange curves analogous to basaltic liquid.

Figure 8. Stokes number calculation (Equation 58) for ice crystals 
(ρ = 920 kg m −3) against the particle diameter. Solid blue lines represent 
maximum and minimum values for flow thicknesses between 0.1 and 100 m, 
velocities between 0.1 and 10 m s −1, and bulk viscosities between 1 and 
100 mPa s. The upper solid curve represents a maximum for the thinnest, 
highest velocity, lowest viscosity scenario. The lower solid blue curve 
represents a minimum for the thickest, lowest velocity, highest viscosity 
scenario. Dashed lines between the solid lines represent contours of order of 
magnitude changes of thickness, velocity, and/or viscosity.
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Figure 9.
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1° (Figure 9). This increase was only significant for the thickest of flows where the two fluxes approach 25%–50% 
of the Qvap term, instead of being <1%. However, since Qfric and Qerod were of opposite sign (i.e., the former a 
heat gain term and the latter a heat loss term) and similar scale, they essentially canceled each other out for all 
compositions and thicknesses investigated. All other heat fluxes, again, remained approximately unchanged and 
negligible. Thus, in every scenario, the Qvap flux dominated the thermal budget and was the only required heat 
flux for modeling the turbulent evolution of effusive cryolava flows.

4.3. Down-Flow Evolution

The model was run for initial thicknesses of 0.1, 1, 10, and 100 m and starting compositions between 5 and 
23 wt% (H2O-NaCl eutectic, Figure 4). We refer to individual model runs by initial composition and/or initial 
thickness. Both composition and thickness evolve throughout the model run and the reader should not assume 
that these initial values represent the conditions of the evolving flow at any point other than t = 0. The state of  the 
flow at the turbulent to laminar transition for each model run is presented in Table 2 and plotted in Figure 10.

For 0.1-m-thick flows, it took 12–203 s to reach the transition to laminar flow at roughly 3–40 m from the vent, 
depending on concentration. Flow thicknesses decreased from evaporative losses between 0% and 30% with the 
minimum and maximum decrease being for the 5 and 15 wt% runs, respectively. For the 1-m-thick flows, the 
transition was reached after 630–3,600 s (10.5–60 min), 580 m–3.3 km from the vent. Thicknesses decreased 
between 8% and 45% with the minimum and maximum decrease being for the 23 and 10 wt% runs, respectively. 
The 10-m-thick flows reached the transition after 9,250–37,800 s (2.6–10.5 hr), traveling 33–146 km. Thick-
nesses decreased between 9% and 59% with the minimum and maximum being for the 23 and 10 wt%, runs, 
respectively. The 100-m-thick flows reached 1,512–5,869 km, taking 110,410–459,730 s (1.3–5.3 days) to do so. 
Flow thicknesses at the transition varied between 35 for 10 and 91 m for 23 wt%. Figure 11 demonstrates these 
results as normalized values in the context of temporal evolution. The 5 and 20 wt% scenarios were chosen as 
a representative of dilute and concentrated solutions with intermediate concentrations demonstrating behavior 
in between these endmembers. More dilute concentrations decrease in thickness more readily due to the higher 
water content and lower vapor pressure. However, this trend does not hold for the 0.1-m-thick flows that freeze 
over much shorter times and distances that do not allow as much vaporization to occur.

The model was also run for the same compositions and thicknesses but with an increased value for the erodibil-
ity term. Since this term was very poorly constrained, we saw fit to investigate how sensitive the results were 
to changes in this term. The erodibility value used was originally for basaltic compositions but we expect ice to 
have a larger erodibility than basalt. These results are presented in Table 3 and plotted in Figure 10. When we 
increased the erodibility of the substrate by an order of magnitude, the distance to the turbulent-laminar transition 
remained unchanged for the 0.1, 1, and 10 m thick flows. For the 100-m-thick flows, the distance was reduced 
for all concentrations, ranging from 1,276 at 5 to nearly 5,000 km at 15 wt%. The timescales for these runouts 
remained unchanged for the 0.1- and 1-m-thick flows and were reduced by only 45–600 s (0.5%–2%) for the 
10-m-thick flows. The 100-m-thick flows were the only ones with a large change in timescale, being reduced by 
20,640–188,130 s (5.7 hr–2.1 days or 22%–69%). Results for thickness remained unchanged for the 0.1-, 1-, and 
10-m-thick flows, while the 100-m-thick flows were between 2 and 18 m thicker than the model runs with lower 
substrate erodibility.

Another parameter that may have a large impact on the results is the slope (i.e., local topography). The initial 
model retained a constant, near horizontal slope of 0.1°. To investigate the sensitivity of the results to this param-
eter, we have also made similar model runs but with a larger slope of 1°. These results are presented in Table 4 and 
plotted in Figure 10. When the slope was increased from 0.1° to 1°, the distance from the vent to the transition to 
laminar flow increased for all concentrations and thicknesses. Distances for the 0.1 m thick flow were roughly 4–5 

Figure 9. Evolution of heat fluxes along cryolava flows (see Figure 5) up to the turbulent-laminar transition showing that the effect of concentration, substrate 
erodibility, and slope do not change the dominant heat loss mechanism. Starting points of each curve is arbitrary due to the choice of time step and inability to plot from 
zero distance in a log scale. (left) Fluxes are plotted for the initial model run with erodibility e = 10 −3 and slope α = 0.1°. Fluxes are plotted for 1 m thick (solid lines), 
10 m thick (dashed lines), and 100 m thick (dotted lines) flows. Qvap is plotted in black, Qcond is plotted in purple, Qrad is plotted in green, Qerod is plotted in blue, Qfric is 
plotted in red, and Qinsol is plotted in yellow. (middle) Fluxes are plotted for a model run with e = 10 −2 and α = 0.1°. Qinsol, Qrad, and Qcond have been left off these graphs 
for clarity. Only the fluxes that have been affected by the changes in e or α have been plotted, along with Qvap for context. (right) Fluxes are plotted for a model run with 
e = 10 −3 and α = 1°. Qinsol, Qrad, and Qcond have been left off these graphs for clarity. Results for a 5 wt% starting solution are plotted in the top row and 23 wt% starting 
solution on the bottom row with intermediate compositions in the interstitial rows.



Journal of Geophysical Research: Planets

MORRISON ET AL.

10.1029/2022JE007383

19 of 36

times longer, 1 and 10 m thick flows were roughly 3 times longer, and 100 m thick flows were between 1.5 and 2.5 
times longer. The emplacement timescales of the 01 m thick flows were 15%–158% longer, the 1-m-thick flows 
were 1%–26% longer, the 10-m-thick flows were 1%–10% longer, and the 100-m-thick flows were 26%–64% 
shorter. The calculated thickness at the turbulent to laminar transition was either thinner or essentially the same 
as the results from the shallower slope for 0.1-, 1-, and 10-m-thick flows, ranging from 1 mm–30 cm thinner. The 
100 m thick flows were between 2 and 32 m thicker.

4.4. Turbulent to Laminar Transition

For the model runs of 5 and 10 wt%, the temperature of the transition to laminar flow was above the eutectic and 
decreased with increasing thickness (Table 2). While the eutectic temperature (252 K, Figure 4) was technically 
reached by the 10 wt%, 100 m thick flow, no salt crystallization actually occurred prior to the end of the model. 
For these model runs, and the 15 wt%, 0.1-m-thick run, the bulk compositions evolved toward more concentrated 
solutions as water-ice crystallized, increasing the solid fraction and viscosity enough to reach the transition to 
laminar flow prior to evolving chemically to the eutectic. All subsequent model runs reached the eutectic, and 

Initial 
thickness Time

Distance 
from vent

Bulk 
salinity

Transition 
temperature

Flow 
thickness Ice fraction

Salt 
fraction

Eroded 
fraction

Solid 
fraction

Flow 
velocity

Bulk 
viscosity

Yield 
strength

h0 (m) t (s) d (km) X (wt frac) T (K) h (m)
φice 

(vol frac)
φsalt 

(vol frac)
Σφerod 

(vol frac)
φtotal 

(vol frac)
u 

(m s −1) ηbulk (Pa s) σy (Pa)

X0 = 5 wt% T0 = 273 K

0.1 12 0.003 0.09 267 0.10 0.48 – 0.00 0.48 0.2 0.036 13

1 630 0.58 0.11 266 0.77 0.57 – 0.00 0.57 0.5 0.867 34

10 9,250 33 0.12 265 6.8 0.62 – 0.00 0.62 1.5 23.2 55

100 112,990 1,512 0.13 264 62 0.65 – 0.00 0.65 4.6 650 75

X0 = 10 wt% T0 = 273 K

0.1 97 0.02 0.16 261 0.08 0.42 – 0.00 0.42 0.2 0.030 7

1 2,485 2.0 0.20 257 0.55 0.54 – 0.00 0.54 0.4 0.561 21

10 37,800 114 0.22 254 4.1 0.60 – 0.00 0.60 1.2 11.6 37

100 459,730 5,128 0.23 252 35 0.62 – 0.01 0.64 3.4 283 47

X0 = 15 wt% T0 = 273 K

0.1 203 0.04 0.21 255 0.07 0.35 – 0.00 0.35 0.2 0.029 3

1 3,600 3.3 0.23 252 0.61 0.52 0.02 0.00 0.54 0.5 0.654 15

10 36,710 146 0.23 252 6.1 0.57 0.03 0.00 0.60 1.4 20.7 26

100 368,580 5,869 0.23 252 61 0.60 0.03 0.01 0.64 4.5 657 32

X0 = 20 wt% T0 = 273 K

0.1 124 0.03 0.23 252 0.09 0.33 0.03 0.00 0.35 0.2 0.037 2

1 1,520 1.6 0.23 252 0.87 0.49 0.06 0.00 0.55 0.6 1.02 11

10 16,150 72 0.23 252 8.6 0.54 0.07 0.00 0.61 1.7 35.5 18

100 164,720 2,890 0.23 252 86 0.57 0.07 0.01 0.65 5.3 1,107 23

X0 = 23 wt% T0 = 273 K

0.1 72 0.02 0.23 252 0.09 0.31 0.05 0.00 0.37 0.2 0.041 2

1 980 1.0 0.23 252 0.92 0.47 0.08 0.00 0.55 0.6 1.11 8

10 10,645 46 0.23 252 9.1 0.52 0.09 0.00 0.61 1.7 38.8 14

100 110,410 1,898 0.23 252 91 0.55 0.09 0.00 0.65 5.5 1,211 18

Note. The time step used was 1 s for 0.1-m-thick flows, 5 s for 1 and 10-m-thick flows, and 10 s for 100-m-thick flows. The initial temperature of the solution was 
273 K for each run.

Table 2 
Physical Conditions of the Flow at the Turbulent to Laminar Transition
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Figure 10. Plots of results from Tables 2–4 showing model output values of the physical conditions of the flow at the turbulent to laminar transition with interpolated 
curves for 0.1 (green), 1 (blue), 10 (orange), and 100 m (gray) initial flow thicknesses. Solid curves are data from Table 2, long-dashed curves are higher erodibility 
data from Table 3, and short-dashed curves are higher slope data from Table 4. Slope has a stronger control on the results than does substrate erodibility.
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thus, the transition temperature was constant for each of these scenarios (Table 2). As crystallization occurred and 
the composition of the liquid evolved, the bulk salinity of the liquid was consistent with the transition tempera ture 
as well, that is, when the temperature was buffered at the eutectic, the bulk salinity remained at the eutectic 
composition. The eutectic was reached for all investigated thicknesses at compositions >15 wt%.

The amount of crystallization that occurred before the transition to laminar flow was approximately independ-
ent of concentration, but strongly dependent on flow thickness. The 0.1-m-thick flows achieved 40 ± 11, the 
1-m-thick flows achieved 55 ± 3, the 10-m-thick flows achieved 61 ± 2, and the 100-m-thick flows achieved 
65 ± 1 vol% (Table 2). The amount of crystallization resulted in bulk viscosity increases of approximately an 
order of magnitude (∼0.01) for 0.1-m-thick flows, three orders of magnitude (∼1) for 1-m-thick flows, four orders 
of magnitude (∼10) for 10-m-thick flows, and 5.5–6 orders of magnitude (∼300–1,000 Pa s) for 100-m-thick 
flows from an initial viscosity of ∼1 mPa s. At compositions around ∼10 wt%, there was a bulk viscosity mini-
mum and compositions both more dilute and more concentrated tended to have higher bulk viscosities at the 
transition to laminar flow (Figure 10). This minimum became less pronounced with decreasing thickness and 
was no longer distinguishable at 0.1 m thickness. Flow velocities at the transition mirror the viscosity trends with 
a minimum at 10 wt%. The 0.1-m-thick flows reached 0.17 ± 0.02, the 1-m-thick flows reached 0.50 ± 0.12, the 
10-m-thick flows reached 1.5 ± 0.5, and the 100-m-thick flows reached 4.7 ± 1.7 m s −1. For each composition, 
the velocity increased by approximately a factor of three for each order of magnitude increase in thickness.

Changing the erodibility of the substrate did not significantly change the results for the 0.1-, 1-, and 10-m-thick 
scenarios at any composition (Table 3). The main influence of changing this parameter was observed to dampen 
the 10 wt% minima observed in viscosity, velocity, and thickness for the 100-m-thick flow scenario (Figure 10).

Changing the slope from 0.1° to 1° had a stronger effect on the results. The viscosity of the turbulent to laminar 
transition increased for every composition and thickness by roughly half an order of magnitude (Figure 10). 
For 10 wt% and 100 m thickness, it was closer to a full order of magnitude increase. The viscosity increase was 
accompanied by a 1–3 vol% increase in solid fraction at all thicknesses with the 0.1-m-thick case being much 
larger (6–14 vol% increase). Despite increasing the erodibility of the substrate, it was the increase in slope that 
had a larger effect on the amount of material eroded (Tables 3 and 4). The eroded material roughly doubled for 
the increased slope over the increased erodibility. For the 15 wt% 100-m-thick flow, enough material was eroded 
that the turbulent to laminar transition was achieved even before the eutectic temperature was reached. Veloc-
ity, in turn, roughly doubled across thicknesses and compositions (Table 4). Yield strengths also increased by 
roughly 2 times for 0.1-m-thick flows, 1.5 times for 1-m-thick flows, and 1.25 times for 10-m-thick flows. For 
the 100-m-thick flows, yield strengths decreased in a nonuniform way with a larger decrease at the more dilute 

Figure 11. Representative evolution of flow thickness (solid lines) and distance (dashed lines) as a function of time for the 5 (left) and 20 wt% (right) scenarios for 0.1 
(green), 1 (blue), 10 (orange), and 100 m (gray) initial flow thicknesses. Thickness, distance, and time are all normalized to the end transition to the laminar regime to 
allow each initial flow thickness to be directly compared. The legend applies to both graphs. These demonstrate similar temporal evolution. More dilute concentrations 
vaporize more material, and distance evolves in a similar linear fashion irrespective of concentration.
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concentrations (Figure  10). The increase in slope tended to decrease the thickness for more dilute composi-
tions; however, this effect was dampened with larger initial thicknesses. The effect was indistinguishable for the 
10-m-thick flows and the opposite effect was observed in the 100-m-thick flows, where the minimum at 10 wt% 
was erased as the thickness was nearly double from the initial result.

5. Discussion
5.1. Thermal Budget

The Qinsol and Qfric fluxes comprised the entirety of the Qgain term, both of which account for less than 0.1% of the 
total thermal budget for any investigated flow thickness. The assumption made in Section 3.5 about the incident 
insolation being roughly equivalent to the solar constant is therefore moot. Weaker insolation for icy bodies at a 
greater distance from the Sun, such as Enceladus or Pluto, will be even less important. Similarly, the assumption 
of head loss being completely converted to heat for Qfric is also unimportant. The frictional heating term was 
either many orders of magnitude less than the largest heat flux or canceled out by the Qerod flux.

Initial 
thickness Time

Distance 
from vent

Bulk 
salinity

Transition 
temperature

Flow 
thickness Ice fraction

Salt 
fraction

Eroded 
fraction

Solid 
fraction

Flow 
velocity

Bulk 
viscosity

Yield 
strength

h0 (m) t (s) d (km) X (wt frac) T (K) h (m)
φice 

(vol frac)
φsalt 

(vol frac)
Σφerod 

(vol frac)
φtotal 

(vol frac)
u 

(m s −1) ηbulk (Pa s) σy (Pa)

X0 = 5 wt% T0 = 273 K

0.1 12 0.003 0.09 267 0.10 0.48 – 0.00 0.48 0.2 0.036 13

1 630 1 0.11 266 0.77 0.57 – 0.00 0.57 0.5 0.868 34

10 9,205 33 0.12 265 6.8 0.62 – 0.00 0.62 1.5 23.3 55

100 92,350 1,276 0.12 265 68 0.63 – 0.03 0.66 4.8 744 59

X0 = 10 wt% T0 = 273 K

0.1 97 0.02 0.16 261 0.08 0.42 – 0.00 0.42 0.2 0.030 7

1 2,480 2 0.19 257 0.55 0.54 – 0.00 0.54 0.4 0.556 21

10 37,200 113 0.22 254 4.2 0.60 – 0.00 0.60 1.2 11.8 36

100 271,600 3,465 0.20 256 53 0.56 – 0.08 0.65 4.2 536 25

X0 = 15 wt% T0 = 273 K

0.1 203 0.04 0.21 255 0.07 0.35 – 0.00 0.35 0.2 0.029 3

1 3,600 3 0.23 252 0.61 0.52 0.02 0.00 0.54 0.5 0.655 15

10 36,625 146 0.23 252 6.1 0.57 0.03 0.00 0.60 1.4 20.5 25

100 319,020 4,997 0.23 252 66 0.50 0.02 0.13 0.65 4.7 758 13

X0 = 20 wt% T0 = 273 K

0.1 124 0.03 0.23 252 0.09 0.33 0.03 0.00 0.35 0.2 0.037 2

1 1,520 2 0.23 252 0.87 0.49 0.06 0.00 0.55 0.6 1.02 11

10 16,075 72 0.23 252 8.6 0.54 0.07 0.00 0.61 1.7 35.5 17

100 126,000 2,219 0.23 252 89 0.53 0.06 0.06 0.65 5.4 1,179 15

X0 = 23 wt% T0 = 273 K

0.1 72 0.02 0.23 252 0.09 0.31 0.05 0.00 0.37 0.2 0.041 2

1 980 1 0.23 252 0.92 0.47 0.08 0.00 0.55 0.6 1.12 8

10 10,590 46 0.23 252 9.1 0.52 0.09 0.00 0.61 1.7 38.2 14

100 83,180 1,428 0.23 252 93 0.52 0.09 0.04 0.65 5.6 1,266 14

Note. Physical conditions of the flow at the turbulent to laminar transition with a time step of 1, 5, 5, and 10 s, respectively, for 0.1, 1, 10, and 100 m thick flows. The 
initial temperature of the solution was 273 K for each run.

Table 3 
Sensitivity of Results to an Order of Magnitude Larger Erodibility (10 −2), Showing Minor Changes From the Results in Table 2
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Since cryolava flows are cold, it is perhaps unsurprising that the radiative cooling term was a minor contribu-
tion to the thermal budget, representing less than 0.1% of the total thermal budget. Furthermore, the conductive 
heat loss through the base (Qcond) was a fraction of a percent, despite being an overestimation, suggesting that 
our assumption of a 0.2-m-thick thermal boundary layer is also moot. While all of these fluxes remained in our 
calculations for consistency, and to allow for their use in other scenarios, we suggest that they can generally be 
neglected in order to simplify calculations for future models of cryolava flows of similar composition. Taken 
together, the thermal budget could be simply calculated by

Δ𝑄𝑄 = 𝑄𝑄vap (+𝑄𝑄erod −𝑄𝑄f ric) (59)

where there are no heat gain terms, and cooling is controlled by vaporization. This is demonstrated by the relative 
sizes of the arrows representing the heat fluxes in Figure 5. For flows thicker than ∼10 m, heat loss to eroded 
substrate (xenoliths) and frictional heat gain should also be included (Figure 9). These two terms tend to evolve 
together, but one can dominate over the other for certain conditions. Together, the three terms include more than 
99% of the thermal budget for all concentrations and thicknesses investigated.

Initial 
thickness Time

Distance 
from vent

Bulk 
salinity

Transition 
temperature

Flow 
thickness Ice fraction

Salt 
fraction

Eroded 
fraction

Solid 
fraction

Flow 
velocity

Bulk 
viscosity

Yield 
strength

h0 (m) t (s) d (km) X (wt frac) T (K) h (m)
φice 

(vol frac)
φsalt 

(vol frac)
Σφerod 

(vol frac)
φtotal 

(vol frac)
u 

(m s −1) ηbulk (Pa s) σy (Pa)

X0 = 5 wt% T0 = 273 K

0.1 31 0.02 0.10 267 0.09 0.54 – 0.00 0.54 0.33 0.176 23

1 760 2 0.11 265 0.73 0.60 – 0.00 0.60 0.94 4.22 44

10 10,220 108 0.12 265 6.5 0.64 – 0.00 0.64 2.8 117 64

100 76,850 3,280 0.11 266 73 0.60 – 0.08 0.67 9.2 4,385 44

X0 = 10 wt% T0 = 273 K

0.1 174 0.1 0.18 259 0.06 0.50 – 0.00 0.50 0.27 0.122 14

1 3,130 7 0.21 256 0.48 0.57 – 0.00 0.57 0.74 2.43 29

10 41,360 365 0.22 253 3.8 0.61 – 0.01 0.62 2.1 55.2 41

100 165,880 7,000 0.18 259 66 0.50 – 0.17 0.67 8.8 4,020 13

X0 = 15 wt% T0 = 273 K

0.1 350 0.2 0.23 252 0.06 0.45 0.01 0.00 0.46 0.28 0.109 8

1 3,635 10 0.23 252 0.61 0.55 0.02 0.00 0.57 0.93 2.83 20

10 36,910 461 0.23 252 6.1 0.58 0.03 0.01 0.63 2.7 108 28

100 256,010 10,957 0.22 253 70 0.39 – 0.28 0.66 9.0 4,576 4

X0 = 20 wt% T0 = 273 K

0.1 143 0.1 0.23 252 0.09 0.44 0.05 0.00 0.49 0.33 0.188 7

1 1,570 5 0.23 252 0.86 0.52 0.06 0.00 0.58 1.0 5.67 14

10 16,445 229 0.23 252 8.6 0.56 0.07 0.01 0.63 3.2 188 20

100 122,630 6,717 0.23 252 89 0.44 0.05 0.18 0.67 10.2 6,449 6

X0 = 23 wt% T0 = 273 K

0.1 91 0.1 0.23 252 0.09 0.42 0.07 0.00 0.50 0.33 0.213 5

1 1,030 3 0.23 252 0.91 0.50 0.09 0.00 0.58 1.1 5.71 11

10 10,955 149 0.23 252 9.1 0.54 0.09 0.00 0.63 3.3 204 16

100 81,970 4,363 0.23 252 93 0.47 0.08 0.11 0.67 10.4 6,861 8

Note. Physical conditions of the flow at the turbulent to laminar transition with a time step of 1, 5, 5, and 10 s, respectively, for 0.1-, 1-, 10-, and 100-m-thick flows. The 
initial temperature of the solution was 273 K for each run.

Table 4 
Sensitivity of Results to a Steeper Slope (1°), Demonstrating a Larger Change Between Results From Table 2 Than Is Found in Table 3
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5.2. Flow Geometry and Timescales

The 5 wt% NaCl liquid always underwent the turbulent to laminar transition at the shortest distance from the vent, 
while the 15 wt% NaCl liquid always transitioned at the greatest distance. This pattern also generally holds true 
for the timescales of transition to laminar flow, with the exception of the 100 m thick flow for 23 wt%, which 
reached the transition earlier despite covering a greater distance than the 5 wt% flow. This is likely due to the 
larger amount of eroded material incorporated into the flow that drives viscosity higher earlier in its evolution. At 
the other end of the spectrum, the 10 wt% 10-m-thick and 100-m-thick flows took the longest time to reach the 
transition despite being shorter than the 15 wt% flows of the same initial thicknesses. This is likely caused by the 
evaporative mass loss rate being higher for the 10 wt% flows. These flows reduce in thickness the most and there-
fore also slow down the most from their initial velocity. The 5 and 15 wt% flows lost the least and most material, 
respectively, for the 0.1-m-thick flows, but for all other thickness, the 23 flow lost the least and the 10 wt% lost 
the most. This is likely the cause of the minimum in several parameters observed in Figure 9 for 10 wt%.

As the material is lost from the system from vaporization in the low-pressure environment, the thickness of the 
flow in each run ultimately decreases as well. If the flow reaches the eutectic, then the flow will decrease thick-
ness by a similar percentage for a given concentration irrespective of initial thickness. For compositions that do 
not reach the eutectic (i.e., <12–15 wt%), the thicker flows tend to lose a larger percentage of the initial thickness. 
Again, a minimum thickness (alternatively, a maximum loss) exists at 10 wt% where only 55%, 41%, and 35% 
of the flow thicknesses are retained for 1, 10, and 100 m initial thicknesses, respectively. This minimum is not 
observed in the 0.1-m-thick runs. Both more dilute and more concentrated compositions retain larger percent-
ages  of the initial thickness. The observed minima correspond with the longest timescales of emplacement, that 
is, the longer the timescale, the more material is lost through vaporization.

The aspect ratios (length:thickness) can be used as a description of feature morphology. Aspect ratios calculated 
for each model run are presented in Table 5. Calculating this parameter allows us to begin drawing comparisons 
to observable features. If we find that many flows (flow-like features) have higher aspect ratios than our model 
predicts, this suggests that either the laminar flow regime adds significant length to the flow or tube formation 
may play a role in emplacement.

Features on Europa interpreted as cryovolcanic in origin tend to be domes (Figure 1a) or low-albedo, smooth 
deposits. Typical domes on Europa range from 3 to 10 km across with 40–100 m heights resulting in aspect 
ratios of ∼30–100, which are much smaller than we have calculated here (Fagents, 2003). However, domes are 
an inappropriate comparison to the types of flows we modeled, as they do not represent low viscosity, turbu-
lent flows. Dome emplacement, as modeled by Quick et  al.  (2017), requires starting viscosities at least five 
orders of magnitude larger than the starting material we used, meaning that they were certainly never turbulent. 
The low-albedo, smooth deposits tend to occupy low lying terranes, show lobate morphology, and appear to 
be the result of low-viscosity flooding (Fagents, 2003). However, the aspect ratios of these features cannot be 
determined because they are topography-limited flows, that is, they fill basins and depressions so any thickness 
information would not represent a true flow thickness but merely a depth of infill. Until higher spatial resolution 
imagery is available to identify smaller, thinner, and/or narrower features on Europa, we must look at other bodies 
for a morphological comparison to our model results.

Erodibility = 10 −3 slope = 0.1° Erodibility = 10 −2 slope = 0.1° Erodibility = 10 −3 slope = 1°

wt% 0.1 m 1 m 10 m 100 m 0.1 m 1 m 10 m 100 m 0.1 m 1 m 10 m 100 m

5 27 750 4,909 24,198 27 750 4,880 18,678 192 2,729 16,611 45,142

10 267 3,700 27,684 147,118 267 3,692 27,008 65,131 1,478 14,870 95,246 105,458

15 553 5,361 23,981 96,397 553 5,360 23,882 75,721 3,064 17,088 75,945 156,017

20 312 1,853 8,355 33,685 312 1,853 8,311 24,952 1,103 5,968 26,656 75,400

23 173 1,115 5,109 20,924 173 1,115 5,081 15,386 653 3,622 16,375 46,970

Note. These aspect ratios are that of the turbulent section of the flow and may differ from the final morphology that includes 
the laminar evolution.

Table 5 
Aspect Ratios (Length:Thickness) for Each of the Model Runs
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The next logical location to investigate would be the asteroid Ceres, which may also have effusions of chloride-rich 
brines (Ruesch et al., 2019; Thomas et al., 2019). Several flow features are present in craters (e.g., Occator and 
Haulani) that have been considered cryovolcanic as they appear to emanate from a source region and flow direc-
tion can be against the topographic gradient (Krohn et al., 2016). Lengths of these flows range from 0.5 to 20 km 
but thicknesses are poorly constrained. If the thickness of these flows is between 10 and 100 m, the aspect ratio 
could range from 5 to as high as 2,000, still slightly lower values than our model predicts. This could be explained 
by a compositional difference (flows on Ceres likely have carbonate and sulfate components) or by the flows 
being volume limited (flow arrests due to loss of mass flux rather than freezing in place, resulting in shorter 
flows).

Additionally, we draw another comparison to Mohini Fluctus (Figure 1c) on Titan as one of the most convincing 
cryovolcanic flow morphologies described. The length of the flow is roughly 140–180 km depending on the exact 
starting and ending points used. Flow thickness has been inferred to be tens of meters thick based on age and 
stratigraphic relations to surrounding dunes (Lopes et al., 2013). If we use 10–50 m as thickness estimates, the 
aspect ratio ranges from 2,800 to 18,000, consistent with the scale of the aspect ratios of our 10 m thick model 
results. We note that our model is inappropriate for flows on Titan as the presence of an atmosphere should reduce 
evaporative losses and introduce convective heat losses dramatically changing the thermal budget. However, the 
flow feature on Titan is likely the closest morphology to that predicted by our model. We also note that final flow 
dimensions will likely be larger than predicted by this model, because it terminates at the turbulent to laminar 
transition and not at the final flow length.

5.3. Turbulent to Laminar Transition

Many cryolavas are likely to be aqueous brines, predominantly crystallizing water ice upon cooling below the 
liquidus. Due to the turbulent nature of the low viscosity material, the heat loss will distribute evenly throughout 
the flow resulting in a supercooled liquid. Temperature gradients at the top and base of the flow will result in 
ice crystallization locally at each boundary, while the turbulent supercooled liquid also promotes ice nucleation 
(Makkonen & Tikanmäki, 2018). In turbulent waters, ice forms as fine, suspended crystals commonly referred to 
as frazil (Tsang & Hanley, 1985). These fine particles will remain in suspension acting to increase the viscosity 
of the flow. However, in supercooled water, the ice particles have adhesive properties (Tsang, 1982) and will 
tend to flocculate/agglomerate as they collide in the turbulence (Reeks, 2014; Stickler & Alfredsen, 2009). Ice 
flocculates/agglomerates will attach to the substrate forming a layer of anchor ice (Stickler & Alfredsen, 2009; 
Tsang, 1982). This anchor ice formation is facilitated by the turbulence, which helps to counteract the buoyancy 
effects of the less dense particles. However, for briny composition (i.e., higher salinity), these adhesive properties 
are diminished (Hanley & Tsang, 1984; Tsang & Hanley, 1985). Our model does not account for anchor ice depo-
sition/accumulation, which could be important for pure water flows. However, we expect a higher brine content 
in erupted cryolava, and thus, diminished adhesive properties of the crystallizing phase(s).

Flocculation/agglomeration of particles is also not considered in this model. This could be a mechanism that 
allows formation of a carapace, or even cryolava tubes, in the turbulent regime prior to transitioning to laminar 
flow. If the individual crystals grow in size or accumulate together, the particle diameter (or effective diameter) 
could become large enough to no longer be entrained in the flow (i.e., large Stokes number). With such large 
particles (>∼1 cm), fractionation of the solid volume fraction would be possible, resulting in rafts of ice on top 
of the turbulent flow (Figure 8). This may result in flow insulation/isolation from the low-pressure environment 
closer to the vent than predicted by our model, ultimately leading to longer-lived flows in both distance and time. 
Efficient crystal floatation would also influence the flow viscosity. The physical effect on the bulk viscosity of 
adding crystals tends to be larger than the effect of changing temperature or changing composition from forming 
crystals. Crystal fractionation would essentially remove this physical effect, suggesting that the viscosity of the 
remaining fluid would increase much more slowly, and runout distances may increase.

Once flows reach the transition to laminar flow, we predict that there will be a large volume fraction of entrained 
solids, ∼55%–67% (Tables 2–4). There are several options for flow behavior once this transition is reached. The 
first option would be for Stokes' Law floatation and fractionation of the solids to occur rapidly, creating an insu-
lating carapace atop the flow. This very well may be the mechanism that allows cryolava tubes to form. However, 
at roughly 60 vol% solids at the transition, the size of the tube would likely be small. If tubes were to form, the 
separation of solids would likely lead to re-initiation of turbulence in the remaining flowing liquid. Another 
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possibility is that the flow would evolve and persist as a slush, advancing much like an “a” a flow until complete 
solidification. Alternatively, it is possible that the flow would be choked by the large solid fraction, so that the 
laminar flow regime would not last very long in time or distance. If the crystals form an interlocking framework, 
increasing the yield strength, the remaining liquid phase may be able to drain from the flow. This may manifest in 
the form of moats or icings around the peripheries of the flow front. If draining of the liquid does not occur,  infla-
tion may dominate until the rupture of the crystal framework occurs. These ruptures may heal themselves as the 
exposed liquid rapidly boils away or a breakout lobe may spawn perpetuating flow advance. This would be highly 
dependent on the mass flux being maintained at that distance from the vent.

Conditions in/of the conduit would have a strong control over downflow evolution. One example would be an 
initial flow velocity imposed from the flux out of the vent. This could result in higher starting velocities than 
modeled here, implying larger Reynolds numbers, longer distances to the turbulent to laminar transition, and/
or higher mechanical erosion rate (more erosive power). However, understanding the state and evolution of the 
conduit would require an entire modeling effort itself, which we did not attempt to broach in this work.

5.4. Cryolava Tube Formation?

The motivation for creating this model was to develop a new model for the turbulent emplacement of cryovolcanic 
flows in low temperature and low-pressure environments that does not assume the flow to be roofed by solid ice 
from its initiation. The results allow us to investigate more closely the feasibility of lava tubes as an emplacement 
mechanism in cryovolcanic contexts. Our results suggest that potential cryolava flows could remain turbulent for 
over 100 km and with crystal contents up to 60%–65% (Tables 2–4). Flows would then likely have crystallized too 
much before reaching the point where a stable roof could form and tubes initiate. However, this does not preclude 
the possibility of earlier roof formation in the turbulent regime. Flocculation, agglomeration, or even just crystal 
growth (as mentioned in Section 5.3) could result in particles large enough to no longer be entrained, resulting 
in Stokes' Law separation (floatation) of those particles and a transition to something more like Figure 2. The 
floatation of many large particles could potentially form a roof/carapace that begins to resemble something like a 
lava tube, assuming enough particle flotation occurs to create a roof of requisite thickness (0.25–0.5 m) to hold up 
against the vapor pressure of the fluid. Such a scenario drastically changes the material property evolution from 
the results of this model. Fractionation of the solids in the flow would mean that the rheology no longer evolves 
as quickly and the vaporization is restricted. Maintaining a low viscosity and eliminating the largest heat flux 
cooling the flow suggests that it may travel faster and/or farther than modeled here.

Cryolava tubes would likely require large volumes of erupted material, either to form thick enough flows or to 
allow regular pulses that travel through preferred pathways essentially forming a tube out of multiple flow units 
(e.g., Gregg, 2017; Roberts & Gregg, 2019). Because of the difficulties in amassing large quantities of liquid 
in an ice shell, large volumes of cryomagma are not expected (Lesage et al., 2020). Thus, evidence for effusive 
cryovolcanism (let alone large-scale) is expected to be rare.

5.5. Silicate—Cryolava Comparisons

Silicate liquids will not boil in the low-pressure environment, so the crust on top of the flow forms mainly by 
radiative heat loss at the interface. Cryolavas are much colder and do not lose significant heat through radiation 
(Figure 9). Instead, they lose heat predominantly through vaporization. In both cases, roof formation would act 
to inhibit or eliminate the largest sources of heat loss from the flow, allowing emplacement over longer distances 
and/or durations. Models of silicate lavas suggest that high effusion rates (>10 m 3 s −1) tend to inhibit crust forma-
tion as the shear rates become larger, for a constant channel geometry, promoting crustal breakup (Gregg, 2017; 
Kerr et al., 2006; see; Sauro et al., 2020). For cryolavas, high effusion rates are a requirement for roof formation 
to overcome the loss of material vaporized in the low-pressure environment.

The eruptive temperatures of silicate lavas are much greater than the solidus of the substrate (assuming roughly 
similar composition of substrate and lava). Silicate lavas typically have hundreds of degrees between the liqui-
dus and solidus temperatures. Cryolavas may erupt superheated by several degrees but the temperature gradient 
between the cryolava and the substrate is much smaller. Natural cryolavas are likely to have a more complicated 
composition than we model here, lending itself to a wider subliquidus (i.e., partially crystallized) range; however, 
less than ∼120 K difference between solidus and liquidus is likely to exist (e.g., the H2O-NH3-CH3OH eutectic 
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(Kargel et al., 1991)). In the case of a water-dominated liquid flowing on a water-ice-dominated substrate, the 
liquidus of the cryolava and the melting temperature of the substrate are similar. This suggests that cryolavas will 
have an even more difficult time downcutting and eroding channels than silicate lavas, which themselves struggle 
to do so efficiently under most conditions (Greeley et al., 1998).

Turbulence is only expected to exist in silicate flows with unusually low viscosity, due to very high temperatures 
and/or strongly depolymerized compositions (i.e., komatiites and carbonatites) or topographically confined chan-
nels (Griffiths, 2000). Turbulence will be more prevalent in cryolavas, which have orders of magnitude lower 
liquidus viscosities (1–3 mPa s) than silicate liquids (10–30 Pa s for mafic compositions (Chevrel et al., 2014; 
Kolzenburg et al., 2018; A. A. Morrison et al., 2019; Sehlke & Whittington, 2015; Sehlke et al., 2014)). Since 
cryolavas have lower viscosities, turbulence can be achieved in much thinner flows (Figure 7). However, thinner 
flow units have smaller thermal masses (per unit area) and lose heat too quickly to attain kilometer-scale flow 
lengths. Our model predicts that 10-m-thick flows can reach distances of over 100 km for even simple composi-
tions (Tables 2–4); similar to what is observed at Doom Mons (Mohini Fluctus) on Titan (Figure 1). This could be 
a function of composition, where a multicomponent system with a greatly depressed eutectic temperature would 
allow for longer runouts at a given flow thickness and hence larger aspect ratios. The surface pressure on Titan 
is large enough to prevent vaporization of many aqueous materials contributing to longer runouts, a significant 
difference to the scenario modeled in this work. The low viscosity of most aqueous material makes it difficult to 
create flows of great thickness, channelize, and/or form levees analogous to silicate flows (cf. Kargel et al., 1991).

Given the difficulty of cryolavas eroding their substrate, these turbulent flows with intense vaporization are 
unlikely to be channelized like silicate flows. Instead, topographic controls would result in flows appearing more 
like frozen lakes, pond, or moats. On airless bodies, initial sheet flow would be unlikely to occur since the vapor 
pressure is so low that the liquid would immediately boil. A crust or carapace would be required in order in insu-
late the flow and isolate from the low-pressure environment. Thus, on icy bodies with little atmosphere, dome 
formation and endogenous growth (inflation) would likely be favored (Quick et al., 2017).

Additionally, residence times for cryovolcanic constructs are expected to be low (e.g., Sori et al., 2017). Viscous 
relaxation is faster for material with low viscosity and bodies with high gravity. However, the effect of viscosity 
is much greater than the effect of gravity because viscosity can change over several orders of magnitude, whereas 
surface gravity varies by no more than a factor of 5 across the different icy bodies in the solar system (from Gany-
mede at ∼1.4 to Ceres and Charon at ∼0.3 m s −2). Water ice has a viscosity on the order of ∼10 13 Pa s at around 
268 K (Jellinek & Brill, 1956). For context, the Earth's upper mantle has a viscosity approximately 6–10 orders 
of magnitude larger, depending on the precise temperature and depth considered (Weertman & Weertman, 1975). 
This suggests that the relaxation of features in the outer solar system, where ices are the dominant constituent of 
the surface, will be fast on a geologic time scale.

5.6. Limitations of the Current Model and Suggestions for Future Work

The model presented here represents the first attempt to couple quantitatively the thermal, chemical, and physical 
evolution of an effusive cryolava on an icy body. As such, there are still several inherent limitations. The current 
version is limited to dilute NaCl brine compositions, that is, the water-rich side of the eutectic. It is probable that 
eruptible material would extend to higher concentrations than we investigated here (McCord et al., 2010; Orlando 
et al., 2005; Vu et al., 2020). Additionally, the current version of the model is only set up to handle the H2O-NaCl 
binary system. In principle, the model can easily be applied to other systems and concentration ranges, but the 
lack of constraints on low-temperature thermodynamic data is a practical obstacle. Thermodynamic properties 
like specific heat, latent heat of fusion, vapor pressure, or density of many cryovolcanically relevant compositions 
are very poorly constrained as a function of temperature for either the solid or the liquid phases. For example, 
the specific heat equations for the liquid brine (Equations 42–45) are extrapolated well outside of the calibration 
range. Many solutes that form these brines also crystallize hydrated minerals that may even undergo transitions to 
other phases or hydration states. These different species often do not have defined temperature-dependent prop-
erties that extend down to the temperatures relevant for this model. Models of other compositions will generally 
require more experimental determinations of thermodynamic data.

Further constraints on other physical properties are also required, such as the erodibility of ice. This model uses 
order of magnitude assumptions for the value of this term due to the limited laboratory data that exist to constrain 
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it. Understanding how the erodibility is affected by sublimation prior to inundation by the flow would also be 
useful. If sublimation of surface ices changes the texture of the ice or the roughness of the contact with the flow, 
there may be a resultant control on the friction factor or potentially the strength of the ice. Extending this work 
to ices with impurities or clathrates would also broaden the usefulness/applicability of this model by allowing a 
wider range of scenarios to be investigated. Again, further experimental studies are required.

The subliquidus rheology of aqueous systems also requires further laboratory data to constrain. The viscos-
ity as a function of solid fraction (Costa et  al.,  2009) is useful because of its ability to calculate across the 
entire range of solid fraction, where as other models asymptotically approach a critical value. However, there are 
some inherent issues with the formulation such that the total, bulk solid volume fraction is essentially treated as 
spheres and fit to data of nonspherical grains. Recent experimental studies (Mendoza & Santamaría-Holek, 2009; 
Santamaría-Holek & Mendoza, 2010; e.g., Cimarelli et al., 2011; Moitra & Gonnermann, 2015) have demon-
strated strong dependence of effective viscosity on size and shape distributions of suspended particles, particu-
larly for the Einstein coefficient (B). Further studies of how size and shape distributions of particles control the 
rheology are required, specifically for the range of sizes and shapes expected for brine compositions.

This model is a 1D representation of flow evolution and does not portray radial/lateral evolution, nor does it 
strictly deal with the flow geometry (e.g., channelization). The model, in its current form, was only intended to 
investigate the physical state of the flow at the turbulent to laminar transition to understand the starting conditions 
for modeling the laminar regime.

6. Conclusions
We developed a new model for the evolution of effusive cryolava flows. This model improves upon previous 
efforts by linking the physical, chemical, and thermal evolution of an aqueous extrusion into a low-pressure envi-
ronment. It does not rely upon the same assumptions that previous works used, like assuming laminar flow or an 
initial very thin icy roof. Additionally, the physical, chemical, and thermal parameters are all tracked explicitly 
and can be determined for any time or distance from the vent. The model is only valid for the turbulent flow 
regime with laminar flow under an icy roof to be dealt with separately in a future model. Understanding the state 
of the flow at this transition is a prerequisite for modeling the laminar regime and understanding how the flow 
evolves once this transition occurs.

This model was used to investigate the evolution of hypothetical H2O-NaCl brines (5–23 wt%, 0.1–100 m thick) 
erupted onto a pure water-ice substrate on a Europa-like body. Results suggest that flows reach approximately 
60 vol% solids at the transition from turbulent to laminar. Concentrations of 12 wt% or greater will reach the 
eutectic temperature for all investigated thicknesses where the temperature is buffered until complete solidifica-
tion. Heat loss due to vaporization of the liquid phase is the largest heat flux for this system, accounting for >95% 
of the thermal budget. For hypothetical flows thicker than ∼10 m, it may be useful to include frictional heating 
and heat loss to the eroded substrate (xenoliths), which would account for an additional 4% of the thermal budget. 
Our model produced broadly consistent aspect ratios for potential cryovolcanic features on Ceres and Titan but 
improved resolution would help identify smaller/thinner feature than may be cryovolcanic in origin.

Drawing direct comparisons to low viscosity silicate lava flows is difficult due to the orders of magnitude differ-
ence in viscosity. The active “life” of a cryolava is mainly in the turbulent regime, while that of a silicate lava 
is dominantly in the laminar regime (see Figure 7). Few examples exist of the type of effusive cryovolcanism 
presented in this model, suggesting that it is either too small to be detected with current resolution limits or is 
not favored due to constraints on material properties (e.g., viscosity) or simply has not been recognized. To draw 
comparisons between silicates and cryolavas more confidently, we would need to expand this model to cover the 
laminar regime, extend the 1D model to 2D or more, and acquire higher resolution imagery of the icy bodies that 
would allow smaller, thinner features to be resolved.



Journal of Geophysical Research: Planets

MORRISON ET AL.

10.1029/2022JE007383

29 of 36

Appendix A: Formulation of Friction Factors and Reynolds Number
Throughout the literature, there is inconsistency in the formulations of friction factors, which relate to the Reyn-
olds number. Therefore, we will take the time to summarize in more detail how we are handling these two terms. 
The Reynolds number is defined as the ratio of inertial forces to frictional forces within a fluid and is formulated 
as follows:

Re =
𝐿𝐿𝐿𝐿

𝜈𝜈
=

𝜌𝜌𝐿𝐿𝐿𝐿

𝜂𝜂
=

𝑄𝑄𝐿𝐿

𝜈𝜈𝜈𝜈
=

𝑊𝑊𝐿𝐿

𝜂𝜂𝜈𝜈
 (A1)

where L is a characteristic length, u is a mean flow velocity, ν and η are kinematic and dynamic (absolute) viscos-
ity, respectively, A is the cross-sectional area of the flow, Q is the volumetric flow rate, and W is the mass flow 
rate. Occasionally, this formula is written with a four in the numerator (e.g., Wilson, Mouginis-Mark, et al., 2009; 
Wilson & Mouginis-Mark, 2014), which stems from the treatment of the characteristic length scale. This length 
scale is typically the hydraulic diameter (Dh), which is four times larger than the hydraulic radius (Rh)

𝐿𝐿 = 𝐷𝐷h = 4𝑅𝑅h =
4𝐴𝐴

𝑃𝑃
(for pipe f low). (A2)

Hydraulic radius is defined as the cross-sectional area of the flow (A) divided by the wetted perimeter (P). The 
hydraulic radius is often estimated as flow thickness (h) in channelized flows. For sheet flow, the width (w) is 
assumed to be much larger than the thickness (depth) and the calculation of hydraulic radius reduces to only the 
flow thickness:

𝑅𝑅h =
𝐴𝐴

𝑃𝑃
=

𝑤𝑤𝑤

2𝑤 +𝑤𝑤
𝑖𝑖𝑖𝑖 𝑤𝑤 𝑖 𝑤𝑖 then 𝑅𝑅h ≈

𝑤𝑤𝑤

𝑤𝑤
= 𝑤. (A3)

When using the hydraulic radius as the characteristic length scale, it is useful to include this factor of four to 
maintain the same critical Reynolds numbers (transition between turbulent and laminar) as calculations using 
the hydraulic diameter. Different geometries or characteristic length scales affect the critical Reynolds numbers, 
making it difficult to directly compare different systems. Normalizing the calculation to similar critical values can 
aid in comparisons but should be explicitly reported and explained in detail.

The friction factor can be solved for as a function of the Reynolds number, the formulation of which differs based 
on whether the flow is turbulent or laminar. For laminar flow, the friction factor varies linearly:

𝑓𝑓 =
𝐶𝐶

Re
 (A4)

where C is a constant, which is chosen based on the system geometry used to determine the Reynolds number. 
For circular pipe flow C  =  64 and for very wide, rectangular, open channel flow, C  =  24, where the char-
acteristic length is the height of the vertical walls. This height (alternatively, flow depth) is analogous to the 
hydraulic radius. If, instead, the hydraulic diameter is used as the characteristic length scale, then C = 96 for 
the same geometry (i.e., 96 = 4*24 because Dh = 4Rh (Incropera & DeWitt, 1996; Schlichting & Gersten, 2016; 
White, 1999)). For turbulent flow, the Darcy-Weisbach friction factor and the Fanning friction factor are two 
forms of friction terms, which differ only by this factor of four that results from the use of different characteristic 
length scales (Incropera & DeWitt, 1996). The Darcy-Weisbach equation uses the hydraulic diameter, while the 
Fanning equation uses hydraulic radius, and therefore, by definition, is one fourth of the Darcy-Weisbach friction 
factor. The usage of one or the other is not often stated explicitly in the planetary literature; however, either can be 
used provided care is taken to ensure that the factor of four is appropriately considered for the length scale being 
used. Thus, understanding which friction factor to use is important to ensuring Re calculations are not either four 
times too high or low. For further discussion and a more detailed derivation of all the equations in this section, 
the authors point the reader to chapter six of White (1999).
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Notation

Symbol Value Unit Definition Reference

A 0.64 Mean albedo Morrison and Morrison (1977)

B 2.5 Einstein coefficient (intrinsic viscosity) Mader et al. (2013) and 
Roscoe (1952)

C1 Equation 9 Polynomial substitution for liquidus D. L. Hall et al. (1988)

C2 Equation 10 Polynomial substitution for liquidus D. L. Hall et al. (1988)

C3 Equation 24 Substitution Costa et al. (2009)

C4 Equation 27 Polynomial substitution for liquid viscosity Sharqawy et al. (2010)

C5 Equation 28 Polynomial substitution for liquid viscosity Sharqawy et al. (2010)

C6 Equation 42 Polynomial substitution for liquid specific heat Millero et al. (1973)

C7 Equation 43 Polynomial substitution for liquid specific heat Millero et al. (1973)

D 0.001 m Diameter of crystallizing particles Makkonen and Tikanmäki (2018) 
and McFarlane et al. (2017)

Emech Equation 22 m s −1 Mechanical erosion rate Hurwitz et al. (2010)

Ev Equation 51 m s −1 Vaporization rate Bargery and Wilson (2011) 
and Wilson, Bargery, and 
Burr (2009)

I 50.04 W m −2 Incident insolation Allison and Clifford (1987)

Lf eutectic 223,000 J kg −1 Latent heat of fusion for crystallizing eutectic mixture Han et al. (2006)

Lf ice 335,000 J kg −1 Latent heat of fusion for ice Drebushchak and Ogienko (2020) 
and Han et al. (2006)

Lf salt 148,184 J kg −1 Latent heat of fusion for non-ice eutectic crystallizing phase Drebushchak and Ogienko (2020)

Lv Equation 47 J kg −1 Latent heat of vaporization Bargery and Wilson (2011)

Mw 18.02e −3 kg mol −1 Molecular weight of the vaporizing phase

Pa 10 –7 Pa Ambient surface pressure D. T. Hall et al. (1995)

PH2O Equation 50 Pa Vapor pressure of water Allison and Clifford (1987)

Pliq Equation 49 Pa Vapor pressure of the liquid brine Nayar et al. (2016)

Qcond Equation 35 W m −2 Heat flux through the base of the flow Allison and Clifford (1987)

Qerod Equation 37 W m −2 Heat flux from warming the eroded substrate Bargery and Wilson (2011)

Qfric Equation 33 W m −2 Heat flux from frictional heating Allison and Clifford (1987)

Qgain Equation 31 W m −2 Total of heat gain terms

Qinsol Equation 32 W m −2 Heat flux from insolation Allison and Clifford (1987)

Qloss Equation 31 W m −2 Total of heat loss terms

Qrad Equation 34 W m −2 Heat flux from radiative cooling Allison and Clifford (1987)

Qvap Equation 46 W m −2 Heat flux from vaporization Bargery and Wilson (2011)

ΔQ Equation 31 W m −2 Total heat flux

R 8.314 J K −1 mol −1 Universal gas constant

Relam Equation 5 Laminar Reynolds number

Returb Equation 3 Turbulent Reynolds number

S 1 NaCl/(NaCl + KCl) ratio D. L. Hall et al. (1988)

St Equation 57 Stokes' number

T K Flow temperature

Ta 100 K Ambient surface temperature

Tavg K Average between the flow and substrate temperatures
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Symbol Value Unit Definition Reference

Teu 252 K Eutectic temperature

Tliq Equation 8 K Liquidus or saturation temperature D. L. Hall et al. (1988)

Tsub 273 K Substrate melting temperature

T0 273 K Starting temperature of erupted material

ΔT Equation 53 K Change in temperature to be applied in the following time step

Vtot Equation 14 m 3 Total system volume

X(T) Equation 11 wt frac Concentration of NaCl in the liquid as a function of temperature Bodnar (1993)

X(φice) Equation 13 wt frac Concentration of NaCl in the liquid as a function of ice content

Xeu 0.23 wt frac Eutectic composition

X0 wt frac Starting composition of the initial liquid

Y 10 6 Pa Strength of the substrate Hurwitz et al. (2010) and 
Arvidson et al. (2004)

Z 0.94 Coefficient of evaporation Tschudin (1946)

bn Table 1 Coefficients for liquid density Sharqawy et al. (2010)

cbulk Equation 45 J kg −1 K −1 Specific heat of the flow (liquid + crystals)

cice Equation 38 J kg −1 K −1 Specific heat of ice Ellsworth and Schubert (1983)

cliq Equation 41 J kg −1 K −1 Specific heat of the liquid brine Millero et al. (1973)

csalt Equation 39 J kg −1 K −1 Specific heat of hydrohalite Drebushchak and Ogienko (2020)

cNaCl Equation 40 J kg −1 K −1 Specific heat of halite Archer (1997)

cw Equation 44 J kg −1 K −1 Specific heat of water Millero et al. (1973)

d Equation 6 m Distance from the vent

dt−1 m Distance from the vent at previous time step

dmdt −1 Equation 48 kg m −2 s −1 Mass loss rate from vaporization Kennard (1938)

e 0.001, 0.01 Erodibility of the substrate Hurwitz et al. (2010) and 
Zum Gahr (1998)

f Equation 2 – Friction factor (Darcy-Weisbach)

g 1.315 m s −2 Gravity

h Equation 52 m Flow thickness

her Equation 21 m Thickness of eroded substrate material

hmelt m Thickness of eroded and melted substrate material

hv Equation 51 m Thickness of flow lost to vaporization

h0 m Initial flow thickness

kice Equation 36 W m −1 K −1 Thermal conductivity of the substrate Ratcliffe (1962)

t s Time

Δt s Time step

ulam Equation 4 m s −1 Laminar velocity of the flow

uturb Equation 1 m s −1 Turbulent velocity of the flow

z m Depth within the substrate

α 0.1, 1 Degrees Ground slope

γ 5 Empirical fitting parameter Mader et al. (2013)

δ 8 Empirical fitting parameter Mader et al. (2013)

ε 0.98 Emissivity

ηbulk Equations 23 and 26 Pa s Viscosity of the flow (liquid + crystals)

ηliq Equation 26 Pa s Viscosity of the carrier liquid (brine) Sharqawy et al. (2010)
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Data Availability Statement
The calculations used to complete this work are collated in a publicly available spreadsheet (A. Morrison 
et al., 2022).
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Symbol Value Unit Definition Reference

ηr Equation 23 Relative viscosity of the flow (liquid + crystals) Costa et al. (2009)

ηw Equation 29 Pa s Viscosity of water Sharqawy et al. (2010)

ξ 10 –4 Empirical fitting parameter Mader et al. (2013)

ρbulk Equation 6 kg m −3 Density of the flow (liquid + crystals)

ρice 920 kg m −3 Density of the crystallizing ice

ρliq Equation 7 kg m −3 Density of the carrier fluid (brine) Sharqawy et al. (2010)

ρsalt 1,610 kg m −3 Density of the non-ice eutectic crystallizing phase: hydrohalite

ρsub 920 kg m −3 Density of the substrate

σ 5.67e −8 W m −2 K −4 Stefan-Boltzmann constant

σy Equation 31 Pa Yield strength Bargery and Wilson (2011)

ϕ* 0.6 vol frac Critical crystal volume fraction Mader et al. (2013)

ϕerod Equation 19 vol frac Volume fraction of eroded solids added at a given time

Σϕerod Equation 20 vol frac Total volume fraction of eroded solids

ϕice Equation 15 vol frac Volume fraction of ice crystals

ϕsalt Equation 16 vol frac Volume fraction of the non-ice eutectic crystallizing phase: hydrohalite

ϕtotal Equation 25 vol frac Total volume fraction of solids (eroded and crystallized)

Σϕxtal Equation 18 vol frac Total volume fraction of crystallized solids (as opposed to eroded solids)

φice Equations 12 and 55 wt frac Weight fraction of ice crystals

φsalt Equation 56 wt frac Weight fraction of the non-ice eutectic crystallizing phase: hydrohalite

φtotal wt frac Total weight fraction of solids (eroded and crystallized)

Δφtotal Equation 54 wt frac Change in total crystal content when buffered at the eutectic

Σφxtal Equation 17 wt frac Total weight fraction of crystallized solids (as opposed to eroded solids)
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