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Mathematical entity recognition is indispensable for machines to accurately explain and depict 
mathematical content and to enable adequate mathematical operations and reasoning. It 
expedites automated theorem proving, speeds up the analysis and retrieval of mathematical 
knowledge from documents, and improves e-learning and educational platforms. It also simplifies 
translation, scientific research, data analysis, interpretation, and the practical application 
of mathematical information. Mathematical entity recognition in the Bangla language is 
novel; to our best knowledge, no other similar works have been done. Here, we identify 
the mathematical operator, operands as numbers, and popular mathematical terms (complex 
numbers, real numbers, prime numbers, etc.). In this work, we recognize Bangla Mathematical 
Entity Recognition (MER) utilizing the ensemble architecture of deep neural networks known 
as Bidirectional Encoder Representations from Transformers (BERT). We prepare a novel dataset 
comprising 13,717 observations, each containing a mathematical statement, mathematical entity, 
and mathematical type. In our recognition process, we consider our proposed architectures using 
accuracy, precision, recall and f1-score as the performance metrics. The results have shown a 
satisfactory accuracy percentage of 97.98 with BERT and 99.76% with ensemble BERT.

1. Introduction

During the COVID-19 pandemic, people have become accustomed to online systems, including education systems, and the injec-

tion of artificial intelligence(AI) has made these systems more user-friendly. Academicians and students have become dependent on 
automated systems to create question papers, solve them, take classes, etc. COVID-19 has been cured, but online education is still 
a trend as people find it a way to share knowledge around the globe. Mathematics, one of the essential basics of education, is also 
can be analyzed for the same purpose. Mathematical statements and entity analysis can play a significant role in question-making, 
solution generation, and other mathematics-related academic tasks. Mathematical Entity Recognition (MER) from multilingual text 
can be serviceable from different points of view. Resembling the Name Entity Recognition (NER), MER detects mathematical terms 
from textual math questions. Identifying these terms or entities can lead a system to generate mathematical functions and equations 
to obtain the solution to that question easily for any system.
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Bangla, the sixth-largest native language on the earth, is spoken as the first language by 234 million people around the globe, 
including Bangladesh and India.1 It also has historical significance. In recognition of the historical sacrifice made by the Bangla 
language martyrs who battled to have Bangla as their mother tongue, UNESCO proclaimed February 21 as International Mother 
Language Day. Since then, it has developed into the mother tongue of the Bangladeshi people and the major language of instruction 
for many kids. Therefore the demand for automated systems based on the Bangla language is expanding inchmeal. In this case, the 
powerful present-day architectures like transformers are ruling.

One of the most trendy deep learning architectures, termed transformers, has been demonstrated for handling sequential data 
without the help of recurrent networks such as GRU or LSTM. Large datasets can be processed more quickly due to their parallelization 
capability and attention mechanism using encoder-decoder stacks. The use of transformers can be observed significantly in many 
works such [32,8]. Transformer architectures are prevalent for text-processing tasks. Bidirectional Encoder Representations from 
Transformers (BERT) is one of the most prominent architectures based on transformers. The use of such a deep learning model in the 
determination of mathematical entities can be beneficial to performing different mathematical academic tasks efficiently. Therefore, 
we intend to use a deep transformer-based model in our research for better accuracy and performance.

Since BERT was first introduced to the Natural Language Processing (NLP) world, it has been immensely popular with researchers. 
It is a transformer-based Pretrained language model that performs classification and prediction tasks using the rebellious self-attention 
mechanism. This cutting-edge language model performs better than practically all NLP tools. BERT is utilized for the classification 
of textual data in [18], [39], [30]), Question Answering based systems [20], the extraction or recognition of divergent entities e.g. 
([37], [29], [1]). At researchers’ own convenience, many customized BERT architectures have been proposed and fine-tuned. mBERT 
is one of those variations which have brought the blessing to the multilanguage research. mBERT(multilingual BERT) enable the 
state at of art performance in other languages over English. It has been utilized for multilingual classification of text data [23,17,14], 
Word Sense Disambiguation [42], Estimating the quality of Translation [6,9], etc.

1.1. Research objectives

The main research objective is to propose a unique method for recognizing the Mathematical Entity. We have ensembled two 
BERT models using different input sequences of Bangla mathematical statements end entities. Moreover, we have composed a novel 
dataset for this task with real-world Bangla mathematical statements and entities. The main objective of this research is mentioned 
below:

• Recognition of Bangla mathematical entities form real-world Bangla mathematical statements.

• Utilization of the latest transformer-based model BERT by ensembling BERT with different input sequences for the Bangla 
Mathematical Entity Recognition task.

• Provision and Composition of a novel dataset for this research and manoeuvring that for the proposed ensemble method using 
Bangla Mathematical statements and entities.

• Determining convenient machine learning metrics, for instance, Accuracy, Loss, Macro Average F1 Score and Micro Average F1 
score for our proposed methodology and Compare the model to evidence the state-of-the-art performance.

1.2. Paper outline

The paper is arranged as follows. Section 2 is all about the literature review of this work. In section 3, we have mentioned the 
preliminary concept and the proposed methodology in detail. Section 4 is about the Environmental Setup for this research. Next, in 
section 5, we discussed the findings of our research work. Then an analytical discussion of this work is provided in Section 6. The 
final Section is about the Conclusion and the Future work of this research.

2. Related work

Due to BERT’s outstanding performance, many researchers have chosen it to solve numerous problems. The paper [18] presented 
the finding of contextual modeling of embeddings through pre-trained architectures like BERT. They simply modify the layers 
of BERT architecture by adding a linear layer for classification and this modification contributed to improving the performance. 
Another contextualized work with BERT is conducted in [20]. They showed that their work is able to outperform existing CNN and 
BiLSTM-based methods with an average of 1.65%. Another BERT base work was done by [33] on the Twitter-based dataset where 
authors pre-trained the BERT model to improve the Latvian SA-based tweet’s performance. The use of BERT in fake news detection 
is also chart-topping. Authors in [24] proposed a combined method using LSTM and BERT where the output of the BERT layer is 
connected to a LSTM layer. The architecture is able to improve 2.50% accuracy on PolitiFact dataset, and the improvement for 
GossipCop dataset is 1.10%. To break BERT’s language constraints in [13] authors proposed Bangla-BERT. Here, they are able to 
increase the results by at most 5.3%. BERT’s significant use can be seen in Bangla hate speech detection [2,11].

Deep learning has been maneuvered in different mathematical tasks precisely. Authors [38] have implemented different deep-

learning methods for mathematical expression extraction, processing, and designing. They developed a public dataset for various 
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math-based contents. Suleiman et al. [31] conducted research to determine the abstractive summaries from mathematical texts. They 
implemented the work with attention-based Recurrent Neural Network and LSTM. Here the ROUGE1 score is 43.85, the ROUGE2 
score is 20.34, and finally, the ROUGE-L score is 39.9. PDF2LaTeX a new technique was implemented by authors in [36]. They 
implemented a CNN-LSTM-based architecture which first takes the image from pdf, applies OCR to extract text, and then converts 
the mathematical text into LATEX statements. Authors in [34] proposed a CNN RNN-based method for finding the mathematical 
definitions from the text.

One of the latest mathematical tasks is Mathematical Expression Recognition. Numerous research has been executed on this topic 
utilizing divergent technologies. Authors in [40] proposed an encoder and decoder-based network for hand-written mathematical 
expression detection. They implemented the Second Order Attention Network (SAN), which provided an ExpRate of 81.0. Another 
piece on this same domain is implemented as a Bi-directional fashioned mutual learning network with aggregated attention in [3]. 
They achieved the highest 56.85% accuracy with CROHME 2014 dataset. Sakshi [15] employed Support Vector Machine (SVM) and 
Convolutional Neural Network (CNN) for recognizing and categorizing math expression recognition. They used the Hasyv2 dataset, 
where they acquired an accuracy of 62.3% and 76.21% for the SVM and CNN, respectively. Another Convolutional Neural Network 
(CNN) based architecture came up with [26]. This approach successfully enhanced the accuracy in this domain on the same dataset, 
and the accuracy was 76.71%. Shinde et al. [28] created an equation solver with CNN on a different dataset MNIST. For complex 
equations, CNN provided 85% accuracy. A combined CNN-SVC-based model provided 89.76% accuracy for operator categorization 
and 91.48% for predicting the numbers in [16], creates another combination by ensembling contrastive and supervised learning. 
Authors here are able to bring 3.4% improvement on public datasets CROHME.

Entity Recognition is one of the famous Natural Language Processing Tasks. On different topics, various types of entities are rec-

ognized using deep learning. Authors in [27] manoeuvred different multilingual models such as mBERT for Name entity recognition 
(NER). They claimed their work is a state of art methodology with an 85.77% F1 score. A Deep Learning-based system in [10] used 
hybrid embedding for named entity recognition. The model outperformed with an F1 score of 83.50% and 75.99% for the Panjabi and 
Hindi NER tasks. Biomedical Entity Recognition also becomes a well-liked research focus nowadays. The paper [12] implemented 
a BiLSTM-CNN-Char Deep Learning model for Biomedical and clinical entity recognition. The authors here didn’t use any heavy 
model. Therefore, the system is faster. Another paper [5] utilized transfer learning hierarchically and combined multi-task learning 
and fine-tuning for biomedical entity detection. They successfully improve accuracy on five gold standard Entity Recognition datasets 
from .42 to .98. Even so, research on Entity Recognition has been focused on various fields. Still, there needs to be more work on 
mathematical statements. Only work [41] was conducted based on only Chinese text. They implemented a combined model named 
BERT-BiLSTM-IDCNN-CRF, which provides 93.91% of the F1 score. Therefore we proposed a novel architecture which outperforms 
the existing methods.

3. Proposed methodology

3.1. Preliminary concepts

Before explaining the methodology, we intend to introduce some preliminary concepts. This section is all about the preliminary 
concepts of this research work.

3.2. Transformer-based learning

Transformer-based learning [35] introduced an attention mechanism in NLP research and brought a revolutionary change. Be-

sides, the attention mechanism transformer consists of the encoder and decoder. The encoder inside the transformer follows some 
autoregressive steps. The sustained sequence z (𝑧1,..,𝑧𝑛) is obtained after mapping the input (𝑥1,..,𝑥𝑛) and assists to generate the 
output (𝑦1,..,𝑦𝑚) using the decoder. We have drawn the basic of the transformer in Fig. 1.

Two significant concepts of transformers are:

Encoder-Decoder Stacks: The encoder stack of a transformer contains N = 6 layers, which have two sublayers. These sublayers 
are responsible for maintaining the multi head self attention and a feed-forward network that is point wise fully connected. The 
sublayer’s dimension is 512 and is LayerNorm (x + Sublayer (x)).

Multi-Head Attention: This mechanism has three different tasks to be conducted. Once the decoder layer’s output is passed to 
the next encoder layers. Then the self-attention layer generates the queries, memory keys, and values using the output of the previous 
encoder layer’s outcome. Decoder uses the autoregressive manner and masks out the input of softmax. With the keys and values in 
dimension 𝑑𝑘 and the queries, the self-attention is calculated. Finally, after masking out softmax’s input, the decoder maintains the 
auto-regressive property in the center of scaled dot-product attention. Here attention is computed for input consisting of queries 
and keys in dimension 𝑑𝑘 and values in dimension 𝑑𝑣. For the matrix queries Q, keys K, and values V the attention calculated with 
Equation (1) and (2)-

Attention(𝑄,𝐾,𝑉 ) = softmax(𝑄𝐾𝑇

√
𝑑𝐾

)𝑉 (1)

MultiHead(𝑄,𝐾,𝑉 ) = Concat(head1, ...,headℎ)𝑊 𝑂

(2)
3

where, head𝑖 = Attention(𝑄𝑊
𝑄

𝑖
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𝑖
,𝑉 𝑊 𝑉

𝑖
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Fig. 1. The Transformer - model architecture. (The left and right side of the figure represents the working principle of the encoder-decoder stacks using the fully 
connected layers and self attention.)

𝑊
𝑄

𝑖
∈ℝ𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝐾 , 𝑊 𝐾

𝑖
∈ℝ𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝐾 , 𝑊 𝑉

𝑖
∈ℝ𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑉 and 𝑊 𝑂 ∈ℝℎ𝑑𝑉 ×𝑑𝑚𝑜𝑑𝑒𝑙

3.3. Bidirectional Encoder Representations from Transformers (BERT)

The multilayered bidirectional transformer encoder with a self-attention mechanism is called a BERT [7]. A token sequence 
generated from input text that is unambiguous and contains one or more phrases is the input for BERT. BERT consists of the 
following two steps:

• Pre-training BERT: MLM, Mask Language modeling, and NSP, the Next Sentence Prediction, are two unsupervised tasks on 
which the BERT model is pretrained. To get the pre-trained bidirectional model, MLM involves masking a set of random tokens 
and making predictions about them. NSP aims to anticipate the subsequent sentence in a sentence pair. These models are known 
as autoencoding language models and can perform better than autoregressive models. BERT has received pre-training using the 
800 million word BooksCorpus database and the 2,500 million word English Wikipedia text passages (without lists, headers, or 
tables) [43].

• Fine-tuning BERT: BERT is recognized for a number of downstream tasks such as Question Answering, Named Entity Recog-

nition, Classification etc. It includes the ability to select appropriate inputs for both single and linked phrases. BERT starts 
fine-tuning the model with the initial value of pre-trained parameters. After propagating over labelled data, BERT adjusts the 
parameter value and finalizes them for the predictions.

Fig. 2 is the visualization of the BERT model where we have passed two input sequences to the model.

In Fig. 2, two inputs are passed to the BERT, and they are the Text and the Entity name. These two inputs are separated using a 
special BERT token [SEP].

3.4. Multilingual BERT (mBERT)

mBERT [19] is a variation of BERT which is pretrained to bring out a state-of-the-art performance for NLP tasks in various 
4

languages. For the accomplishment of that mission, it has utilized 10,000 sentences from one hundred and four different languages. 
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Fig. 2. BERT architecture. (Two steps of the BERT model- pretraining tasks and fine-tuning model).

Bangla is one of them. The collections of sentences are filtered from Wikipedia based on a minimum character length of 20. The 
dataset was divided into two equal parts for the training and testing of the model. mBERT is able to differentiate between language 
neural and language-specific parts of the data. Some probing tasks evaluated in mBERT are given below:

• Language Identification: When the linear classifier has been trained over sentence representations, it tries to distinguish the 
language of that sentence. Apart from other tasks, it fulfills the required fittings for the model.

• Language Similarity: Usually, the languages that are similar achieve very close Parts of Speech (POS) tagging representations 
[22]. In mBERT, these similar representations are using V-measure [25] on hierarchical language clustering with language 
families.

• Parallel Sentence Retrieval:

The cosine distance within its representation and all other sentences’ representations on the same parallel edge is calculated for 
each in the parallel-coupled sentence. The sentence with the smallest distance is selected. Here mBERT fitted linear regression 
for each language to project representations with English representations.

• Word Alignment: In mBERT, word alignment is identified as a bipartite graph’s minimum weighted edge cover. This graph 
joins the tokens of two languages’ sentences. Their edges are weighted with token representation’s cosine distances.

• MT (Machine Translation) Quality Estimation: For MT tasks, mBERT justifies how the cosine distance of both source and 
translated sentences mirror the quality of MT. The cosine distance of the source sentence’s representation and MT output’s 
reflection is used to evaluate. Here also, a fully supervised regression and bilingual projection have been trained for centered 
and plain representations.

3.5. Proposed ensemble BERT architecture

In this research, we have proposed an ensemble method that utilizes all input information in divergent ways. When the BERT 
model works for training or validating with two text sequences as input, it requires special tokens [CLS], [PAD], and [SEP]. The 
[SEP] token is used between two input sequences. Here, the text sequences are the mathematical statements and the mathematical 
entities. We have constructed two different combinations of input sequences as follows:

The First Sequence:

[𝐶𝐿𝑆][𝑇𝑀𝑆
1 ].....[𝑇𝑀𝑆

𝑛
][𝑆𝐸𝑃 ][𝑇𝑀𝐸

1 ].....[𝑇𝑀𝐸
𝑛

][𝑃𝐴𝐷]...

The Second Sequence:
5

[𝐶𝐿𝑆][𝑇𝑀𝐸
1 ].....[𝑇𝑀𝐸

𝑛
][𝑆𝐸𝑃 ][𝑇𝑀𝑆

1 ].....[𝑇𝑀𝑆
𝑚

][𝑃𝐴𝐷]...
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Fig. 3. The proposed ensemble BERT model with two different BERT layers.

In the first sequence, we keep the tokens of the math statement [𝑇𝑀𝑆
1 ].....[𝑇𝑀𝑆

𝑛
] After the [CLS] token, following the [SEP] token, 

we add the tokens of the math entity [𝑇𝑀𝐸
1 ].....[𝑇𝑀𝐸

𝑛
], and finally, we padded the sequence with the token [PAD]. Conversely, the 

second sequence has been organized in the opposite. We keep the tokens of the math entity [𝑇𝑀𝐸
1 ].....[𝑇𝑀𝐸

𝑛
] before the [SEP] token 

and the math statement [𝑇𝑀𝑆
1 ].....[𝑇𝑀𝑆

𝑛
] after it. Each of these sequences is sent to different BERT layers. Fig. 3 is the sketch of our 

proposed ensemble model. Here, the raw text is tokenized and provides different input tokens and an attention mask for different 
sequences. These two different input sequences passed to the input layers and followed to two different BERT layers. Next, we add 
a concatenated layer for combining the output of two BERT layers. Following a fully connected layer, the calculation ends in the 
softmax layer, which provides a probability for predicting entity class.

3.6. Proposed framework

Fig. 4 represents the workflow of the proposed method. The following steps are executed step by step.

• At first, the raw text, including the math statements and entities, is sent to the data processing step to get the preprocessed text 
and encoded entity names.

• The BERT tokenizer tokenizes the preprocessed mathematical statements and entities and precipitates the input sequence for the 
classifier.

• Then we train the model with input sequence and encoded labels. We trained both the BERT and the ensemble BERT model for 
comparison. We use the test data to identify the loss and accuracy for evaluating the models. We also use hyperparameter tuning 
during the model training.

• Finally, the trained model is ready to recognize the entity name using the unseen input statement and entity.

4. Experimental setup

4.1. Experimental environment

Deep Learning models need cutting-edge setups in order to handle data in parallel. As a result, we used Google Colab [4]. It is 
6

a cloud-based Jupyter Notebook platform that offers the essential tools for exploiting GPU and TPU. It is functional under Ubuntu 
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Fig. 4. Proposed framework for Bangla RC. (Here sketch the working procedure of the proposed model, starting from data preprocessing to predicting answers of RC.)

Table 1

The value of different hyperparameters for the proposed en-

semble method.

Hyperparameters Values for the proposed model

Learning rate (AdamW) 2e-04

Epoch 40

Batch_size 24

Verbose 1

max_len 60

OS and comes with 12 GB of GPU memory and an NVIDIA Tesla K-80 GPU. It included the necessary pre-configured libraries and 
packages for deep learning applications as well as the Python runtime.

4.2. Hyperparameter tuning

Data ordering and weight initialization of a deep learning model can be impacted by hyperparameter values. Determination of 
the hyperparameters’ most essential values enables our model to make accurate predictions. We try out different values of Batch 
size, Maximum length of the sequence and Learning rate and observe which combination model performed best. In Table 1, we have 
provided the worthy values of our model’s hyperparameters.

Here we obtained the best performance with Learning rate=2e-04, max length=60, verbose=1 and batch size= 24. We consider 
7

40 epochs to determine the accuracy. As the optimizer, AdamW [21] has been chosen in this research.
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4.3. Dataset composition and provision

Math Entity Recognition (MER) is highlighted less in NLP research fields. It was challenging for us to manage sufficient informative 
data to make the model learn about this task. Therefore we have created our own dataset2 for this task and trained the model. We 
Collected real-world mathematical statements and developed a novel dataset for Bangla MER with 13,717 unique observations. After 
the collection of the data, we extracted the mathematical entities from there and finally annotated them with four different entities 
mentioned as follows:

1. Numbers: This indicates the numerical entities from the text, for instance, one, two etc.

2. Operators: We extracted the operator from the text, such as addition, factorial etc.

3. Common Math Terms (CMT): Different math terms, such as prime number, complex number etc, often appear in mathematical 
statements.

4. Others: The other entities in the text are considered here.

The unique number of mathematical statements is 3430, from where we extracted four entities.

We partitioned the dataset into two parts: the training and testing dataset. Here, the training and testing dataset contains 11520 
and 2197 observations, respectively.

4.4. Data prepossessing

Raw data incorporate extraneous words and characters. These might serve as barriers to classification. Moreover, these increase

the complexity of the methodology. As a result, we skip putting raw data into the classifier directly. We preprocessed the data in 
different levels and then applied it to the model. These steps are mentioned below:

• Besides words, the Raw data consists of many characters (e.g., $, %, #, , -, etc.), which probably emanate a decreasing accuracy. 
Therefore we remove these characters from our corpus.

• Also, there are many Bangla stop words3 in data that have no contribution to prediction tasks. Moreover, these words can be a 
barrier to higher accuracy. The abolition of these stop words is proven supportive of our accuracy.

• Bangla words exist in different forms. So we apply stemming and lemmatization and use the root word to process the corpus.

5. Experimental evolution

5.1. Proposed model’s performance

This section of the paper represents the result and other findings of this research. Here predominantly, we focus on different 
observations of BERT and our proposed ensemble method. We didn’t have other transformer models for comparison except for BERT. 
The other transformers are not pretrained in the Bangla language. Therefore their performances are not significant compared to the 
BERT.

Before determining other scores, the first job is to select appropriate hyperparameters for the model. Consequently, we apply 
different combinations of hyperparameters and observe which combination of values is the most suitable for the proposed model. 
Table 2 broaches the accuracy of our model for different combinations of the hyperparameters and help to justify why we have moved 
forward with our chosen hyperparameters in this research. Here we consider five values of Learning rate - 1e-5, 2e-5, 3e-5, 4e-5 and 
5e-5. Three different batch sizes- 12, 16, and 24 are utilized, and two different max lengths, 50 and 60, are used. After observing the 
accuracy of all the combinations, the model outperforms when learning rate=2e-5, batch size=24 and the max length=60 with an 
accuracy score of 99.76%.

Here we train our proposed ensemble BERT model over 40 epochs and trace both the training and the testing accuracy. Fig. 5

indicates the curves of the training and the testing accuracy for all the epochs. The highest testing accuracy for the ensemble models 
is 99.76%, and the highest training accuracy value is 99.91%. We trace the training and testing accuracy for the BERT model too. 
Fig. 7 set forth the accuracy curves over forty epochs. Here the highest training accuracy is 99.79%, and the highest testing accuracy 
is 97.98%. Evidently, our proposed model accorded better results than the BERT-based classifier. .1199% training accuracy and 
1.78% testing accuracy have been increased after ensembling the BERT model.

We also determine the loss over epochs for the ensemble BERT model. Fig. 6 delineates the training and testing loss curves over 
forty epochs. The minor training loss in these forty epochs is only 0.0021. The testing loss is reduced to 0.0154 in the testing loss 
curve. The training and testing loss for the BERT-based classifier is sketched in Fig. 8. Here the minimum training loss and testing 
loss are 0.0263 and 0.0265 over forty epochs consequently. The training loss is reduced by 0.0242 in the ensemble BERT model. The 
reduction of testing loss in our proposed model is 0.011. We have used the cross entropy loss using Equation (3).

2 https://github .com /JUDataMiningResearch /Bangla _MER.
8

3 https://github .com /stopwords -iso /stopwords -bn.

https://github.com/JUDataMiningResearch/Bangla_MER
https://github.com/stopwords-iso/stopwords-bn
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Table 2

Accuracy of the ensemble BERT model for various hyperpa-

rameter combinations.

Learning 
rate

Batch size Max Length Accuracy(%)

1e-5

12
50 99.45

60 99.49

16
50 99.05

60 99.29

24
50 98.96

60 99.31

2e-5

12
50 98.92

60 98.94

16
50 98.93

60 98.91

24
50 98.96

60 99.76

3e-5

12
50 98.89

60 99.31

16
50 99.20

60 99.07

24
50 98.65

60 99.30

4e-5

12
50 98.91

60 98.25

16
50 99.08

60 99.10

24
50 99.01

60 98.94

5e-5

12
50 98.29

60 98.61

16
50 99.20

60 99.03

24
50 98.76

60 99.01

Fig. 5. The training and testing accuracy of the proposed ensemble BERT model over 40 epochs.

𝐿 =
𝑀∑

𝑐=1
𝑦𝑜,𝑐 𝑙𝑜𝑔(𝑝𝑜,𝑐) (3)

We have shown a few more performance outcomes of our proposed model. Fig. 9 depicts the confusion matrix of our proposed 
ensemble BERT model for the mathematical entities. The confusion matrix stipulates the correct classifications and misclassifications. 
It is observable in Fig. 9 that the misclassification rate is significantly less by the proposed classifier. Only 22 observations of Common 
Mathematical Terms (CMT) are misclassified as other entities. But all the operators and number entities are precisely recognized by 
9

the ensemble model. Therefore the misclassification rate for these two entities is zero.
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Fig. 6. The loss of the proposed ensemble BERT architecture over 40 epochs.

Fig. 7. The training and testing accuracy of the BERT model over 40 epochs.

Fig. 8. The loss of the BERT architecture over 40 epochs.

Employing the confusion matrix, we determine impactful evaluation metrics such as Macro F1 score, Micro F1 score and Accuracy. 
The following Equations (4), (5), (6) are used to determine these metrics.

Micro F1 Score =
∑

TP
∑

TP + 1
2 (
∑

FN+
∑

FP)
(4)

Macro F1 Score =
∑No of classes

𝑖=1 F1_Score𝑖

No of classes
(5)

Accuracy = TP + TN

TP + TN + FP+ FN
(6)

Here TP, TN, FP, and FN are the True Positive, True Negative, False Positive, and False Negative of the proposed ensemble model 
obtained from the confusion matrix. To calculate the Micro average F1 score, First, we determine the TP, TN, FP, and FN for each 
10

entity type. Then we sum the TP, TN, FP, and FN and determine the Micro average F1 score. For the Macro average F1 score, we 
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Fig. 9. The confusion metric of our proposed classifier.

Table 3

The score of the different evaluation metrices for the proposed 
ensemble model.

Metrices Score of the Proposed 
Ensemble Model

Accuracy 99.76%

Micro F1 Score 98.99%

Macro F1 Score 99.23%

calculate the individual F1 score of each entity type and then divide the resultant value by the total number of entity types. Table 3

shows the Micro average F1 score, Macro average F1 score and the Accuracy of the proposed ensemble model.

5.2. Performance of the proposed ensemble technique on different transformers

The ensemble technique on the BERT model showed significant improvements in the results. Therefore, we applied the technique 
to other transformer models and justified the performance of our proposed ensemble techniques. We implement ELECTRA and XLNet 
on our dataset. After that, we have ensembled both ELECTRA and XLNet using our proposed methodology. For these two models, 
the performance increased also. XLNet provided 85.48% accuracy, while the ensembled XLNet model’s accuracy was 86.34%. For 
this transformer model, accuracy improved by 0.86%. ELECTRA showed 82.01% accuracy. The ensemble techniques increased the 
accuracy by 1.27% and became 83.28%.

As these models are not trained in Bangla, the performance is comparatively poor compared to the BERT model. However, the 
ensemble technique significantly assists in increasing the performance. We sketched the comparison scenario in Fig. 10 for better 
visualization.

6. Discussion

Mathematical Entity Recognition (MER) is a unique problem that gets less research attention. However, mathematical entities 
have an essential contribution to the recognition or generation of mathematical expression. In this research, we intend to focus on 
that problem using the latest deep transformer model BERT. BERT has already evinced remarkable performance in Natural Language 
Processing for low-resource languages like Bangla. This model is pre-trained in several languages. mBERT portrayed a noteworthy 
performance. Moreover, we ensemble the proposed model by combining two different BERT layers, and both of these layers have 
taken different input combinations of the input sequences using the text, entity, and the [SEP] token. This method has significantly 
improved performance—the proposed method provided 1.78% more accuracy than the regular BERT classifier. The loss is reduced 
to 0.0154.

Another obstacle to this research was that there was no available dataset to train and test the model. Therefore we prepare 
a noble dataset for the Bangla Mathematical Entity Recognition (MER). We have collected real-world mathematical statements 
the extract different mathematical entities from there. We have worked with a total of four types of entities, and are Numbers, 
Operators, Common Mathe Terms and others. We believe this dataset will create a constructive impact on the research based on 
11

Entity Recognition. Moreover, it is able to contribute to Bangla Natural Language Processing (NLP) research.
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Fig. 10. Performance of ensemble technique on different transformers.

We ascertain the training and testing loss curves and the training and testing accuracy curves for the proposed model. We have 
used the Gaussian filter to smooth the curves in Figure. Besides, we find out the Accuracy, Loss, Macro Average F1 Score and Micro 
Average F1 score for the model. Moreover, we provided an analysis of the Confusion matrix of the proposed classifier.

We have determined different metrics for our proposed architecture to create a comparison scenario with BERT. When we applied 
this ensembled technique to other transformer models, such as XLNet and Electra, the ensemble technique performed better than a 
single-layered transformer. Each transformer (BERT, ELECTRA, or XLNet) layer captures different levels of contextual information 
from the input text. Combining multiple layers can result in a richer text representation, benefiting downstream tasks [7]. Moreover, 
the input sequences of the different layers are also differently organized. Another minor reason for this improved performance is that 
nonidentical instances of transformer models might have slightly different pre-trained weights due to variations in the training data 
or initialization. Ensembling them can help capture diverse patterns and information.

7. Conclusion and future work

The enormous importance and promising benefits of mathematical entity recognition in the Bangla language have been explored 
in this study. In order to expedite automated theorem proving, make it more straightforward to analyze and extract mathematical 
information from documents, as well as enhance e-learning and educational platforms, mathematical entity recognition is essential, 
as the study demonstrates. It has also shown how practical mathematical understanding is for empirical research, data processing, 
interpretation, and practical applications.

The use of the ensemble architecture of deep neural networks, notably Bidirectional Encoder Representations from Transformers 
(BERT), for Bangla Mathematical Entity Recognition (MER) is one of the work’s key achievements. Additionally, the handiwork of 
a novel dataset, including 13,717 observations, each comprising a mathematical statement, mathematical entity, and mathematical 
type, is a worthwhile resource for further research and development in this domain.

There is undoubtedly an array of directions in which future research can build on this study’s successes and advance the subject 
of mathematical entity recognition in the Bangla language, for instance, the expansion of the dataset, multilingual support, handling 
complex mathematical statements (mathematical equation recognition and generation), domain-specific applications (computer vi-

sion, LLMs), adapting to emerging mathematical concepts (explanation of mathematical solution), integration with mathematical 
assistants, Etc.
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