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Boolean model of anchorage dependence and contact inhibition points to
coordinated inhibition but semi-independent induction of proliferation
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Epithelial cells respond to their physical neighborhood with mechano-sensitive behaviors required for
development and tissue maintenance. These include anchorage dependence, matrix stiffness-
dependent proliferation, contact inhibition of proliferation and migration, and collective migration that
balances cell crawling with the maintenance of cell junctions. While required for development and tissue
repair, these coordinated responses to the microenvironment also contribute to cancer metastasis.
Predictive models of the signaling networks that coordinate these behaviors are critical in controlling cell
behavior to halt disease. Here we propose a Boolean regulatory network model that synthesizes
mechanosensitive signaling that links anchorage to a matrix of varying stiffness and cell density sensing
to contact inhibition, proliferation, migration, and apoptosis. Our model can reproduce anchorage depen-
dence and anoikis, detachment-induced cytokinesis errors, the effect of matrix stiffness on proliferation,
and contact inhibition of proliferation and migration by two mechanisms that converge on the YAP tran-
scription factor. In addition, we offer testable predictions related to cell cycle-dependent anoikis sensitiv-
ity, the molecular requirements for abolishing contact inhibition, and substrate stiffness dependent
expression of the catalytic subunit of PI3K. Moreover, our model predicts heterogeneity in migratory
vs. non-migratory phenotypes in sub-confluent monolayers, and co-inhibition but semi-independent
induction of proliferation vs. migration as a function of cell density and mitogenic stimulation. Our model
serves as a stepping-stone towards modeling mechanosensitive routes to the epithelial to mesenchymal
transition, capturing the effects of the mesenchymal state on anoikis resistance, and understanding the
balance between migration versus proliferation at each stage of the epithelial to mesenchymal transition.

� 2020 The Authors. Published by Elsevier B.V. on behalf of Research Network of Computational and
Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creative-

commons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Maintaining intact epithelial monolayers is required for the
proper function of tissues such as the skin, gut lining, blood vessel
lining (endothelium), respiratory tract, kidney tubules, and the
folded structures of glands [1]. The homeostatic processes that
maintain epithelial tissue organization rely on the ability of indi-
vidual cells to monitor and respond to their physical surroundings,
and thus sense the loosening or wounding of the monolayer.
Mechanical cues such as cell density in the local neighborhood of
an epithelial cell, or the stiffness of the extracellular matrix
(ECM) it adheres to, trigger internal biochemical signaling that
impacts cell survival, proliferation, migration, and the establish-
ment of apical-basal polarity [2,3]. While extensive experimental
data is now available on how these mechanosensitive signals are
regulated, detailed mechanistic models linking them to survival
or cell cycle control are scarce. In order to understand the need
for models to complement and inform experimental work in this
area, we will briefly summarize key mechano-sensitive behaviors
seen in mammalian epithelial cells, and the nonlinear cross-
talking pathways that drive them. We then offer a mechanistic
Boolean model that can reproduce these mechanosensitive pro-
cesses, built by the integration of cell-ECM and cell–cell adhesion
signaling with a detailed model of growth signaling, cell cycle
and apoptosis [4].

Most epithelial cells such as mammary epithelial cells [5], ker-
atinocytes [6], kidney epithelial cells [7] and endothelial cells [8]
depend on cell-ECM adhesions for their survival, even if biochem-
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ical survival signals from growth receptors are active. Their pro-
longed detachment triggers a form of programmed cell death ter-
med anoikis, the Greek origins of which refers to a cell’s
‘‘homeless” status as the cause of demise [9]. Cell-ECM attach-
ments are also necessary for cell cycle commitment, which
requires a relatively stiff ECM to support cell spreading and trac-
tion force generation [3,10,11]. Yet, the properties of the underly-
ing matrix are not the only mechanical cues affecting
proliferation. Even cells that retain their proliferative capacity into
adulthood tend to stop dividing when surrounded by other cells
[2]. Known as contact inhibition of proliferation (CIP), this process
is key to the establishment of confluent monolayers, which orga-
nize tissues by creating effective barriers [12]. ECM attachments
in confluent monolayers guide the apical/basal polarization of
epithelial cells, leading to the asymmetric distribution of proteins,
phospholipids and cytoskeletal structures required for barrier and
secretory functions of the epithelium [12]. Finally, the migration of
epithelial cells at the edges of a monolayer, such as the site of an
injury, requires coordinated control of horizontal polarization
and cell spreading at the leading edge, paired with continued adhe-
rens junction maintenance with the monolayer [13]. A similar
coordination between migration and cell–cell adhesion drives the
sprouting behavior of endothelial cells in angiogenesis, while
reestablishment of epithelial polarity and contact inhibition of
locomotion (CIL) as well as proliferation (CIP) is subsequently
required for vessel maturation [14].

In general, signals from cell-ECM and cell–cell adhesions engage
in heavy crosstalk with signals that maintain survival, prolifera-
tion, or migration. Understanding the context-dependent influence
of these processes is critical for healing and maintaining epithelia
battered by disease. For example, the loss of contact inhibition of
proliferation due to mutations can lead to proliferation within
intact monolayers — an event required for growth and tissue dis-
ruption in tumors of epithelial origin [15]. Moreover, weakening
of cell–cell junctions not only frees healthy cells to divide and heal
tissue gaps [16], but it is also a hallmark event in the transforma-
tion of cancer cells from an epithelial to a mesenchymal phenotype
— a process called epithelial to mesenchymal transition (EMT) [17].
EMT is a rate-limiting step in the development of metastatic can-
cer, as it allows epithelial cells to further disrupt their cell–cell
adhesions, remodel their cytoskeleton to enhance migration, pro-
mote ECM proteolysis leading to cancer cell invasion into healthy
tissue, and enhance their resistance to apoptosis [18,19]. These
traits, while required for normal development and tissue repair,
contribute to metastasis by aiding the migration of cancer cells
away from the primary tumor to spread through the body [18,20].

Our ability to influence the coordinated phenotype changes
characteristic of disease is limited by the paucity of predictive
models that synthesize the molecular mechanisms that transmit
cell-ECM and cell–cell adhesion signals from surface receptors to
internal signaling networks that maintain survival, initiate cell
cycle entry, generate apical-basal or horizontal polarity, or drive
migration. To date, modeling efforts related to contact inhibition
and anchorage dependence have focused on switch-like cell cycle
commitment in response to threshold levels of ECM stiffness
and/or cell density [21,22]. These models, however, do not incorpo-
rate the switch-like feedback internal to the molecular pathways of
contact inhibition (Hippo signaling) and ECM attachment (integrin
signaling), or the heavy crosstalk between them [11,23,24]. This is
not surprising, as the discovery of several key feedback and cross-
talk mechanisms is more recent than prior modeling work [24].
Our work was motivated by a need to examine the downstream
effects of a switch-like contact inhibition pathway, as its effects
on proliferation versus migration may well be different. In addi-
tion, our model explicitly incorporates the molecular mechanisms
of contact-dependent survival and anoikis, and accounts for cross-
talk between the two key signaling pathways (Hippo and integrin
signaling; Fig. 1).

To better understand the need for a detailed mechanosensitive
signaling network model, we briefly review the mechanisms that
couple these signals to other cellular processes and highlight key
feedback loops that endow them with non-linear behavior. First,
integrin-mediated anchorage to the ECM and subsequent focal
adhesion assembly [25,26] strongly enhances the potency of mito-
genic signaling. This occurs via the actions of Src non-receptor tyr-
osine kinase [27], which enhances both receptor tyrosine kinase
(RTK) activity and downstream PI3K activation (Fig. 1A, dark
blue ? green crosstalk) [28]. Second, commitment to the cell cycle
requires not only the existence of adhesions (Fig. 1A, dark
blue ? green ? cell cycle progression), but also a sufficiently stiff
matrix to support stress fibers and cell spreading [10,11]. Stress
fiber formation is required for the activation of the yes-associated
protein 1 (YAP) transcription factor, a potent driver of proliferation
and cell migration [29]. YAP is central to mechanosensitive signals
that link cells to the ECM as well as to their neighbors (Fig. 1, larger
node). YAP transcriptional activity is required for cell cycle entry
and progression, as it contributes to the expression of PI3K subunit
p110 [30], Myc [31,32], CyclinD1 [33], E2F1 [34] and FoxM1 [33]
(Fig. 1).

Third, YAP is the main target of the Hippo pathway, which relays
local cell density information sensed by cell–cell junctions (Fig. 1B,
thin red box). Cells in dense monolayers form a ring of adherens
and tight junctions [35,36], which in turn activate the YAP repres-
sors Lats1/2 and AMOT [37,38] and block its nuclear localization
[39]. Active YAP, in turn, has its own tricks to fight back. It was
recently shown to repress E-cadherin transcription and thus keep
adherens junctions weak [24] (Fig. 1B, YAP/WT1 M AJ feedback).
This double-negative feedback between adherens junctions and
YAP activity leads to all-or none, switch-like YAP activation at the
edge of monolayers [24]. Furthermore, Hippo signaling is not the
only contact-inhibitory mechanism. Non-epithelial cells lacking
adherens junctions also respond to high density by halting prolif-
eration [40]; they sense their neighbors via the Nectin family of cell
adhesion molecules [41], which block the MAPK pathway by acti-
vating the Sprouty 2 protein (SPRY2) (Fig. 1B, Nectin3 ? dark
blue ? green ? cell cycle progression) [42,43]. Fourth, YAP pro-
motes cell migration at the edge of epithelial monolayers by upreg-
ulating TRIO; required for the maintenance of active Rac1/Pak1
signaling and sustained migration [24]. Pak1, in turn, feeds back
to suppress the YAP inhibitor Merlin (NF2) (Fig. 1C, pink pathways)
[44,45]. Thus, there are two distinct positive feedback loops cen-
tered on YAP, linking contact inhibition of proliferation to contact
inhibition of locomotion (migration).

In order to probe the effect of the complex, non-linear
mechanosensitive signals centered on YAP, here we offer a mecha-
nistic model of mechanosensing in mammalian epithelial cells. As
detailed below, our model can reproduce anchorage dependence,
cell spreading in support of proliferation, contact inhibition of pro-
liferation (CIP), and contact inhibition of locomotion (CIL). To do
this, we expanded our previously published model of cell growth,
cell cycle commitment, cell cycle progression and apoptosis [4]
to a 121-node Boolean network model that brings together
mechano-sensing mechanisms linked to cell-ECM and cell–cell
adhesions with those that drive migration, growth, proliferation,
and apoptosis.
2. Methods & model

Boolean modeling methods. Boolean network modeling for-
malisms focus on the complex combinatorial logic by which
molecular species and pathways intersect [46,47]. They sacrifice
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Fig. 1. Core mechano-sensing pathways driving anchorage dependence and contact inhibition. A) Integrin-mediated survival and growth signaling (Integrins ? Fak/
Src ? green/red survival/growth signals); ECM stiffness-dependent cell spreading as a condition of cell cycle entry (Integrins ? Fak/Src ? Stress fibers ? YAP ? blue cell cycle
regulators); B) Contact inhibition of proliferation (Sprouty2 and YAP ¢ Adherens Junctions feedback); C) Contact inhibition of locomotion (YAP ¢ Rac1/Pak1 feedback via
Merlin). Red box: Hippo signaling; ECM: extracellular matrix; RTK: receptor tyrosine kinases; AJ: adherens junctions. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

Table 1
Environmental input nodes of the Boolean model sustain their own initial state
throughout the simulation, representing a static environment.

Input node Biological interpretation of
the ON state

Gate

GF low levels of growth factors
sufficient for survival but not
cell cycle entry [4]

GF (t + 1) = GF (t) OR
GF_High (t)

GF_High saturating growth factor
exposure

GF_High (t + 1) = GF_High
(t)

Trail saturating apoptotic signal
exposure

Trail (t + 1) = Trail (t)

ECM soft matrix that does not
support cell spreading or
stress fibers (<0.5 kPa)

ECM (t + 1) = ECM (t) OR
Stiff_ECM (t)

Stiff_ECM stiff matrix that strongly
promotes/supports stress
fibers (>100 kPa)

Stiff_ECM
(t + 1) = Stiff_ECM (t)

CellDensity_Low cell density comparable to the
edge of a monolayer, where
cells can maintain strong
adhesions with each other
but also spread

CellDensity_Low
(t + 1) = CellDensity_Low
(t) OR CellDensity_High (t)

CellDensity_High high enough cell density to
block cell spreading

CellDensity_High
(t + 1) = CellDensity_High
(t)
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a precise accounting of the concentration and time-dependence of
molecular interactions in favor for scalability. Namely, the activity
of each regulatory molecular species in Boolean models is approx-
imated as ON (expressed and active) or OFF (not expresses or inac-
tive). The ON/OFF response of a node to every combination of its
input states represents the ‘‘equation” that governs its temporal
dynamics (SM Table 1) [4]. As detailed and computer-accessible
time-series data tracking the dose-dependent response of single
cells to their physical and biochemical environment, along with
the molecular activity patterns that bring about these responses
are not available, inferring these logic equations directly from data
is not plausible for our current study [48,49]. Instead we have
brought together a large set of qualitative experimental data pub-
lished in 361 experimental papers (including a few reviews and
modeling papers) into a 121-node Boolean model in which each
of the 493 individual interactions is supported by one or more pub-
lished papers, as described in detail in SM Table 1. The logic gates
were inferred from the literature and/or chosen based on the
experimentally reported effects of molecular input combinations
(for more detail on the iterative Boolean model building process,
see Suppl. Material). Our model is available in BooleanNet [50]
and SBML (L3V1) [51] formats in SM File 1–4, as well as on the Bio-
Models database with model ID MODEL2006170001 (https://www.
ebi.ac.uk/biomodels).

As described in detail in the Methods section of Sizek et al [4],
here we used a synchronous Boolean modeling framework to find
every stable phenotype and/or oscillatory behavior (attractor) the
model can generate [52,53]. In addition, we systematically simu-
lated the time-dependent response of the model from each of its
phenotypes (stable and oscillatory) in response to each external
input signal, thus mapping all of its state transitions and compar-
ing them to experimental data [52,53]. We chose a synchronous
framework due to its deterministic dynamics (each node’s update
in each time-step only depends on the state of the network in
the previous time-step). Synchronous modeling allowed us to bet-
ter follow the molecular triggers of distinct cell behaviors, espe-
cially during the model development phase when these
behaviors were not always in line with known biology (for iterative
model building see Suppl. Material). Tracing erroneous behavior to
its root cause allowed us to examine modeling assumptions behind
individual regulatory gates and refine our model. A detailed com-
parison of synchronous vs. asynchronous update showing the
update-robustness of our cell cycle /apoptosis model is available
in [4].

The majority of our methods involving the analysis of our Boo-
lean model remain unchanged from [4]. Briefly:

a) Identifying all the phenotypes (attractors) of a Boolean model.
This involves starting the Boolean model from different random
initial conditions (randomly assigned ON/OFF states for each node)
and identifying the phenotype or network-state the model con-
verges to. We do this for N = 50 random initial conditions for each
unique extracellular environment combination (see Table 1). We
then collect all unique Boolean attractors representing distinct
phenotypes (i.e., stable states or sustained oscillations) for each
external environment (SM Table 2).

https://www.ebi.ac.uk/biomodels
https://www.ebi.ac.uk/biomodels
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b) Isolating a regulatory switch from the full network. We do this
in order to examine whether a particular module of the model is
inherently multi-stable (see SM Fig. 1 and [4]). The procedure is
performed by an algorithm that eliminates all inputs converging
on this switch from the outside by individually locking these
inputs either ON or OFF (independently for each switch-node),
attempting to optimally preserve the regulation of each node by
its remaining (internal) inputs [4].

c) Modeling intermediate (non-saturating) growth factor exposure,
ECM stiffness, or cell density. This involves overriding an input node
in each time-step with a stochastically generated ON/OFF value. As
a result, average ‘‘signal exposure” can be tuned probabilistically to
any value from 0 (always OFF) to 1 (always ON, saturating signal).
As SM Fig. 2 illustrates for intermediate ECM stiffness that is ON
85% of the time (orange) and OFF otherwise (blue), this noisy
non-saturating signal results in noisy pathway activation. Down-
stream pathways such as contact inhibition (CIP module) only
occasionally reach the threshold activity required to trigger
switch-like phenotype changes such as cell cycle entry. Indeed,
note the irregularly spaced switch-like transitions of the Restriction
Switch in SM Fig. 2, followed by replication origin licensing and a
full division cycle.

d) Modeling partial knockdown/forced expression. Similarly, we
model this by probabilistically forcing an internal network node
OFF (or ON), but in this case the node is only forced OFF (knock-
down) with a given probability in each time-step. It is otherwise
left to obey the Boolean rule that normally governs its behaviors
(e.g., YAP on SM Fig. 3; activity shown in black in all time-points
when it is locked OFF). Forced expression involves locking the node
ON for a certain (random) percent of time-steps, and otherwise let-
ting it obey the network’s influence [4].

Overview of published regulatory modules (Sizek et al). In order to
account for the effects of matrix attachment and cellular neighbors
on cell cycle and apoptosis, we expanded our previously published
Boolean model of growth signaling, cell cycle regulation and apop-
tosis. As described in detail in [4], this model is a modular network
of a) growth factor signaling (green nodes on Fig. 2), a dynamic
module tracking MAPK signaling as well as cell cycle linked oscilla-
tions in PI3K/AKT signaling; b) restriction switch (lilac nodes on
Fig. 2) [54], a bistable module that controls cell cycle entry at the
restriction point; c) mitotic phase switch (purple nodes on Fig. 2),
a tri-stable module that controls the DNA damage and spindle
assembly checkpoints, as well as the reset of mitotic cell cycle con-
trol molecules to a G1 state [54]; d) replication origin licensing
switch (brown nodes on Fig. 2), a bistable module that tracks
licensing and firing of replication origins; e) apoptotic switch (dark
red nodes on Fig. 2), a bistable module that commits cells to apop-
tosis or maintains survival, and f) a collection of cellular processes
during cell cycle progression that account for the processes of DNA
replication, spindle assembly and cytokinesis without the need to
model each in full molecular detail.

Signaling pathways of anchorage dependence and anoikis. Cells
form attachments with the ECM via a class of transmembrane
receptors called integrins (Fig. 1A). Integrins anchor cells to the
ECM and promote their survival, aid mitogenic signaling, modulate
the organization of the cellular cytoskeleton and play a key role in
cell migration [55]. They do this by recruiting and activating focal
adhesion kinase (FAK) at the sites of ECM attachment, leading to
integrin clustering and focal adhesion assembly [25,26]. Active
FAK, in turn, provides a high-affinity binding site for the Src non-
receptor tyrosine kinase [27]. As Src also interacts with receptor
tyrosine kinases, it couples adhesion- and force-sensing to growth
factor signaling [28]. As a result, the mechanisms that trigger pro-
grammed cell death in the absence of anchoring attachments are
similar to serum starvation, as they involve the loss of survival-
promoting PI3K/AKT signaling [56] (Fig. 1A). Indeed, forced activa-
tion of focal adhesion kinase (FAK) [57], Src kinase [58–60], or PI3K/
AKT1 [59,61] are all able to overcome anoikis in multiple cell lines,
whereas strong growth factor stimulation alone is not sufficient
[62,63]. In order to capture these pathways in a Boolean model,
we extended the rules that govern basal PI3K activation in
response to receptor tyrosine kinase (RTK) signaling in [4] to
require active focal adhesion kinase (FAK) or Src; both of which rely
on integrin-mediated ECM anchorage. In addition, we modeled the
need for adhesions for the full activation of growth-factor-driven
RTKs by requiring FAK or Src activity for the formation of active
Shc/Grb2/SOS/Ras signaling platforms that transmit growth signals
to the MAPK pathway (Fig. 1A).

Mechanosensing of matrix stiffness required for proliferation.
Anchorage to the ECM, while capable of supporting survival, is
not sufficient for cell division [10]. Cells also require space to
stretch [10], as well as a sufficiently stiff matrix to allow the forma-
tion of stress fibers anchored by strong focal adhesions [11]. The
absence of stress fibers blocks YAP activation even if its canonical
inhibitors, Lats1/2 and Merlin (NF2), are inactive [11]. Thus, even
if a cell’s neighborhood lacks the local density to establish a ring
of strong adherens junctions and apical-basal polarity, YAP remains
inactive as long as the cell is unable to stretch [10]. To model this,
our YAP node is controlled by an AND gate that requires the pres-
ence of stress fibers as well as the absence of strong adherens and
tight junctions (marked by the ON state of junctional a-catenin,
AMOT, Lats1/2 and Merlin). YAP, in turn, is required for cell cycle
progression via its contribution to the expression of PI3K subunit
p110 [30], Myc [31,32], CyclinD1 [33], E2F1 [34] and FoxM1 [33]
(Fig. 1A).

Contact inhibition of proliferation. Epithelial cells plated on a stiff
extracellular matrix and stimulated to grow eventually reach con-
fluence, and begin establishing adherens junction-mediated cell–
cell contacts [35,36]. They first sense the presence of neighboring
cells by cell-to-cell dimer formation between transmembrane cell
adhesion molecules called Nectins [41] (Fig. 1B). Nectins recruits
E-cadherin to initial contacts, leading to the formation of strong
mature adherens junctions and the assembly of protein complexes
that includes p120ctn, a- and b-catenins, a-actinin, vinculin and Mer-
lin (NF2) [35]. Cells connected on all sides by adherens and tight
junctions become vertically polarized and actively maintain a polar
distribution of organelles and cell surface molecules on their api-
cal/basal side [12]. In addition to forming a mechanically coupled
tissue, adherens junctions also act as mechanosensitive signaling
hubs [64]. In the absence of tension pulling on them, mature adhe-
rens junctions contribute to contact inhibition of proliferation by
blocking the nuclear localization of YAP and TAZ [39], potent dri-
vers of proliferation and cell migration [29]. Junctional a-catenins
can bind YAP to trap it in the cytoplasm and help sustain its inhi-
bitory phosphorylation [65–67]. This inhibitory phosphorylation
itself is adherens junction-dependent, as the YAP repressor kinases
Lats1 and Lats2 are activated at adherens junctions [37,38]. Thus,
weakening cell–cell contacts results in YAP activation, which in
turn can repress E-cadherin transcription and further weaken adhe-
rens junctions [24]. YAP does this by partnering with Wilms tumor-
1 (WT1), driving its nuclear localization and forming a transcrip-
tional repressor complex at the E-cadherin promoter. This
double-negative feedback loop between adherens junctions and
YAP activity leads to all-or none, switch-like YAP activation and
nuclear localization [24].

Contact inhibition of locomotion (migration). In addition to YAP’s
role in cell cycle entry, YAP and TAZ also promote cell migration at
the edge of epithelial monolayers. YAP not only reduces E-cadherin
expression, it also induces the expression of TRIO, a Rac1-activating
GTP-exchange factor required for the maintenance of active Rac1/
Pak1 signaling and sustained migration [24]. Pak1, in turn, feeds
back to suppress the YAP inhibitor Merlin (NF2) [44,45], setting
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up a positive feedback between YAP and key mediators of migra-
tion (Fig. 1C). This feedback links the loss of contact inhibition of
proliferation with contact inhibition of locomotion in low cell den-
sity conditions. To model this, we have built a migration module
that incorporates horizontal polarization driven by lamellipodia
formation at the leading edge (active Rac1/Pak1), and stress fiber
formation across the cell body (especially at the trailing edge)
(see Fig. 2) [68]. This module contains additional internal positive
feedback due to the mutually reinforcing nature of Rac1 activation
at the leading and the establishment of lamellipodia that support
further focal adhesion formation powered by Rac1 [69]. In addition,
active Rac1 at the leading edge activates its effector IQGAP1 [70],
which promoters horizontal polarization and the expense of
apical-basal polarity [71]. This further concentrates Rac1 at the
leading edge, closing the loop [72].

Automated phenotype detection and statistics. The growth of our
regulatory models along with the number of distinct environment-
combinations necessitates a formal and automated process by
which we assign specific biological phenotypes to each attractor
state of the model, and by which we monitor phenotypic transi-
tions. First, our modeling software tracks the sequence of key cell
cycle events by monitoring the state of user-specified nodes that
mark each event. This allows us to count correct vs. erroneous cell
cycle events [4]. In our current model, these key events are: a) start
of DNA replication (Replication = OFF ? ON), b) successful comple-
tion of DNA replication (f4N_DNA = OFF ? ON), c) start of meta-
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phase (U_Kinetochores = OFF ? ON), d) SAC passage (A_Kineto-
chores = OFF ? ON), and e) cytokinesis (Cytokinesis = OFF ? ON).
The wild-type cell cycle involves an uninterrupted sequence of all
five events (marked on SM Fig. 2), while cell cycle errors such as fail-
ure to complete cytokinesis involve breaks in the pattern. These
errors include a) G2 ? genome duplication, involving the absence
of mitosis and cytokinesis following DNA Replication (e.g., 2 rounds
of DNA replication in a row, or long-term reset into G0 from G2;
not observed in this study); b) Aneuploidy ? genome duplication,
involving premature anaphase before proper SAC passage and failed
cytokinesis (also not observed here, see [4]), c) Telophase ? genome
duplication or cytokinesis failure, involving the absence of cytokine-
sis before the next round of replication (SM Fig. 4).

In addition to cell cycle progression, we specify a set of irre-
versible cell state transitions along with a tag that tells the simula-
tion whether it should stop collecting phenotype data after this
transition occurs. In the current model the only such transition is
programmed cell death, and time after death should not count
for the purposes of measuring the rate of other processes. We con-
vey this to our code in a user-editable phenotype file (Suppl. Mate-
rial) that includes the line:

Apoptosis ¼ ðCasp3 ¼ 1;CAD ¼ 1Þ STOP ALL

The moment the simulation satisfies the conditions of apopto-
sis, Casp3 = ON and CAD = ON, it registers an apoptotic event and
stops the time-course due to the STOP_ALL tag. As each individual
time course can only lead to a single apoptotic event, we measure
the rate of apoptosis by running multiple simulations amounting
to a total live-cell time of 100,000 time-steps. We report this rate
relative to the maximum speed of the wild-type cell cycle, 21
time-steps (see Fig. 3B or 4A, showing non-contact-inhibited cells
exposed to saturating growth stimulation on a stiff matrix). Thus,
we sample the equivalent to ~4750 in silico cell cycles, very roughly
equivalent to 227 weeks of cellular life at ~8 h/maximum cell cycle
speed [73] (22.86 min/time-step). We then calculate the rates of
apoptosis, normal division, and cell cycle errors by dividing the
number of observed events within this window by the total time,
multiplied by 21. (Note that not all irreversible transitions should
automatically stop the monitoring of other phenotypes; e.g., senes-
cent cells don’t divide but may still undergo apoptosis. The STO-
P_ALL tag specifies this for apoptosis.)

Finally, the model is also subject to a series of reversible pheno-
typic transitions. To specify these, we supply our code with a list of
phenotype-pairs (Suppl. Material). These are expected to be mutu-
ally exclusive pairs such as: CIP versus noCIP. Each phenotype has a
specific molecular signature; for example, we consider the cell con-
tact inhibited if ApicalBasal_Pol = ON , YAP = OFF and TAZ = OFF,
while the opposite pattern is required for a cell free of contact inhi-
bition. Similarly, a cell is considered to be Migratory vs. Non-
migratory when the Migration node is ON/OFF. These are specified
in our phenotype input file as:

Reversible_Transitions:
CIP noCIP = (ApicalBasal_Pol = 1, YAP = 0, TAZ = 0) (ApicalBasal_
Pol = 0, YAP = 1, TAZ = 1)
Migratory Non-migratory = (Fast_Migration = 1) (Fast_Migra
tion = 0)

The above phenotypes are generally based on the attractor
states of specific regulatory modules (e.g., the CIP module, SM
Fig. 1A) [4,54], but the condition for assigning a phenotype to a cell
state does not involve a strict specification of every node in the
module. This allows phenotype definitions that can accommodate
mutant networks. Our simulation tracks the percentage of time-
steps in which the cell expresses each phenotype during a time-
course in a fixed extracellular environment and/or perturbation;
including an arbitrary combination of non-saturating environmen-
tal inputs and combinations of partial knockouts and knock-ins (il-
lustrated on SM Fig. 3 and further used in Figs. 3–6, SM 7). In
addition to the simulations required to measure one set of transi-
tion rates in a single environment by accumulating data from
100,000 time-steps of live cell time, the code also runs simulation
series that sweep particular environmental variables and/or knock-
outs/knockings from 0 (locked OFF) to 1 (locked ON), and automat-
ically plots the results.

3. Results

3.1. Overview of the molecular model

In this study we used a Boolean modeling framework [46,47] to
synthesize the web of molecular regulatory interactions responsi-
ble for anchorage-dependent survival and proliferation, contact
inhibition, migration, cell cycle control and apoptosis. This regula-
tory network integrates cellular cues from a combination of envi-
ronmental factors such as matrix stiffness, cell density, cell–cell
contacts, and growth factor signaling. To do this we built on our
previously published Boolean model of growth signaling dynamics
coupled to cell cycle progression and apoptosis [4] and expanded it
with three new regulatory modules (Fig. 2). In the absence of
computer-accessible time-series data tracking the dose–response
of single cells to ECM stiffness and density (along with molecular
activity time-series of key mechano-sensing pathways), inferring
a Boolean regulatory network directly from data [48,49] is not
plausible. Instead we synthesized information from experiments
published in 361 papers into a 121-node Boolean model. The mod-
el’s 493 individual interactions and logic gates are supported by
experimental data, as described in SM Table 1.

The first mechano-sensitive module involves integrin-
dependent cell-ECM adhesions, their interactions with growth fac-
tor signaling, and cell–cell adhesions leading to adherens junction
formation. It is an input layer that integrates information from the
cells’ physical (ECM) and chemical (growth factor) environment to
modulate survival and proliferation (Fig. 1A-B, dark blue nodes on
Fig. 2A). The second module is a bistable switch that controls con-
tact inhibition of proliferation (CIP), and it is centered around
double-negative feedback between junctional E-cadherin and the
YAP/TAZ transcriptional regulators of proliferation and migration
(Fig. 1C, light blue nodes on Fig. 2A, SM Fig. 1A). The third module
links key regulators of cell migration (mesenchymal-type cell
crawling; pink nodes on Fig. 2A), tightly integrated with both adhe-
sion and CIP networks. Its bistability is the result of positive feed-
back between horizontal cell polarization and increased activation
of Rac1/Pak1 at the leading edge, which promotes migration and
helps maintain horizontal cell polarity (SM Fig. 1B). The linked net-
work of growth factor signaling, cell cycle control, apoptosis, adhe-
sions, junctions and migration responds to seven input nodes that
represent the extracellular environment (Table 1).

Extensive sampling of the Boolean model’s state space using
synchronous update revealed that the model has several distinct
attractors for each unique combination of environmental inputs
(SM Table 2). As expected, the apoptotic attractor is a stable
fixed-point of the model in each environment (SM Table 2A). In
addition, the model always converges to the same apoptotic attrac-
tor when Trail is ON, a feature inherited from [4]. The only non-
apoptotic stable states (point attractors) correspond to quiescent
(non-dividing) cells (SM Table 2B). In addition, two similar but
non-identical limit cycles correspond to continuously cycling cells
(SM Table 2C). While these features of the model are similar to its
predecessor [4], the behavior of the adhesion, contact inhibition
and migration modules endows it with a phenotype repertoire
beyond division and death. Instead of a more detailed summary



Fig. 3. Loss of the ability to form cell-ECM adhesions triggers anoikis even in the presence of high growth factor exposure. A-B) Dynamics of regulatory molecule expression/
activity during anoikis triggered by detachment from the ECM from a G0 (A) or cycling (B) cell state. X-axis: time-steps; y-axis: nodes of the model organized in modules;
orange/blue: ON/OFF; white ovals & arrows: ECM loss, basal AKT1 signal loss & apoptotic signaling. C) Length of detachment from ECM required for anoikis (time to anoikis) in
different phases of the cell cycle. D) Rate of anoikis relative to minimum cell cycle time (21 time-steps), shown as stacked bar charts for increasing ECM exposure. E) Rate of
normal cell cycle completion (blue), G2 ? G1 reset followed by genome duplication (orange, not observed), aberrant mitosis followed by genome duplication (green, not
observed), and failed cytokinesis followed by genome duplication (red) relative to minimum cell cycle time (21 time-steps), shown as stacked bar charts for increasing ECM
exposure. Total sampled live cell time: 100,000 steps; synchronous update; (C-E) measured for cycling cell exposed to saturating growth factors and low cell density similar to
monolayer edge. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 4. Spreading on a stiff extracellular matrix is required for proliferation. A) Dynamics of regulatory molecule expression/activity during reversible quiescence triggered by
transient plating on very soft ECM. X-axis: time-steps; y-axis: nodes of the model organized in modules; orange/blue: ON/OFF; white ovals & arrows: loss of stiff ECM, YAP
inactivation & G1 arrest in spite of saturating growth factor exposure. B) Rate of error-free cell cycle completion (blue) relative to minimum cell cycle time (21 time-steps) for
increasing ECM stiffness. C-D) Rate of error-free cell cycle completion (blue) relative to minimum cell cycle time (21 time-steps) for increasing YAP knockdown (D) and forced
YAP activation (E) in cells exposed to saturating growth factors, plated on (C) very stiff (95%)/(D) very soft (0.05%) ECM. (B-D): G2? G1 reset followed by genome duplication
(orange), aberrant mitosis followed by genome duplication (green), and failed cytokinesis followed by genome duplication (red) were not observed. Total sampled live cell time:
10,000 steps; synchronous update; measured for cycling cell with no neighbors exposed to saturating growth factors. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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Fig. 5. High cell density leads to contact inhibition of proliferation (CIP) via two redundant mechanisms that converge on YAP inhibition. A) Dynamics of regulatory molecule
expression/activity during reversible contact inhibition of proliferation due to high cell density plating. X-axis: time-steps; y-axis: nodes of the model organized in modules;
orange/blue: ON/OFF; white ovals & arrows: adherens junction formation leading to YAP inactivation & G1 arrest in spite of saturating growth factor exposure and a stiff ECM.
B) Left: Rate of error-free cell cycle completion (blue) relative to minimum cell cycle time (21 time-steps) at increasing cell density. Right: Percentage of time spent in a contact
inhibited (blue) vs. not contact inhibited state (orange), as defined by the state of the bistable CIP module, at increasing cell density. C) Rate of error-free cell cycle completion
(blue) relative to minimum cell cycle time (21 time-steps) for increasing Stress Fiber over-activation (left) and E-cadherin knockdown (right) at medium–high (top) to very high
cell density (bottom). (B-C) G2 ? G1 reset followed by genome duplication (orange), aberrant mitosis followed by genome duplication (green), and failed cytokinesis followed
by genome duplication (red) were not observed. Total sampled live cell time: 10,000 steps; synchronous update; measured for cycling cell exposed to saturating growth factors
on a stiff ECM. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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of all model states, we first explore them one at a time. We then
conclude our Results with a summary of all modeled phenotypes
and discuss their congruence with known cell behavior.

3.2. Modeling anchorage dependence and anoikis: adhesion to the
extracellular matrix is required for survival

To test whether our model responds to detachment from the
ECMwith anoikis, we followed its dynamics from quiescent as well
as proliferating states in response to in silico detachment from the
ECM. In order to visualize the results, we lined up the model’s 121
nodes vertically (organized by modules) and plotted their activity
(ON/OFF state) as a function of time (running horizontally) [4].
As Fig. 3 indicates, the initial conditions for this in silico experiment
represent cells on a stiff ECM at low cell density (e.g., monolayer
edge), exposed to basal/high levels of growth factors (Fig. 3A/3B).
Thus, Fig. 3A shows the stable molecular activity pattern of a qui-
escent cell (i.e., survival signaling, ECM adhesions and cell–cell
junctions are ON, but so is YAP/TAZ; these cells are not quiescent
due to contact inhibition but due to a lack of strong mitogenic



Fig. 6. Loss of CIP at high cell density requires loss of adherens junctions in conjunction with stress fiber maintenance, or YAP hyper-activation combined with Merlin
knockdown. A) Rate of error-free cell cycle completion (blue) relative to minimum cell cycle time (21 time-steps) as a function of increasing E-cadherin knockdown combined
with increasing forced stress fiber maintenance at 85% High Cell Density. B) Rate of error-free cell cycle completion (blue) relative to minimum cell cycle time (21 time-steps)
as a function of increasing a-catenin (left), Lats1/2 (middle) or Merlin (right) knockdown combined with maximal forced stress fiber maintenance at 85% High Cell Density. C)
Rate of error-free cell cycle completion (blue) relative to minimum cell cycle time (21 time-steps) for increasing YAP hyper-activation at varying cell density in wild-type (top)
vs. Merlin-null (bottom) cells. G2 ? G1 reset followed by genome duplication (orange), aberrant mitosis followed by genome duplication (green), and failed cytokinesis
followed by genome duplication (red) were not observed. Total sampled live cell time: 10,000 steps; synchronous update; measured for cycling cell exposed to saturating
growth factors on a stiff ECM. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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signals). We then turn OFF the ECM & Stiff_ECM inputs for several
time-steps (Fig. 3A, top dashed circle). The resulting loss of
integrin-mediated adhesion leads to the loss of PI3K and basal
AKT signaling (Fig. 3A, middle circle), which in turn activated the
pro-apoptotic BAD and turns off MCL-1 (Fig. 3A, first changes in
bottom circle). The cell subsequently undergoes apoptosis, as indi-
cated by the massive activity-pattern change in the Apoptoticmod-
ule due to the activation of pro-apoptotic pathways, culminating in
irreversible activation of Caspase-Activated DNAase (CAD, bottom
row). In quiescent cells, this cascade of events leads to apoptotic
commitment after 4 time-steps of detachment (Fig. 3A).

Similar results are observed when we detach a continuously
cycling cell from the ECM (Fig. 3B). In this case, the initial prolifer-
ative phenotype is an oscillation that involves growth signaling as
well as cell cycle modules (Restriction Switch, Origin Licensing, Phase
Switch, Cell Cycle Processes) [4]. In contrast, the Apoptosis module
remains in a robust survival state until the cell is detached. Loss
of anchorage leads to an identical cascade from PI3K/AKT loss to
BAD activation and apoptosis (Fig. 3B). Experimental evidence indi-
cates that cells are protected from anoikis by hyper-activation of
focal adhesion kinase (FAK) [57], Src kinase [58–60], or PI3K/AKT1
[61,74]. To test whether our model can reproduce this, we simu-
lated increasing levels of forced activation of each of these mole-
cules by stochastically locking them ON for a fraction of time-
steps (Methods). As a result, these molecules were increasingly
decoupled from their normal regulatory influences and remained
active instead. As SM Fig. 5 indicates, our model reproduces the
anoikis rescue observed with the hyper-activation of each signal-
ing molecule.

We have previously shown that cell cycle regulators such as
Cyclin B /Cdk1 and Plk1 tune the activity of anti-apoptotic mole-
cules in order to both prime cells for apoptosis in case of mitotic
catastrophe, but also protect them during normal mitosis [4].
Incorporating this allowed our model to reproduce the cell-cycle
dependent sensitivity of cells to apoptotic signals such as Trail
[4,75]. Thus, we tested whether anoikis sensitivity also varies with
the cell cycle. As Fig. 3C indicates, the duration of detachment
required to flip the Apoptotic switch ranges from 2 to 17 time-
steps. According to our model, the most anoikis-sensitive point
along the cell cycle is the G2/prophase boundary. If ECM loss is
timed such that the loss of AKT occurs right before cells increase
their apoptosis sensitivity characteristic of mitosis [4], 2 time-
steps of ECM = OFF is sufficient to flip the apoptotic switch and trig-
ger death (Fig. 3C). Whether this behavior is consistent with in vitro
observations is unclear from the literature. Once cells pass into
metaphase, our model predicts a decrease in anoikis sensitivity
(Fig. 3C). At this point Cyclin B/Cdk1-mediated FAK deactivation
triggers detachment and mitotic cell rounding [76]. Survival sig-
naling during this phase is maintained via adhesion-independent
Src activation by Cyclin B/Cdk1 [77], which remains active until
cells clear the spindle assembly checkpoint. By the time cells reach
anaphase, they recover from their metaphase-linked sensitivity to
apoptosis [4]. Thus, we predict that detachment at this point must
persist longer to flip the apoptotic switch (Fig. 3C).

Next we set out to measure the rate of anoikis at different levels
of ECM access, modeled via an increasing percentage of time-steps
in which cells can form ECM attachments. Our results indicate that
the average rate of cell death relative to the minimum time
required to complete the cell cycle decreases sharply when cells
can attach to an ECM about 50% of the time (Fig. 3D). In contrast,
the rate of division starts to sharply increase above ~70% ECM
exposure (Fig. 3E). Interestingly, our model also shows that even
short-lived ECM detachment, insufficient to kill, can cause errors
in cytokinesis. While cells can complete anaphase in the absence
of ECM attachments, cytokinesis requires re-attachment. Cells that
successfully re-attach before undergoing apoptosis but after the
signals that initiate and maintain the contractile ring are lost
become bi-nucleated and eventually tetraploid (SM Fig. 4). This
behavior was experimentally documented in fibroblasts, though
the molecular mechanisms leading to the error remain unckecked
[78]. Our model offers a testable prediction for these mechanisms.
Namely, we predict that loss of Plk1 protein levels due to APCCdh1-
mediated degradation [79] leads to a failure to maintain Ect2 local-
ization and RhoA activity at the contractile ring [80] long enough
for re-attachment and cytokinesis.

3.3. Modeling the effects of matrix stiffness on cell division rate:
spreading on a relatively stiff extracellular matrix is required for
proliferation

In order to model the effect of substrates with different stiff-
ness, we first set the ECM input ON, representing a soft matrix suf-
ficient for the maintenance of survival signaling but prohibitive of
cell spreading. Next, we tuned the probability that cells can pull
against the ECM to form strong focal adhesions by changing the
fraction of time-points the Stiff_ECM input was also ON. Thus,
100% Stiff_ECM = ON represents a stiff enough matrix to place no
limits on stretching; one that allows saturating levels of prolifera-
tion. As Fig. 4A indicates, moving a cell from very stiff to very soft
ECM leads to reversible cell cycle exit (quiescence), in line with
experimental observations [11]. Moreover, a high proliferation rate
in our model requires a stiff ECM (Fig. 4B, SM Fig. 2) and is inhib-
ited by YAP knockdown (Fig. 4C, SM Fig. 3) [81]. Conversely, the
inhibitory effects of a soft matrix are rescued by active YAP
(Fig. 4D) [11].

In 2D cell cultures approaching confluence and strengthening
their adherens junctions, the rate of proliferation slows but does
not fully cease until cells are very densely packed [11]. At this
point, the lack of space to spread is sufficient to block YAP, regard-
less of signaling through the Hippo pathway. This form of contact
inhibition is thus not restricted to epithelial cells and it is readily
reversible by even a moderate decrease in cell density [24]. As
SM Fig. 6 indicates, we can reproduce this behavior by locking
the E-cadherin node OFF, expanding our model’s applicably beyond
epithelial cells.

3.4. Modeling contact inhibition of proliferation: multiple CIP
pathways converge on blocking YAP

Contact inhibition of proliferation (CIP) in our model has two
independent causes. Above we explored the inhibitory effects of
lack of space to spread, which blocks on YAP in an E-cadherin inde-
pendent manner. In addition, YAP activity in epithelial cells is
locked in mutually inhibitory positive feedback with E-cadherin
mediated adherens junctions [24] (Methods & Model). The state of
the resulting switch is highly sensitive to density, both via YAP
activity which needs stress fibers [11], and via the establishment
of apical-basal polarity which requires high density [12]. As
Fig. 5A indicates, simulating the establishment of a dense 2D cul-
ture around a dividing cell triggers reversible CIP. While in this
simulation the primary reason for YAP inhibition is lack of space,
cells that maintain stress fiber formation in spite of high cell den-
sity are not protected from CIP (SM Fig. 7). This is due to the fact
that proliferating cells with low initial levels of Merlin and Lats1/2
activity upregulate the Hippo pathway as they establish apical/
basal polarity, leading to YAP inhibition. This dual mode of main-
taining CIP may be especially critical in epithelia that maintain a
network of stress fibers during their normal function within con-
fluent monolayers, such as endothelial cells in large arteries under
high laminar shear stress [82,83].
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As expected, a gradual increase in cell density from low (edge of
a monolayer) to high (inside a dense monolayer) drastically
reduces the rate of proliferation (Fig. 5B, left). Indeed, division
grinds to a halt at the point where cells experience no free space
to spread into with 50% frequency (modeled as a stochastic
High_CellDensity input that is ON 50% of the time). Consistent with
this, the percentage of time-steps the CIP switch spends in its
contact-inhibited state goes up sharply with cell density (active
Hippo signaling and inactive YAP; Fig. 5B, right). In order to show
that CIP is regulated by two independent and somewhat redundant
pathways, we first attempted to rescue CIP via the re-
establishment of stress fibers in a high cell density setting. As
Fig. 5C indicates, stress fibers alone cannot fully overcome CIP even
at non-saturating cell densities, and have no effect at very high
density (left panels). This is in line with experimental evidence of
CIP in sparsely plated cells allowed to spread, but exposed to
microspheres presenting the extracellular binding domain of E-
cadherin to promote adherens junction formation [84]. Conversely,
loss of adherens junction signaling due to knockdown of E-
cadherin, a-catenin, Lats1/2 or Merlin also cannot overcome CIP in
cells that are unable to spread (Fig. 5C, right; SM Fig. 8) [11]. The
effect of adherens junctions on CIP can be unmasked in cells that
maintain stress fibers at full confluence (high cell density;
Fig. 6A), or cells exposed to artificial E-cadherin binding sites via
microspheres or E-cadherin-coated surfaces [84]. In these cells,
the loss of E-cadherin, a-catenin or Merlin can fully abolish CIP
[84], an effect model can reproduce (Fig. 6B). The level of stress
fiber maintenance remains important, however, as loss of E-
cadherin can only partially boost proliferation in cells where stress
fibers are intermittent (Fig. 6A, right).

Interestingly, our model predicts that in contrast to the loss of
adherens junction or Merlin, Lats1/2 knockdown in conjunction
with stress fiber maintenance is not sufficient to abolish contact
inhibition at high cell density (Fig. 6B, middle). This is a difficult
prediction to compare with the experimental literature, because
most evidence that loss of Lats1/2 reduces inhibitory YAP phospho-
rylation at Lats1/2 sites [37,38], leads to YAP nuclear localization,
and increases proliferation comes from sparsely plated cells that
not only form stress fibers, but are also horizontally polarized
and stimulated to migrate by growth factors [84]. In the absence
of Lats1/2, these cells can switch to a state that engages the positive
feedback linking YAP to Rac1/Pak1 activity, which in turn blocks
Merlin [44]. As a result, Lats1/2 in these cells can abolish CIP [84].
In contrast, our in silico cells are unable to activate Rac1/Pack1,
and remain contact inhibited by keeping Merlin active and YAP
inactive (Fig. 6B). Thus, we predict that cells that maintain stress
fibers in dense confluent monolayers, such as endothelial cells
under shear stress, will not respond to Lats1/2 knockdown with
loss of CIP as sparsely plated cells exposed to E-cadherin-coated
beads do.

The above results show that YAP in our model is necessary for
cell cycle entry, a result fully consistent with experiments [85].
The literature does not, however, clearly reveal whether YAP acti-
vation is sufficient, by itself, to drive cell cycle progression at high
density. To test this, we modeled increasing levels of YAP hyper-
activation. As the top panels of Fig. 6C indicate, YAP is a potent
inducer of proliferation at cell densities that are somewhat above
those of a monolayer edge (also see Fig. 5E, top left; recall that
CellDensity_Low = ON in our model roughly corresponds to the den-
sity at the edge of a monolayer; the simulations in Fig. 6C mimic
denser settings). At very high cell density, however, active YAP
loses its potency (Fig. 6C, top right). Our model predicts that this
slowdown is due to the fact that in dense cultures with well-
established apical/basal cell polarity active YAP does not activate
Pak1, and thus does not repress Merlin (NF2). Merlin, in turn, keeps
Ras inactive and thus efficiently blocks both MAPK and PI3K/AKT
signaling [86]. Thus, we predict that YAP alone cannot break the
contact-inhibitory effects of Merlin in dense epithelia linked by
adherens and tight junctions. In Merlin-null cells YAP hyper-
activation alone was indeed sufficient to drive fast proliferation
in our model, even in very dense cultures (Fig. 6C, bottom panels).

3.5. Heterogeneity of PI3K/AKT activation in subconfluent monolayers
is driven by YAP-mediated transcription of catalytic PI3K subunits

The experimental study that inspired the growth signaling/cell
cycle/apoptosis part of our model showed that subconfluent
epithelial cells display remarkable dynamical heterogeneity in
PI3K/AKT signaling in response to growth factors [87]. Indeed, only
a subset of cells in a given culture respond to growth factors with
an AKT pulse, and only this subset enters the cell cycle [87]. In
addition, cells that do respond with an AKT pulse display highly
dynamic PI3K/AKT signaling in time, driven by rapid degradation
and slow re-expression of the catalytic PI3K subunit p110a. Our
previously published Boolean model of growth factor signaling
focused on explaining the need for oscillating PI3K/AKT activation
during cell cycle progression, without addressing the source of
heterogeneous p110a expression [4]. Yuan et al correlated this
heterogeneity with cell density, showing that p110-high cells were
common in areas of low density [87]. To model this, we leveraged
experimental literature showing that YAP is a transcriptional indu-
cer of both catalytic p110 subunits of PI3K, p110a and p110b; albeit
its effect on p110a expression may require raising p110b levels first
[30]. Conversely, YAP knockdown leads to downregulation of both
subunits. We thus updated the regulatory rules of our p110High
node to include a requirement of YAP transcriptional activity (SM
Table 1B). As a result, high p110 expression in our model mimics
the density dependence observed in vitro [87]. Fig. 5A shows that
proliferating cells placed in high cell density lose their p110High sta-
tus and stop responding to ongoing growth factor stimulation with
repeated pulses of high PI3K/AKT signaling (without losing basal
survival signaling; see middle block in GF signaling module on
Fig. 5A). Moreover, quiescent cells in low cell density environments
stably maintain high levels of p110High, and lose it when placed in
high cell density (Fig. 7A). In line with evidence from [87], cells in
which the CIP module is OFF and YAP is active but growth stimula-
tion is weak are primed to respond to growth factors by entering
the cell cycle, while their crowded neighbors are not. Linking YAP
activity to p110High expression also allows us to predict that quies-
cent cells placed on very soft ECM do not maintain high p110
expression and cannot generate high AKT pulses in response to
growth factor stimulation (Fig. 7B). Thus, our model links contact
inhibition and Hippo signaling to heterogeneity of PI3K expression
in isogenic cell populations and predicts that YAP activity is
responsible for the dynamic establishment of p110High cells in
low density vs. p110Low cells in high density areas of a 2D culture.

3.6. Modeling contact inhibition of locomotion: at the edges of a
monolayer migratory behavior is bistable

The mutual inhibition between YAP and adherens junctions/
Hippo signaling confers bistability to the CIP module (SM
Fig. 1A), but it is not the only positive feedback loop linking YAP
to loss of contact inhibition. Once active, YAP induces the expres-
sion of TRIO [24,88], a GTP-exchange factor required for Rac1/
Pak1 signaling and sustained migration [89]. The feedback loop is
closed by Pak1, which suppresses Merlin to further sustain YAP
activity (Fig. 1C) [44,45,90]. This feedback loop links contact inhi-
bition of proliferation to that of migration, in that cells in high den-
sity or on soft ECM are blocked from division as well as migration.
Due to the bistable nature of the migration module (SM Fig. 1B),
however, the two phenotypes in our model are not fully inter-



Fig. 7. Heterogeneity of high p110 expression is due to density fluctuations around individual cells, resulting in heterogeneous YAP activity. A-B) Dynamics of regulatory
molecule expression/activity on (A) stiff or (B) soft ECM in response to a temporary increase in cell density. X-axis: time-steps; y-axis: nodes of the model organized in
modules; orange/blue: ON/OFF. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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dependent. In other words, cell cycle commitment is not necessary
for sustained migration. That said, growth factor signaling is a
well-known driver of migration [91]. Active RTKs recruit and acti-
vate IQGAP1 [91,92], a Rac1 effector protein involved in a self-
sustaining feedback loop internal to our Migration module. As
detailed inMethods &Model, establishment of horizontal cell polar-
ization and lamellipodia formation increases Rac1/Pak1 activity at
the leading edge [68,69]. Rac1, in turn, increases focal adhesion for-
mation and helps recruit IQGAP1 [70], further promoting horizontal
polarization [71,72]. This feedback is aided by YAP via TRIO, but it
also links focal adhesions to RTK signaling at the leading edge.

To test whether our model can reproduce the effect of growth
factors on migration in different cell density conditions, we simu-
lated the response of quiescent cells to mitogenic stimulation
(Fig. 8). As expected, growth factors do not break through contact
inhibition of either proliferation or locomotion at very high cell
density (SM Fig. 9A) [93,94]. In contrast, cells near a monolayer
edge or lower density respond to sustained growth factor exposure
with proliferation as well as migration (Fig. 8A, SM Fig. 9B). The
model, however, reveals a conflict between migration and prolifer-
ation [95]. This is due to the fact that dividing cells interrupt their
migratory phenotype every time they round up for mitosis, then
re-polarize horizontally in telophase/G1 (see repeated resets of
the Migration Switch in Fig. 8A) [96]. An intriguing consequence
of this conflict is that a short-lived growth factor pulse, just below
the threshold required to push cells past the restriction point, can
flip the Migration Switch into its migratory state (Fig. 8B) [95]. We
predict that the bistability of this switch can then sustain rapid
uninterrupted migration under low (survival-sustaining) growth
factor exposure.
3.7. The full phenotype repertoire of our model reveals coordinated but
partially independent control of proliferation versus locomotion

In order to evaluate the model’s ability to reproduce the array of
cell phenotypes we expect from in epithelial cells in different envi-
ronments, we next set out to visualize the model’s attractors across
all input-combinations. As these attractors represent stable
phenotypes, mapping them onto the space of all possible input
combinations provides a bird’s eye view of the model’s
environment-dependent responses (Fig. 9). To do this, we created
a coordinate system in which each axis correspond to an indepen-
dent environmental signal (e.g., growth factors) [4,54]. For two
independent inputs this results in a 2D grid, and distinct positions
along this grid represent unique environment combinations. For
example, the 2D grid in Fig. 9A shows all growth factor vs. cell
density inputs our model can simulate. At each unique vertex we
placed a small picture to represent a stable cell phenotype; for
example apoptosis (blue apoptotic cell) in the no growth factors /
no neighbors condition (bottom left). In environments that also
support non-apoptotic attractors, there is more than one
phenotype-symbol (e.g., apoptotic cell and green epithelial cell in



Fig. 8. A burst of strong mitogenic stimulation can trigger sustained migration in quiescent cells. A-B) Dynamics of regulatory molecule expression/activity on (A) in response
to (A) sustained (50 time-step) versus (B) short-lived (6 time-step) high growth factor stimulus in a cell at low cell density (monolayer edge) on a stiff ECM, showing (A)
migration and proliferation versus (B) migration and sustained quiescence. X-axis: time-steps; y-axis: nodes of the model organized in modules; orange/blue: ON/OFF. White
ovals: Migration Switch in a migratory state. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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low growth factors / no neighbors). Our model has four indepen-
dent environmental inputs (growth factors, ECM, cell density and
Trail), and thus in principle requires a 4D visualization to showcase
all possible combinations. Omitting the Trail = ON as well as the
ECM = OFF conditions in which all cells eventually die allows us
to reduce the dimensionality of the environment space to 3
(growth factors, cell density, ECM stiffness). Instead of a 3D graph,
we opted to accommodate distinct growth factor levels along
the x axis, distinct cell density environments along the y axis,
and juxtapose soft versus stiff or asymmetrically patterned ECM
[31] in Fig. 9A vs. Fig. 9B.

As Fig. 9 indicates, soft ECMs only accommodate quiescent cells
with an epithelial phenotype, provided that at least a low growth
factors stimulus provides a survival signal. In addition, our model
also produces 4N DNA versions for each quiescent attractor (not
shown on Fig. 9, see SM Table 2), a feature inherited from the orig-
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inal cell cycle model and explained in [4]. In contrast, on stiff or
patterned ECMs that aid stress fiber formation, cells can only retain
quiescence and full epithelial morphology at high cell density. At
lower densities, weakly growth-stimulated cells are quiescent with
respect to proliferation, but heterogeneous with respect to migra-
tion. As Figs. 8 and 9 indicate, they can stably maintain both a
migratory and non-migratory phenotype. Strong sustained mito-
genic stimulation erases this heterogeneity, as cells with either
phenotype transition to a dividing migratory state (Fig. 9B, red
arrows). Upon loss of strong growth signals, our model predicts
that cells reset into and maintain a non-migratory state (Fig. 9B, or-
ange arrows). That said, occasional short bursts of growth signaling
are quick to trigger sustained migration (Fig. 9B, dashed red
arrows). In summary, our model shows that loss of contact inhibi-
tion of proliferation (CIP) and locomotion (CIL) are tightly linked,
but predicts that the maintenance of a proliferative vs. migratory
state is partially independent in weak mitogenic environments.
4. Conclusions

Modeling the intricacies of the mammalian cell cycle and apop-
totic signaling has a rich tradition [4,54,97–105]. Complementing
this, modeling the signaling networks responsible for the epithelial
mesenchymal transition and regulation of distinct migratory states
has also received considerable attention [106–115]. Mechanistic
regulatory network models that focus on the effect of a cell’s 3D
biomechanical environment, however, are less abundant [21,22].
Prior modeling work in this area reproduces the need for above-
threshold ECM stiffness for cell cycle entry and that of cell density
for contact inhibition [22]. Focusing on switch-like cell cycle entry
at specific thresholds, these models simplify the mechanosensitive
input pathways and link them directly to cell cycle control [21,22].
As a result, they do not reproduce anchorage dependence and anoi-
kis, the influence of ECM stiffness on YAP activity, or the two
redundant pathways of contact inhibition. Here we introduce, to
the best of our knowledge, the first detailed regulatory network
model that integrates a detailed mechanosensitive signaling layer
downstream cell-ECM and cell–cell contacts with growth factor
signaling (PI3K, AKT, MAPK), cell cycle progression, as well as apop-
tosis (Fig. 2). Our model can reproduce cell behaviors such as: a)
anchorage dependence and anoikis (Fig. 3), including the errors
in cytokinesis observed in cells that cannot reattach following
mitotic rounding [78]; b) the requirement of cell spreading for cell
cycle commitment [10] and the effect of ECM stiffness on prolifer-
ation [11,107] (Fig. 4); c) linked contact inhibition of proliferation
and migration in dense cultures (Figs. 5, 8), and d) the migration-
enhancing effects of growth factor signaling [93] (Fig. 8).

In addition to these phenotype-level results, our model also
reproduces the effects of knockdown/over-expression of key
molecular drivers, as summarized in Table 2 (part A). Namely: a)
Cells detached from the ECM are protected from anoikis by forced
activation of FAK [52], Src [53–55], or PI3K [56,57] (SM Fig. 5). b)
YAP knockdown abolishes proliferation [108], while its over-
expression rescues the anti-proliferative effects of a soft ECM
[109] (Fig. 4C-D). c) Contact inhibition of proliferation is main-
tained by two independent mechanisms under high cell density:
the loss of stress fiber formation due to crowding [11] and adhe-
rens junction-mediated YAP inhibition by the Hippo pathway
[39]. Removing just one of these obstacles is not sufficient to
reverse CIP (Fig. 5) [10,11]. As a result, in fully confluent cell cul-
tures that maintain strong stress fibers, loss of adherens junctions
via the knockdown of E-cadherin, a-catenin, or Merlin can abolish
CIP (Fig. 6A, B) [84]. d) Growth factor exposure does not abolish
CIP or CIL at very high density (SM Fig. 9A), but triggers both
responses near a monolayer’s edge (or lower density) (Fig. 8A,
SM Fig. 9B) [93,94].

Our model offers a series of mechanistic, experimentally testa-
ble and often non-intuitive predictions related to the interplay
between mechanosensitive signaling, cell cycle progression and
migration. In order to clearly delineate simulation results directly
supported by experimental evidence versus those that are yet
untested (or to our knowledge unpublished), we summarized these
separately in Table 2 (part B), along with suggested experiments to
test them. First, we predict that cells are most sensitive to detach-
ment and anoikis immediately before or at the G2/M transition
(Fig. 3C). According to our model, this sensitivity is due to a com-
bined weakening of pro-survival mediators by loss of integrin sig-
naling (via AKT andMCL-1) and Cdk1/CyclinB-mediated cell priming

https://en.wikipedia.org/wiki/Cell_division%23/media/File


Table 2
Summary of modeling results, model predictions, limitations and areas of cell behavior our model does not cover.

A Model behavior with experimental support Experimentally observed behaviors

Cellular responses to growth and death signals (detailed in [4])
� Withdrawal of growth factors (GF = OFF and GF_High = OFF), leads to apopto-
sis in both cycling and quiescent cells (SM Table 2, Fig. 9).

HC11 cells in serum-free medium undergo apoptosis; EGF or Fetal bovine
serum protects them [116]. Murine hematopoietic stem cells deprived of
extracellular IL3 survival signal exhibit 70–90% death in 36 h [117]. Cortical
mouse astrocytes lacking the EGFR undergo apoptosis, and the resulting
decrease of neurotrophic growth factors they secrete leads to neuronal loss
[118].

� Low growth factor exposure results in a quiescent phenotype (Fig. 3A).
� Increasing amounts of mitogenic stimulation (GFHigh) leads to stochastic cell
cycle entry in a fraction of cells [4].

� Saturating growth factor stimulation (GFHigh = ON) leads to continually
cycling cells (Fig. 3B).

An increasing fraction of rat embryonic fibroblasts, MCF10As and rat embryonic
fibroblasts enter the cell cycle at increasing serum or growth factor
concentrations [119,120]. Mouse fetal fibroblasts display wide heterogeneity in
the timing of the G1 ? S regardless of the level or duration of IGF-I, EGF, PDGF-
AA, or PDGF-BB treatment [121].

� Saturating levels of Trail kills cells regardless of growth factor exposure, ECM
stiffness or density (SM Table 2, Fig. 9).

� Non-saturating Trail stimulation leads to fractional killing in cycling and qui-
escent cells [4].

� Cells in metaphase are more sensitive to Trail-mediated apoptosis than at
other points along the cell cycle [4].

Saturating concentration of Trail can kill ~ 100% of cells, as shown for MCF10A
(immortalized, non-transformed human mammary epithelial cells) [122].
Moreover, Trail is strongly synergistic with microtubule-targeting chemother-
apy agents that trap cells in metaphase and delay SAC passage [75]. Even a low
dose of Trail can kill T98G (human glioblastoma) and HCT116 (human colon
cancer) cells trapped in metaphase by these drugs [75].

Behaviors related to loss of ECM anchorage
� Detachment from the ECM (ECM = OFF and Stiff_ECM = OFF), leads to anoikis
in both cycling and quiescent cells (Fig. 3).

Detachment from the extracellular matrix induces anoikis (apoptotic cell
death) in epithelial cells [9,62,63].

� Anoikis is rescued by hyper-activation of FAK, Src or PI3K/AKT1 (SM Fig. 5). Forced activation of FAK [57], Src [58–60], or PI3K/AKT1 [59,61] overcome
anoikis in multiple cell lines.

� Cells that re-attach before undergoing anoikis, but after contractile ring-
inducing signals are lost, become bi-nucleated and tetraploid (SM Fig. 4).

Cells that cannot reattach following mitotic rounding complete anaphase but
accumulate cytokinesis errors [78].

Effects of ECM stiffness
� Cells on very soft ECM enter a reversible cell cycle exit (quiescence; Fig. 4A).
� ECM stiffness increases proliferation rate in low density environments
(Fig. 4B).

Cells that cannot form stress fibers anchored to string focal adhesions (due to
lack of space or a very soft ECM) stop dividing [3,10,11]. Moreover, proliferation
rates are increased by ECM stiffness [123–126].

� YAP knockdown inhibits proliferation on stiff ECM (Fig. 4C).
� Forced YAP activation can drive proliferation on soft ECM (Fig. 4D).

Blocking nuclear localization or activity of YAP abolishes proliferation [11,81].
In contrast, forced YAP activation in very dense cultures that cannot form stress
fibers rescues cell division [11].

� Lack of space to spread inhibits proliferation in non-epithelial cells that lack
adherents junctions, and/or in cells lacking E-cadherin (Fig. 5C).

Non-epithelial cells are contact inhibited and stop dividing at high cell density
[40].

Contact inhibition of proliferation
� High cell density leads to reversible CIP (Fig. 5A), even in cells that maintain
stress fibers (SM Fig. 7).

Loss of stress fibers due to crowding [11] and adherens junction-mediated YAP
inhibition by the Hippo pathway lead to CIP [10,11,39]. MCF-7 cells sparsely
plated and allowed to spread but exposed to microspheres presenting E-
cadherin show CIP [84].

� Loss of adherens junction signaling due to knockdown of E-cadherin, a-cate-
nin, Lats1/2 or Merlin cannot overcome CIP at very high density, where cells
cannot form stress fibers (Fig. 5C, SM Fig. 8).

Knockdown of a-catenin or Lats1/2 only rescued YAP/TAZ transcriptional activity
in confluent, but not high density cultures where cells could not spread [11].
Moreover, knockdown of Cofilin and Gelsolin, both of which inhibit actin
polymerization and stress fiber formation, rescued YAP/TAZ activation and
abolished CIP in dense cultures [11].

� In cells that maintain stress fibers as well as strong adherens junctions, loss
of E-cadherin, a-catenin or Merlin can fully abolish CIP (Fig. 6A-B).

MCF-7 and MCF10A cells sparsely plated and exposed to E-cadherin-coated
beads are rescued from CIP by knockdown of a-catenin, b-catenin, Lats1/2 or
Merlin [84].

Heterogeneity in protein expression of the PI3K catalytic subunit p110

� Quiescent cells at low cell density maintain high levels of p110, and loose it
when plated at high density (Fig. 7A).

� Proliferating cells that reach high density lose high p110 expression and stops
responding to growth factors (Fig. 5A).

Quiescent cells express heterogeneous p110 protein levels, correlated with
density. Dense regions have low p110, while cells in spare areas tend to have
high p110 expression [87].

Contact inhibition of migration
� Dividing cells interrupt migration as they round up for mitosis, then re-polar-
ize horizontally in telophase/G1 (Fig. 8A).

During mitosis, cells round up and almost completely detach from the ECM,
losing their migratory polarization [76,78].

� Growth factors do not break through contact inhibition of migration at very
high density (SM Fig. 9A).

� Cells near a monolayer edge respond to growth factor exposure with prolif-
eration and migration (Fig. 8A, SM Fig. 9B).

Cells in dense monolayers cannot maintain horizontal polarization and stop
migrating (CIL) [94]. At a monolayer edge, growth factors trigger both
migration and proliferation, though migration is generally faster to emerge,
requires lower doses of growth stimulus, and is aided by growth factor
gradients [127].

B Model predictions Experiments proposed to test our predictions
Cell-cycle dependent effects of ECM detachment

� Anoikis sensitivity varies with the cell cycle; cells are most sensitive to
detachment at the G2/prophase boundary (Fig. 3C).

Live imaging of asynchronously cycling single cells as they are detached from
the ECM, transfected with live Caspase probes, could reveal differences between
anoikis timing at each cell cycle phase.

� Heightened anoikis sensitivity at G2/M is due to detachment-driven loss of
AKT leading to BAD activation, which coincides with increased apoptosis sen-
sitivity in prophase as CyclinB/Cdk1 lowers MCL-1 and BCLXL, before CyclinB/
Cdk1-mediated Src restores AKT to protect mitotic cells.

The above live imaging experiment performed with cells co-expressing live-
probes pairs for AKT1, Cdk1, MCL-1, BCLXL, and Src can test our proposed chain of
events, especially if performed in cells lacking components of the two signaling
pathways.
Live imaging of Plk1, Ect2 and RhoA localization in wild-type vs. Plk1-
overexpressing cells detached from the ECM during anaphase could test
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Table 2 (continued)

� Failure to complete cytokinesis is due to the loss of Plk1 protein from the
cleavage furrow (due to APCCdh1-mediated degradation), resulting in loss
Ect2 localization and RhoA activity before re-attachment and abscission
(SM Fig. 4).

whether premature loss of Plk1 is indeed the mechanism behind the observed
cytokinesis failure [78].

Contact inhibition of proliferation
� Lats1/2 knockdown in cells that stress fibers under high density (e.g.,
endothelial monolayers under shear stress) does not abolish contact inhibi-
tion (Fig. 6B).

� The inability of these cells to polarize horizontally (and thus to activate the
Rac1/Pak1 a Merlin a YAP ? Trio ? Rac1/Pak1 positive feedback) is what dis-
tinguishes them from sparsely plated cells contact inhibited by E-cadherin-
coated beads (in which loss Lats1/2 is known to abolish CIP).

Comparing the response of cells allowed to form tight junctions at very high
density and then induced to form stress fibers (artificially [11] or by high shear
stress) to that of sparsely plated cells in which CIP is induced by exposure to E-
cadherin coated beads to Lats1/2 knockdown could test the first part of our
prediction. To test the second part, we recommend live imaging of Rac1, Pak1,
Merlin and YAP activity/localization in under the conditions described above
(see [24] for available tools).

� At very high cell density, active YAP does not abolish CIP (Fig. 6C, top right).
� CIP in dense cultures with well-established apical/basal cell polarity, in spite
of YAP activation, is due to Merlin activity, which keeps Ras inactive and
blocks both MAPK and PI3K/AKT signaling.

� In Merlin-null cells, YAP hyper-activation alone can abolish CIP even in very
dense cultures (Fig. 6C, bottom panels).

Experiments that compare the proliferative response of cells at increasing
density to hyperactive YAP, live-imaged to track intensity of tight junctions in
single cells (key to the maintenance of apical-basal polarity) could test the first
part of this prediction. To test the mechanism, the same experiment could be
performed in wild-type vs. Merlin-null cells with live tracking of Merlin, Ras,
ERK and AKT activity in addition to cell cycle entry.

Heterogeneity in protein expression of the PI3K catalytic subunit p110

� Quiescent cells on very soft ECM do not maintain high p110 expression and
cannot generate high AKT pulses in response to growth factor stimulation
(Fig. 7B).

� YAP activity is responsible for the dynamic establishment of p110High cells in
low density vs. p110High cells in high density areas of a 2D culture (Fig. 7A,
stiff ECM).

Live imaging of p110 protein expression in 2D cultures at increasing density in
wild-type vs. YAP-null cells, paired with a phospho-YAP probe that tracks its
activity as well as localization, could test the correlation between YAP activity
and p110 expression. Performing this experiment with increasing doses of
mitogen stimulation could further probe the effect of a YAP ? p110 link on cell
cycle entry.

Contact inhibition of locomotion
� Cells in sub-proliferative growth factor environments exhibit a heteroge-
neous bistable mix of migratory vs. non-migratory phenotypes.

� Short-lived strong growth factor pulses below the threshold of restriction
point passage can induce sustained rapid migration that persists past the sig-
nal pulse (Fig. 8B).

There is indirect evidence to support this, but we are unaware of a direct test in
epithelia. Fibroblast migration in response to PDFG is strongly induced by low
doses of PDFG that do not induce proliferation (this requires higher PDFG dose)
[95]. Live imaging of epithelial cultures at increasing density (with well-defined
monolayer edges) in microfluidics devices that can deliver timed growth factor
pulses could test whether a transition to migration is indeed bistable.

C Aspects of the model in need of refinement
� Intermediate ECM stiffness:We model intermediate ECM stiffness as a time-varying noisy environment, and thus cannot reproduce exact thresholds below
which proliferation is deterministically inhibited. That said, the stochastic nature of cell cycle entry [119,128] likely means that a deterministic stiffness thresh-
old does not exist. Rather, cells can more reliably generate stress fibers and activate YAP at higher stiffness, but this assembly is stochastic in a similar way to our
model.

� Medium-high cell density: Though not explicitly tested, the literature is consistent with the existence of a cell density range where cells develop tight junctions
and apical-basal polarity before reaching a density that prevents them from forming stress fibers. Our model cannot reproduce this.

� Crosstalk between growth signaling and migration: In a future model focused on cell migration, the pathways linking PI3K, AKT, and MAPK to migration need
to be modeled in more detail.

� Spatial asymmetry of migration: A more precise accounting of the special asymmetries in the activity of migration drives such as Rac1, Pak1 or RhoA is needed
before our model can address differences between directed vs. random migration, collective migration, or wound healing.

D Boundaries of the model (phenotypes and environments it is not designed to address)
� Epithelial to Mesenchymal Transition: our current model does not include the transcriptional drivers of EMT, and thus cannot reproduce the commitment to a
mesenchymal state; or the effects of EMT on migration, proliferation, or anoikis resistance [110].

� DNA damage: our model is not expected to work in circumstances where DNA damage interferes with growth signaling or cell cycle progression.
� Senescence: our model should not be used in environments of cellular stress known to promote permanent cell cycle arrest and senescence.
� Energy stress & autophagy: our model responds to loss of growth signals with apoptosis, but not to loss of nutrients. Thus it cannot reproduce energy stress
signaling or autophagy.

� Collective cell behavior/tissue behavior: Our model represents a single epithelial cell responding to its immediate surroundings. It cannot address collective cell
behavior or tissue responses.
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for apoptosis that normally aids mitotic catastrophe (via BCL2,
MCL-1 and BCL-XL). We predict that whenever detachment weak-
ens survival signaling before Cdk1/CyclinB can re-activate Src during
mitotic cell rounding, anoikis quickly follows. Second, we predict
that in fully confluent cell cultures that maintain strong stress
fibers, knockdown of Lats1/2 alone cannot reverse CIP (Fig. 6B), as
Merlin can still block YAP activity. This result appears to go against
experimental observations of Lats1/2 knockdown in sparsely plated
cells stimulated to form adherens junction by exposure to E-
cadherin coated beads [84]. We propose and predict that the differ-
ence between these two scenarios is the absence of horizontal
polarity and Rac1/Pak1 activity under high cell density, versus its
presence in sparsely plated cells. A series of experiments in multi-
ple epithelial cell types at low density with E-cadherin coated
beads vs. high cell density could test our modeling predictions.
These experiments could further disentangle the linked but some-
what independent contact inhibitory influences that converge on
YAP. Third, our model makes the related prediction that YAP
hyper-activation alone is still not sufficient to drive proliferation
at very high density, as long as cells maintain their tight junctions
and keep Merlin active (Fig. 6C). In our model this is due to Merlin’s
ability to block Ras and MAPK signaling. Fourth, we predict that
heterogeneous p110 (PIK3CA and PIK3CB) expression in sub conflu-
ent monolayers [87] is due to heterogeneous YAP nuclear localiza-
tion and transcriptional activity, and that p110 protein expression
depends on substrate stiffness (Fig. 7). Namely, we predict that
cells plated on very soft substrates lose their ability to express high
levels of p110 regardless of density. Fifth, our model predicts that



Fig. 10. A shift in perspective about cause and effect during EMT. A) Traditional view of EMT triggered by biochemical transforming signals that flip the multi-stable
transcriptional switches of EMT, which in turn increase migration, abolish adherens junctions (and CIP), and initiate autocrine signaling to sustain the mesenchymal state. Red
shadow: initial trigger of EMT; solid arrows: initiator signaling pathways; dashed arrows: feedback that helps sustain robust epithelial vs. hybrid E/M vs. mesenchymal states.
B) Mechanosensitive route to EMT, where a stiff ECM at low cell density, aided by growth signaling, abolishes contact inhibition of migration and proliferation (thus
establishing mesenchymal cell traits), and subsequently flips the transcriptional switches of EMT. Red shadow: initial triggers of EMT; solid black arrows: interactions
accounted for by our current model (thin arrows represent interactions inherited from [4]); solid red arrows: initiator signaling pathways of a mechanosensitve route to EMT;
dashed black arrows: feedback that helps sustain robust mesenchymal states. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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cells in low (sub-proliferative) growth factor environments exhibit
a heterogeneous bistable mix of migratory vs. non-migratory phe-
notypes. Moreover, short pulses of growth factor exposure that fail
to induce cell cycle entry in individual cells can nevertheless push
them into a migratory state, one can significantly outlast the
growth signal (Fig. 8).

There are several limitations to our current model that will ben-
efit from further refinement, especially as we work toward inte-
grating it with cell behaviors related to the epithelial
mesenchymal transition, or extending it beyond epithelia (Table 2,
part C). First, there are limits to how accurately a Boolean model
can capture a gradual change in ECM stiffness. Our current model
does this by approximating the extracellular environment with
two semi-independent inputs (ECM, and Stiff_ECM), at the price
of drawing a rigid distinction between ECM that can support
enough adhesions for cell survival, but not sufficient force genera-
tion for stress fiber formation and cell cycle entry. We then mod-
eled intermediate ECM stiffness levels by toggling the Stiff_ECM
node ON/OFF with a tunable probability. While this renders stress
fiber formation somewhat stochastic and can modulate the rate of
migration and proliferation downstream, ‘‘intermediate” stress
fiber formation in our model is a time-dependent variation rather
than a stable intermediate state. Understanding the pitfalls of this
approach would benefit from a direct comparison with experimen-
tal data on substrates of varying stiffness combined with varying
growth factor exposure. Second, similar problems arise in our
approximation of cell density, especially since we used a single
CellDensity_High node to block stress fiber formation and allow
apical-basal polarization at the same time. While these two phe-
nomena are correlated in confluent cultures, they are unlikely to
occur at the same density. A more nuanced treatment of cell den-
sity is required to model a regime in which cells can form apical-
basal polarity and tight junctions before reaching a density that
prevents them from forming stress fibers. Careful single cell exper-
iments that image adherens junction, tight junction and stress fiber
formation at increasing cell density can test the necessity for this
refinement. Third, the crosstalk between growth signaling — espe-
cially PI3K/AKT signaling — and migration needs further work. Here
we focused on mechano-sensitive signals that converge on migra-
tion, and only linked it to growth factor signaling via recruitment
of IQGAP1 to RTKs at the leading edge. A more detailed investiga-
tion of the migration-promoting role of dynamic AKT signal bursts
during cell cycle progression, as well as that of MAPK signaling, are
required before we can refine our predictions about the effects of
RTK signaling on migration. Finally, our Boolean model uses a crude
approximation of the spatial asymmetry of Rac1/Pak1 activity at
the leading edge via positive feedback between Rac1, focal adhe-
sion formation, and IQGAP1 localization. Thus, our model is not
suitable for predicting the collective behavior of cell cultures in
2D, and cannot address questions related to directed migration,
collective migration, or the speed of wound healing.

In order to clearly delineate the boundaries of our current
model, in Table 2 we highlight a few cell behaviors that this model
does not address (part D). Here we explore one such behavior in
detail; the Epithelial to Mesenchymal Transition (EMT). It is
increasingly apparent that biomechanical environments that
weaken cell–cell adhesions by promoting YAP activity can increase
horizontal cell polarization and migration -- hallmarks of a mes-
enchymal phenotype -- without the need for external transforming
signals to activate the transcriptional program of EMT [24,129–
134]. Our model reproduces this; a loss of contact inhibition of
migration is apparent on Fig. 8. What our model does not address,
however, is that these mechanosensitive behaviors can trigger EMT
[24,129–134]. For example, loss of contact inhibition combined
with a stiff/nano-patterned ECM that aids horizontal polarization
was shown to trigger both partial and full EMT [24]. Adherens
junctions and Pak1 activation are both known regulators of EMT
transcriptional drivers such as Snai1, Snai2 and Zeb1. Weak adhe-
rens junctions allow b-catenin to translocate to the nucleus where
it helps induce Snai2 and Zeb1 [135,135], while Pak1 phosphory-
lates and activates Snai1 [136].

This chain of events reverses our traditional understanding of
EMT, usually focused on biochemical triggers such as TFG-b, Wnt,
Notch or Hedgehog (Fig. 10A). These transforming signals engage
the transcriptional EMT program first, then boosts cell migration
and abolish adherens junctions as a downstream effect [137]. In
line with this, computational models of EMT focus on the tran-
scriptional feedback that locks in the epithelial, mesenchymal
and hybrid E/M cell states downstream of these signals, often rein-
forced by their autocrine secretion from mesenchymal cells [106–
115]. While our current model of anchorage dependence, contact
inhibition, cell cycle, migration and apoptosis does not model
EMT, it sets the stage for a next generation of EMT models
(Fig. 10B). These future models can build on existing efforts to
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uncover the crosstalk between distinct EMT and MET-inducing sig-
nals (including mechanosensing) and delineate their influence on
not only the EMT switch, but also proliferation, migration and
apoptosis (e.g., mesenchymal anoikis resistance [138]).

Finally, integration of our Boolean model into a multi-scale spa-
tial cell population model would be another important step, espe-
cially if paired with the inclusion of EMT. This framework would
allow us to probe the balance between migration, junction mainte-
nance (collective migration) and proliferation in all stages of EMT,
as well as during sprouting angiogenesis known to involve partial
EMT [139]. As metastatic cancers account for a large fraction of
cancer deaths worldwide [140], development of predictive models
that synthesize the complex interaction between contact-
dependent migration, cell cycle progression, EMT and its reversal
could support future therapeutic approaches to limit this damage.
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