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In brief

Molecular representation learning has

recently emerged as an essential tool for

fields such as drug discovery and

material synthesis. However, it is still a big

challenge to overcome the limitation and

heterogeneity of training data for more

efficient molecular representation

learning. To this end, we propose an

optimal transport strategy dubbed

MORT. MORT can achieve excellent

performance in many molecular

regression tasks of unsupervised and

semi-supervised domain adaptation and

can solve prediction problems beyond

the range of training samples.
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THEBIGGERPICTURE Molecular representation learning is significant for drug discovery andmaterial syn-
thesis. Training data in computational science are usually limited, requiring predictive models to have pre-
dictive capabilities beyond the scope of training samples. Domain adaptation (DA) is a field associated with
machine learning that aligns the data distributions of the source (training dataset) and target (test dataset)
domains by learning a more generalized feature space. In this article, we propose an optimal transport-
based algorithm named MROT to overcome this DA challenge and improve the generalization capacity
of predictive models. Our study shows that our MROT framework provides a potential solution for basic
chemical regression prediction tasks, including chemical property prediction and materials adsorption se-
lection. This work contributes a new idea to achieve the proper transformation from simulated data to
experimental data, which play a crucial role in exploring new drugs or materials.

Proof-of-Concept: Data science output has been formulated,
implemented, and tested for one domain/problem
SUMMARY
Training data are usually limited or heterogeneous inmany chemical and biological applications. Existingma-
chine learning models for chemistry and materials science fail to consider generalizing beyond training do-
mains. In this article, we develop a novel optimal transport-based algorithm termed MROT to enhance their
generalization capability for molecular regression problems. MROT learns a continuous label of the data by
measuring a newmetric of domain distances and a posterior variance regularization over the transport plan to
bridge the chemical domain gap. Among downstream tasks, we consider basic chemical regression tasks in
unsupervised and semi-supervised settings, including chemical property prediction and materials adsorp-
tion selection. Extensive experiments show that MROT significantly outperforms state-of-the-art models,
showing promising potential in accelerating the discovery of new substances with desired properties.
INTRODUCTION

It has become a growing trend to leverage deep learning (DL) in

computational chemistry.1 Traditionally, DL techniques assume

that the training data (e.g., simulated data) and the testing data

(e.g., experimental data) come from the same distribution, so

models are expected to perform well on the testing data.2–4

Nevertheless, real-world data for learning and inference are un-

likely to follow the same distribution, and models usually fail to
This is an open access article under the CC BY-N
perform extraordinarily when generalizing to data of unseen do-

mains. Especially in many chemical applications, training data

are necessarily limited or otherwise heterogeneous to the

testing data. For instance, learning from one category of mole-

cules and deploying an application targeted to a wide range of

other groups may be hindered by different distributions of their

3D constructions and atom compositions.5 For the reasons

mentioned above, a trustworthy chemical DL system should

not only produce accurate predictions on the known
Patterns 4, 100714, April 14, 2023 ª 2023 The Authors. 1
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compounds but possess the ability to transfer knowledge

across domains.6 This adaptation endows chemists with the

power to find new potential materials and drugs,7 and the scien-

tific research process can be substantially accelerated.

Domain adaptation (DA) is a subfield in machine learning

that aims to cope with this type of problem by bridging the

gaps between distinct domains. Nevertheless, most DA

studies concentrate on the classification settings.8,9 They do

not apply to regression molecular representation learning

problems, including molecular property prediction,10,11 3D

structure prediction,12 molecular generation,13 and binding

affinity prediction.14 Recently, optimal transport (OT) has

been proven to be a promising tool to perform DA tasks15

including heterogeneous DA16 and multi-source DA.17 How-

ever, existing OT methods to address DA of molecular repre-

sentation learning are still constrained by two bottlenecks.

First, the exploitation of label information in current OT meth-

odologies is mainly designed for class labels. Second, OT for

DA is based on the mini-batch training manner and the

Euclidean metric. The sampled instances within mini-batches

are unable to reflect the accurate distribution fully. Thus, the

estimated transport plan is biased.18

To address the issues mentioned above, we propose an

OT method called MROT, which is so designed for molecular

regression DA problems (see Figure 2). In this work, we design

different metrics to measure their distance across domains for

the molecular representation learning of unsupervised DA

(UDA) and semi-supervised DA (semi-DA). To fully utilize the

regression label information of the source domain, we impose a

posterior variance regularizer on the transmission plan. Apart

from that, we address the problem of the large distribution by

training inmini-batches and combiningOTwith a dynamic hierar-

chical triplet loss, which helps attain a more distinguishable

feature space and avoids ambiguous decision boundaries.

Remarkably, this loss is dynamically calculated to overcome

OT’smini-batch training flaw. It explores the data distribution ob-

tained in the previous iteration to guide the differentiation of sam-

ples in the current stage so that OT can jump out of biased local

data distributions and align the domains from a global perspec-

tive. We investigate the effectiveness of our model on two sorts

of tasks, namely molecular property prediction and materials

adsorption selection. A broad range of compelling experiments

demonstrate that MROT surpasses previous methods and can

accompany DL models to achieve better generalization ability.

DA work
DA has emerged as a new learningmechanism to address the

lack of labeled data. Its purpose is to map the data of different

distributions of source and target domains into the same feature

space to reduce cross-domain differences. Early methods19,20

utilize moment matching to align feature distributions, while

succeeding approaches such as domain adversarial neural

network (DANN),21 conditional domain adversarial networks

(CDAN),22 and decision-boundary iterative refinement training

with a teacher (DIRT-T)23 leverage adversarial learning to

diminish the domain gap. In addition, the maximum classifier

discrepancy (MCD)24 adopts prediction diversity between mul-

tiple learnable classifiers to achieve local or category-level

feature alignment between source and target domains. Invariant
2 Patterns 4, 100714, April 14, 2023
riskminimization (IRM)25 seeks to find optimal predictors across

different such scenarios or environments simultaneously. But

most prior methods are unsuitable for regression tasks and fail

to prove their effectiveness in solving chemical problems.

OT in DA

OT theory is a robust and principled approach to analyzing dis-

tances between probability distributions, with deep roots in

statistics, computer science, and appliedmathematics. Simulta-

neously, OT has also been a burgeoning tool to perform DA

tasks15,26 including heterogeneous DA16 and multi-source

DA.17 It learns the transformation across domains under a mini-

mal cost with theoretical guarantees.27,28 For example, OTDA29

seeks to find simultaneously optimal predictors across different

scenarios or environments. But most prior methods are unsuit-

able for regression tasks and fail to prove their effectiveness in

solving chemical problems. Joint distribution optimal transporta-

tion (JDOT)30 strives to minimize the OT loss between the joint

source distribution and an estimated target distribution for

UDA but neglects the label information in the source domain to

constrain the OT plan. While a few studies had been introduced

to either learn a better metric31,32 or reduce the bias brought by

mini-batches,18,33 none of them succeed in realizing those two

objectives simultaneously.

DA in chemical applications

DA inchemistry has raisedagrowing interest in thepast fewyears.

For example, splitting by scaffold or protein family may lead to

a significant drop in performance.34–37 Jin et al.38 improve the

IRM25 with predictive regret to generalize to new scaffolds or pro-

tein families,whileothermethods39mergemultiplematerialsdata-

setsby introducinganadditional statevariable to indicate thefidel-

ity of each dataset. Though this framework is applicable across

ordered and disorderedmaterials, it requires full access to labeled

data of multiple domains. More crucially, preceding studies all

leave semi-DAout of consideration, ignoring that semi-DAcreates

unique challenges concerning the exploitation of label information

in the target domain.40 As mentioned before, OT has shown great

power in solving DA tasks. Still, most prior works apply it to learn

the transformation between vision domains for classification

tasks41,42 but not chemical domains for regression tasks.

Preliminaries
DA for molecular representation learning

The success of supervised learning hinges on the critical hypoth-

esis that test data ought to share the same distribution with the

training data. Nonetheless, in most real-world applications,

data are dynamic, meaning a distribution shift often exists be-

tween the training and test domains. Consequently, it has been

universally acknowledged that deep neural networks trained on

one domain can be poor at generalizing to another due to the

distributional discrepancy.

DA aims to approach this problem and has been intensively re-

searched since its first emergence.43 Existing approachesmainly

focus on classification tasks, where a classifier learns a mapping

from a learned domain-invariant latent space to a fixed label

space using source data. Subsequently, the classifier depends

only on standard features across domains and can be applied

to the target domain. For these classification problems, people

regard data with class labels unseen in the source training

set yi;Ys4Z+ as the domain with a semantic shift. These
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Figure 1. Examples of the two distribution shifts in chemistry

(A) Molecules with different ranges of properties are viewed as semantic shifts. The numbers in green and orange represent the magnitude of the compounds’

solubility.

(B) Simulated and experimental data come from two domains with the non-semantic shift.
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categorical labels explicitly indicate their corresponding classes.

In contrast, data represented in different forms are regarded as

DA with a non-semantic shift. For instance, pictures can be

shown in cartoons, sketches, live-action, etc.8

However, it is not straightforward to conceptualize the shift

types for regression molecular representation learning tasks in

the chemical field. To fill in this gap, we identify molecules with

properties that are not in the range of the training set yi; Ys4
R as semantic shifts (see Figure 1). To be specific, the space

of the property values in two different domains, s and t, with se-

mantic shift ought to be diverse as YssYt. For instance, an

adaptation from drugs with a low topological polar surface

area to a high topological polar surface area is a semantic shift.44

Besides, a molecule is identified as a non-semantic shift if drawn

from an unseen category. For example, macromolecules such as

polyphenols and nucleic acids can be treated as a non-semantic

shift to small molecules like heteronuclear diatomic molecules.

Four basic types of crystals containing covalent, ionic, metallic,

and molecular crystals can also be considered a non-semantic

shift from each other. Moreover, a non-semantic shift exists be-

tween the simulated and experimental data.

Problem statement

Throughout the article, we consider the chemical regression

tasks g : X/Y4R, where x˛X can be any small molecules,

crystals, or proteins and y˛Y represents a physical or chemical

property. Typically, one assumes the existence of two distinct

joint probability distributions Psðxs; ysÞ and Ptðxt; ytÞ defined

overX3Y and related to the source and target domains, respec-

tively. We denote them as Ps and Pt for sake of simplicity.

Let E be the domain set, and Et and Es represent the source

and target domain sets, respectively. The DA strategies can be

divided into two families as semi-DA45 and UDA,46,47 which

depend on the presence of few labels in the target domain set

Et. ðxei ; yei Þ andDe denote an input-label pair and a dataset drawn

from the data distribution of some domain e˛ EsWEt, respec-

tively. The goal of DA is to seek a regressor g� that minimizes

the worst-domain loss on Et:
g � = argmin
g˛G

LE�Et;g
�
;LEðE; gÞbmax

e˛ E
E
�
[
�
g
�
xe
i

��
; yei
��
;

(Equation 1)

where G : X/R is the hypothesis space and [ is the loss func-

tion. Furthermore, the problem is simplified in our setting, where

we only consider a single source domain, s, and a single target

domain, t, instead of two domain sets. Practically, we aim to

minimize the error of a dataset in the target domain Dt as

LDðDt;gÞ, where LD corresponds to the total loss of g on a given

datasetD. Similar to previous studies,25,38,48–50 g is assumed to

be decomposed into h+f, where f : X/Rd is the feature

extractor that maps the input into the feature space H and

h : Rd/R is the predictor.

The supplemental experimental procedures list common as-

sumptionsmade bymost DAmethods, including property imbal-

ance and covariate shift, and ways to measure the variation and

informativeness of f also are provided.
RESULTS

Method overview
As shown in Figure 2, the proposed MROT consists of three

parts: themini-batchOT, the feature extractor, and the predictor.

Firstly, MROT relies on mini-batch computation and aligns the

distribution of different source domains via OT by minimizing

the pairwise distances between elements of the source and

target batches. And a posterior variance regularizer is introduced

in the transmission plan to exploit the regression label informa-

tion of the source domain. Then, MROT adopts the metric

learning objective with dynamic hierarchical three-group loss,

jumps out of the local data distribution of mini-batch training dur-

ing metric learning, and considers the global data distribution of

multiple domains, which helps to obtain amore easily identifiable

feature space. Further details on our MROT model are given in

the experimental procedures.
Patterns 4, 100714, April 14, 2023 3
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Figure 2. The architecture of MROT

(A) The general workflow of the MROT model.

(B) The OT process to align features from different domains.

(C) Metric learning seeks better decision boundaries with a dynamic hierarchical tree. All sample pairs with the same clusters are seen as positive, while others are

regarded as negative. The darkness of blue colors reflects the magnitude of molecular properties.
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Datasets
To empirically corroborate the effectiveness of MROT, we

evaluate it on real-world applications, including the molecular

property prediction task (unsupervised task) and the material

adsorption prediction task (semi-supervised). The description

of benchmark datasets is enumerated in Table 1, including the

number of tasks, the number of molecules and atom classes,

the minimum and the maximum number of atoms, and their

evaluation metrics.

Molecular property prediction datasets

In the unsupervised task, to demonstrate that the MROT

model can generalize beyond its training domain to make

predictions, we split datasets based on the objective property

instead of molecular constituents, which accords with a seman-

tic shift. We consider a low-to-high environment rather than the

high-to-low environment because molecules with high values

of desired properties are traditionally what scientists or pharma-

cists search for in drug ormaterials design.51,52 The train and test
4 Patterns 4, 100714, April 14, 2023
sets containmolecules with the lowest 80%and the 10%highest

properties, respectively. Then, we use the remaining 10% data

points for validation.

The following six regression datasets from quantum chemistry

and physical chemistry were used.

d QM753 is a subset of GDB-13, which records the

computed atomization energies of stable and synthetically

accessible organic molecules.

d QM854 contains computer-generated quantum mechani-

cal properties, including electronic spectra and excited-

state energy of small molecules.

d QM910 is a comprehensive dataset that provides geomet-

ric, energetic, electronic, and thermodynamic properties

for a subset of GDB-17.

d ESOL55 is a small dataset documenting the solubility of

compounds.

d FreeSolv56 provides experimental and calculated hydra-

tion-free energy of small molecules in water. The



Table 1. Key statistics of datasets from three different chemical fields

Category Dataset Tasks Task type Molecules Atom class Min. atoms Max. atoms Metric

Quantum chemistry QM7 1 regression 7,160 5 4 23 MAE

QM8 12 regression 21,786 5 3 26 MAE

QM9 12 regression 133,885 5 3 28 MAE

Physical chemistry ESOL 1 regression 1,128 9 1 55 RMSE

FreeSolv 1 regression 643 9 1 24 RMSE

Lipophilicity 1 regression 4,200 12 7 115 RMSE

Materials science CoRE-MOF 6 regression 10,066 77 10 10,560 RMSE

Exp-MOF 1 regression 113 25 11 3,594 RMSE
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calculated values are derived from alchemical free-

energy calculations using molecular dynamics simu-

lations.

d Lipophilicity57 (Lipo) is selected from ChEMBL, which is an

important property that affects molecular membrane

permeability and solubility. The data are obtained via octa-

nol/water distribution coefficient experiments.

Material adsorption prediction datasets

The algorithm for semi-DA is evaluated on the materials adsorp-

tion dataset. Tomeet the setting of semi-DA, we randomly select

a ratio (25% or 50%) of Experimental metal-organic frameworks

(Exp-MOF) with labeled target samples for training and use the

rest as the testing set. Each method is conducted three times

due to the small size of Exp-MOF, and we report the mean per-

formance. It consists of the simulated materials data and the

experimental materials data described as follows.

d Computation-ready experimental metal-organic frame-

works (CoRE-MOF)58 owns over 10,000 crystal samples

and a wide variety of 79 atom classes. It is obtained from

the Cambridge Structural Database59 and a Web of Sci-

ence60 search and is derived through semi-automated

reconstruction of disordered structures using a topology-

based crystal generator. CoRE-MOF offers 12 chemical

properties, such as carbon dioxide adsorption. Nonethe-

less, most of its materials are unable to be synthesized.

d Exp-MOF61 contains samples that can be synthesized

and acquired throughout rigorous and high-priced exper-

iments. But due to the expensive costs, its data size is

much smaller, with only 113 crystals. CoRE-MOF and

Exp-MOF share the same target label: the adsorption

capability of materials to carbon dioxide. We aspire to

adapt the predictive model to forecast that property

from CoRE-MOF to Exp-MOF.
Baselines
We select five baselines for regression DA tasks. Without loss

of generality, we select two sorts of popular predictive models

as the backbone f. One is the Molformer,62 a variant of Trans-

former63 based on the self-attention mechanism. The other is

the equivariant graph neural network (EGNN),64 which extends

the traditional GNN with equivariance to E(3) transformations.

The predictor h is a multi-layer perceptron (MLP). Other training

details, including model architectures and hyperparameters,

are discussed in supplemental experimental procedures S4.
d Empirical risk minimization (ERM) is trained on all available

labeled data of source and, if possible, target domains.

d Domain adversarial training methods including DANN21

and CDAN22 seek to learn domain-invariant features.

d Meta-learning for domaingeneralization (MLDG)65 is ameta-

learning method that simulates domain shift by dividing

training environments into meta-training and meta-testing.

d JDOT30 is an OT framework for UDA between joint data

distributions.

It is worth noting that we indicate the best method and second

best method with footnotes for clear comparisons.
Performance evaluation on two tasks
UDA problem

Tables 2 and 3 document the mean and standard deviation of

three repetitions, where we only select five targets in QM9 that

do not require thermochemical energy subtractions. MROT sur-

passes all baselines with significant margins. Particularly, MROT

exceeds JDOT, illustrating its validity to discover better decision

boundaries and overcome the drawbacks of mini-batch training.

Besides, both DANN and CDAN achieve lower errors than ERM,

which means that learning invariant representations can benefit

UDA to some extent on the regression molecular presentation

learning tasks. Remarkably, the improvement brought by

MROT over other approaches in QM8 and QM9 is higher than

that in ESOL, FreeSolv, and Lipo, which have less than 5,000

samples. This is because large datasets have more mini-

batches, so the bias of the local data distribution in mini-batches

with respect to the global data distribution is much greater. The

dynamic loss empowers MROT to resist this bias. Thus, the

advantage of MROT is enhanced when the data size increases.

Semi- DA problem

Table 4 reports the root-mean-squared error (RMSE), the Pear-

son correlation (Rp), and the Spearman correlation (Rs) in Table 4

with 25% and 50% labeled target data. The superiority of MROT

over baseline methods is supported by its lowest mean absolute

error (MAE) and highest Rp and Rs. It is worth noting that

although MLDG performs poorly in UDA, it beats adversarial

methods in semi-DA, demonstrating the efficacy of meta-

learning when the size of the target dataset is small.
Ablation study and feature visualization
We examine the effects of each component in MROT. Table 5

compares the performance of ERM, OT without regularization,

OT with all regularization, triplet loss only, and MROT. It
Patterns 4, 100714, April 14, 2023 5



Table 2. Performance on small-molecule datasets with Molformer and EGNN (lower means better)

Backbone Method QM7 QM8 ESOL FreeSolv Lipo

Molformer ERM 86.152 ± 1.265 0.013 ± 0.008 2.008 ± 0.014 0.611 ± 0.007 1.249 ± 0.054

DANN 85.067 ± 2.140 0.008 ± 0.012 1.846 ± 0.023 0.554 ± 0.033 1.173 ± 0.076

CDAN 85.203 ± 2.280 0.007 ± 0.014 1.821 ± 0.028 0.552 ± 0.019 1.165 ± 0.053

MLDG 85.007 ± 3.390 0.009 ± 0.031 1.973 ± 0.044 0.585 ± 1.380 1.188 ± 0.081

JDOT 84.103 ± 1.470a 0.006 ± 0.005a 1.805 ± 0.019a 0.512 ± 0.079a 1.121 ± 0.125a

MROT 82.599 ± 1.850b 0.004 ± 0.001b 1.723 ± 0.016b 0.493 ± 0.046b 1.104 ± 0.091b

EGNN ERM 58.578 ± 1.384 0.030 ± 0.006 1.633 ± 0.005 0.609 ± 0.038 1.698 ± 0.032

DANN 55.632 ± 1.621 0.026 ± 0.007 1.429 ± 0.000 0.542 ± 0.042 1.459 ± 0.035

CDAN 56.721 ± 1.544 0.027 ± 0.013 1.437 ± 0.008 0.577 ± 0.057 1.467 ± 0.423

MLDG 56.196 ± 1.012 0.027 ± 0.024 1.525 ± 0.120 0.565 ± 0.044 1.522 ± 0.047

JDOT 54.388 ± 2.890a 0.022 ± 0.006a 1.388 ± 0.009a 0.438 ± 0.086a 1.362 ± 0.184a

MROT 54.010 ± 2.167b 0.015 ± 0.005b 1.346 ± 0.015b 0.421 ± 0.082b 1.357 ± 0.187b

aSecond best method.
bBest method.
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demonstrates that the posterior variance regularization contrib-

utes to a substantial decrease in the adaptation error. Moreover,

OT coupled with the dynamic hierarchical triplet loss produces a

better performance than adopting either of them.

We also provide the comparison results between two different

metric designs for semi-DA in Table 6. The experiment results

firmly support our statement that the Jensen-Shannon (JS) dis-

tance metric outweighs the additive distance metric with gener-

ally higherRp andRs anda lowerRMSE.Besides, it is alsodiscov-

ered that a small k (k = 0:2) benefits semi-DA the most, while an

extremely large k (k = 100) does great harm to the performance.

We envision feature distributions of ERM and MROT in QM8 by

t-distributed stochastic neighbor embedding (t-SNE) projection66

in Figure 3. On the one hand, our approach realizes a lower MAE

in the targetdomain, indicating itsbettercapabilityofdomainalign-

ment.On theotherhand,MROTsucceedsatseparatingmolecules

of out-of-distribution (high) properties from molecules of in-distri-

bution (low) properties. Thus, it can be widely applied in medicine

to seek drug-like molecules with desired outstanding properties,

which may never be seen in the source domain.
Table 3. Comparison of MAE on QM9 with Molformer and EGNN

Backbone Target unit eHOMO, eV eLUMO, eV

Molformer ERM 0.502 ± 0.011 0.380 ± 0.023

DANN 0.440 ± 0.024 0.364 ± 0.037

CDAN 0.451 ± 0.028 0.361 ± 0.036

MLDG 0.465 ± 0.044 0.352 ± 0.049

JDOT 0.439 ± 0.018a 0.311 ± 0.033a

MROT 0.405 ± 0.022b 0.307 ± 0.036b

EGNN ERM 0.600 ± 0.015 0.449 ± 0.022

DANN 0.521 ± 0.037 0.385 ± 0.038

CDAN 0.563 ± 0.042 0.406 ± 0.033

MLDG 0.550 ± 0.044 0.417 ± 0.040

JDOT 0.498 ± 0.035a 0.362 ± 0.036a

MROT 0.472 ± 0.038b 0.344 ± 0.033b

aSecond best method.
bBest method.
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DISCUSSION

Molecular representation learning is significant for drug discov-

ery and materials synthesis fields. However, existing machine

learning-based methods commonly hypothesize that the model

development or experimental evaluation is mainly based on

independently and identically distributed data across training

and testing. In real scenarios, the available experimental mole-

cule data are somewhat limited, while the candidate molecules

are often diverse, coming from unknown environments. The

adaptation across different domains guarantees the robustness

of molecular representation learning models and can signifi-

cantly benefit the discovery of new drugs and materials. In this

work, an OTmodel, calledMORT, is built for chemical regression

DA problemswith novel metrics and a posterior variance regular-

izer. MROT performs mini-batch operations on datasets in the

calculation process to overcome the computational load brought

by large data distribution, jumps out of the local data distribution

of small batch training during metric learning, and considers

the global data distribution of multiple domains. A dynamic
De, eV m, D a, bohr3

0.501 ± 0.010 1.029 ± 0.019 3.147 ± 0.034

0.443 ± 0.025 0.992 ± 0.037 2.532 ± 0.031

0.451 ± 0.033 0.994 ± 0.022 2.681 ± 0.029

0.485 ± 0.058 1.015 ± 0.062 2.695 ± 0.462

0.421 ± 0.043a 0.956 ± 0.045a 2.413 ± . 0.036a

0.398 ± 0.044b 0.923 ± 0.059b 2.306 ± 0.025b

1.231 ± 0.018 1.876 ± 0.026 3.190 ± 0.033

1.033 ± 0.035 1.562 ± 0.038 2.588 ± 0.041

1.026 ± 0.033 1.630 ± 0.033 2.671 ± 0.040

1.105 ± 0.047 1.663 ± 0.058 2.653 ± 0.168

0.988 ± 0.029a 1.473 ± 0.040a 2.480 ± 0.030a

0.927 ± 0.031b 1.465 ± 0.039b 2.395 ± 0.029b



Table 4. Comparison of RMSE (lower means better) and Rp and Rs (higher means better) on Exp-MOF with 25% and 50% labeled

target data

Backbone Method

25% labeled target 50% labeled target

RMSE Rp Rs RMSE Rp Rs

Molformer ERM 33.283 0.333 0.447 32.611 0.365 0.453

DANN 33.266 0.357 0.436 30.773 0.380 0.541

CDAN 32.239 0.366 0.450 30.502 0.383 0.543

MLDG 31.403a 0.330a 0.430a 19.666a 0.431a 0.541a

MROT 28.354b 0.428b 0.467b 27.590b 0.471b 0.585b

EGNN ERM 28.363 0.262 0.302 29.045 0.495 0.353

DANN 27.914 0.287 0.332 28.385 0.485 0.356

CDAN 26.638 0.471 0.410 28.071 0.498 0.364

MLDG 26.303a 0.492a 0.427a 27.033a 0.523a 0.488a

MROT 25.607b 0.513b 0.461b 25.030b 0.545b 0.511b

aSecond best method.
bBest method.
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hierarchical triplet loss is introduced to overcome the shortage of

conventional metrics and mitigate the bias by computing mini-

batches to help achieve more distinguishable decision bound-

aries and catch the global data distributions. We convincingly

show that it can reach state-of-the-art performance on chal-

lenging unsupervised and semi-supervised tasks.

Notably, we do not examine the predictive performance of

our model on some classic prediction tasks, such as the lipo-

philicity prediction problem. This is because our MORT is

mainly designed for regression tasks.Ourmotivation is founded

on thatmost existingmechanisms to tackle DAmerely consider

the classification setting, where the label space is discrete.

Nevertheless, many real-world chemical applications are

regression tasks, such as molecular property prediction,62

binding affinity prediction,14,67 molecular dynamics simula-

tions,68 and protein-protein docking.69 Our work targets this

category of problems and is mainly distinct from previous

methods in its efficient utilization of continuous label space.

Moreover, we do not choose to split the datasets by time and

argue that the time split is not a proper split standard. Indeed,

some competitions, such as Critical Assessment of Structure

Prediction (CASP),70 adopt the time split to separate proteins,

but this is because competitions usually take place every year

or every 2 years. Researchers have to follow this paradigm to

make a fair comparison with prior competition winners. But for

proteins, a more widely accepted split option is to separate the

proteins by sequence identity. People usually forbid the case
Table 5. Ablation study on the components of MROT on QM7,

QM8, ESOL, FreeSolv, and Lipo

OT VR TL QM7 QM8 ESOL FreeSolv Lipo

1 – – – 86.152 0.013 2.186 0.614 1.261

2 U – – 84.526 0.009 1.837 0.579 1.184

3 U U – 83.695a 0.007a 1.821a 0.524a 1.135a

4 – – U 84.677 0.008 1.832 0.547 1.146

5 U U U 82.599b 0.004b 1.723b 0.493b 1.104b

VR, variance reduction regularization; TL, dynamic triplet loss.
aSecond best method.
bBest method.
in which the train and test sets have proteinswith sequence iden-

tity higher than a pre-defined ratio (e.g., 50%). It can also be

discovered that molecular datasets seldom provide time infor-

mation, which shows that time split may not be necessary for

data scientists. However, there are more challenging split meth-

odologies and more complex tasks. Our settings, which adapt

models from distributions of low chemical properties to high

chemical properties and from simulated data to experimental

data, are only an example to showcase the superiority of our

method. With the light we shed, future studies will notice this

essential issue and apply our technique to more professional

and specific tasks in biology, chemistry, and medicine.

In addition, MROT can also be applied to other regression

tasks beyond chemical domains, such as the visual domain,

the language domain, and the time-series domains. It is left as

future work to extend our OT algorithm to datasets in those

attractive domains, where data distributions can be very

different between the train and test sets.

EXPERIMENTAL PROCEDURES

Resource availability

Lead contact

Further information and requests for resources should be directed to and will

be fulfilled by the lead contact, Stan Z. Li (stan.zq.li@westlake.edu.cn).

Materials availability

There are no physical materials associated with this study.
Table 6. Ablation study on the distance metric on Exp-MOF

Method

25% labeled target 50% labeled target

RMSE Rp Rs RMSE Rp Rs

Additive

distance

29.581a 0.373a 0.444a 28.509a 0.427a 0.578a

JS distance

(k = 0:2)

28.354b 0.428b 0.467b 27.590b 0.471b 0.585b

JS distance

(k = 1)

30.410 0.343 0.409 31.313 0.358 0.516

JS distance

(k = 100)

39.453 0.117 0.211 38.769 0.128 0.208

aSecond best method.
bBest method.
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Figure 3. The t-SNE visualization of the UDA

task in QM8

The brightness of green denotes the magnitude of

molecular properties.
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Data and code availability

The code and data are available at GitHub (https://github.com/smiles724/

BROT). Original data have been deposited to Mendeley Data: https://doi.

org/10.5281/zenodo.7612040.61,71

Method

Unsupervised and semi-DA

In UDA, the ground truth of property distributions in the target domain PtðytÞ is
inaccessible, and labels are only in the source domain. It is usually correlated

with a semantic shift. The priority in UDA is the metric to measure the distance

between xs and xt on the ground space Z = X . In most applications, the

metric in the feature space, dH, is readily available, and the Euclidean distance

is a popular option.29 Consequently, the distance between two molecules

df
Z : X3X/R+ is defined as

df
Z
�
xs
i ; x

t
j

�
= dH

�
f
�
xs
i

�
; f
�
xt
j

��
: (Equation 2)

Semi-DA is a more realistic setting, where learners can access a small

amount of labeled data but no unlabeled data from the target domain. It usually

occurs with non-semantic shift of the data distribution. To capture the mutual

relationship between H and Y and avoid parameter sensitivity, we define the

following metric to measure the distance between ðxs; ysÞ and ðxt ; ytÞ on the

ground space Z = X 3 Y. Concisely, we take the form of a JS divergence72

to constrain the discrepancy between each feature-label pair as

df
Z
��

xs
i ; y

s
i

�
;
�
xt
j ; y

t
j

��
= d0

H
p
+ ed0

Y
p
+ k

�				d0
Y
p
log

�
d0
H
p

d0
Y
p + z


				
+

				d0
H
p
log

�
d0
Y
p

d0
H
p + z


				


;

(Equation 3)
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where ε is a hyperparameter to balance distances in two spacesH and Y. dY is

the metric in Y. j:j ensures non-negativeness. k is a hyperparameter. d0
H is the

normalized value of dH as d0
Hðfðxsi Þ; fðxtj ÞÞ =

dHðfðxsi Þ;fðxtj ÞÞ
dH max

, where dH max is the

maximum distance of all source-target pairs in the feature space, and d0
Y is

adjusted in the same way. d0
H and d0

Y are therefore between 0 and 1. z> 0 is

added to prevent the zero division error.

Particularly, Equation 3 depends on two components: the addition of d0
Y and

d0
H accompanied by the JS term. The former requires the source and target

samples to carry similar properties and features, while the latter imposes a

strong penalty over the disagreement of d0
H and d0

Y (see Figure 4). Thus, with

this JS distancemetric, df
Z considers the magnitude of properties and features

and the joint connection between two metrics synchronically.

Mini-batch OT with regularization

Equipped with pre-defined cost functions in Z, our goal is to minimize a geo-

metric notion of distance between Ps and Pt. As the full OT problem is un-

tractable for large distributions, we rely on mini-batch computation, which

has recently been accommodated well with a stochastic optimization over

f.73 We assume that a training batch B = BsWBt contains a source batch

Bs = fðxsi ; ysi Þgbi = 1 and a target batch Bt = fðxti ; yti Þgbi = 1. Explicitly, for

UDA, Bt comes from all unlabeled data attainable in the target domain, while

semi-DA is drawn only from labeled data. Here, b is the mini-batch size.

More formally, our objective function is

df
OT

�Ds;Dt
�
= E

"
min

T˛PðBs ;BtÞ
CT;Df

Z D

#
; (Equation 4)
Figure 4. The cost functions of different

metrics in Semi-DA

(A) Using the additive distance metric.

(B) Leveraging a JS-distance metric.

The x and y axes correspond to the distances inH
and Y.

https://github.com/smiles724/BROT
https://github.com/smiles724/BROT
https://doi.org/10.5281/zenodo.7612040
https://doi.org/10.5281/zenodo.7612040


A Last Mini-batch B Current Mini-batch

Old Centroids
New Centroids

Figure 5. The dynamic cluster centroids in

our triplet loss

The centroids in the last mini-batch are used to

help cluster molecules in the current mini-batch

and then are updated afterward. If the color is

darker, the molecular property is higher.
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where Df
Z is the matrix of all pairwise distances between elements of the

source and target batches, and E takes the expectation concerning the

randomly sampled mini-batches drawn from both domains. This optimization

is conducted over Pð:; :Þ, which is the set of all matrices with prescribed uni-

form marginals defined as

P
�Bs;Bt

�
=
�
T ˛ Rb3b

+

		T1b = ub;T
u1b = ub

�
; (Equation 5)

where ub is the uniform distribution of size b, and 1b ˛Rb is a vector of ones.

Besides, to enable OT to perform better in regression tasks, we overcome

the problems of traditional OT with exponential dependence on data dimen-

sion and not exploiting all DA specificity by imposing a new regularization.

We start by defining a posterior probability distribution of the property for

the jth target sample and noting Yj as the corresponding random variable. Yj

takes ys as possible values with probabilities given by the jth column of the

coupling matrix T (noted tj ), divided by the probability of having this sample.

As batches are uniform distributions of samples, this probability vector is sim-

ply btj. Intuitively, we seek to minimize the variance of the transported proper-

ties for a given sample. Therefore, for a given target sample j, the regularizer

Uys

p , being a function of tj , is defined as

Uys

p ðtjÞ = vartj ðYjÞ = b
Xb
i = 1

Tij

 
ysi �

Xb
l = 1

bTlj$y
s
l

!2

; (Equation 6)

where var stands for the variance. A small Uys

p guarantees that the jth target

sample receives masses only from source samples with close properties

and therefore induces a desired representation for them. We finally note that

Uys

p ðTÞ =
P
j

Uys

p ðtjÞ, the total regularization over every sample of the target.

The final formulation of our problem, combining entropy and posterior vari-

ance regularization, is

df
OT

�Ds;Dt
�
= E

"
min

T˛PðBs ;BtÞ
CT;Df

Z D + l1UeðTÞ + l2U
ys

p ðTÞ
#
; (Equation 7)

where UeðTÞ =
P
i;j

Tij log Tij is the entropy constraint. l1 > 0 and l2 > 0 are hy-

perparameters controlling the importance of different regularization terms.

As Uys

p ðTÞ is concave in T (see supplemental experimental procedures S3),

the corresponding optimization problem is a difference of convex program

(DC). Given f, this problem can be solved thanks to a generalized conditional

gradient approach,29,74 and we use the corresponding Python Optimal Trans-

port (POT) implementation.75 More details on the optimization procedure are

given in supplemental experimental procedures S2.

Used in the final loss of our problem, we need to compute minf d
f
OTðDs;DtÞ,

which consists of two nested optimization problems. To compute the gradient

with regards to f, we use the Envelope theorem76: since f is only involved in the

cost matrixDf
Z , we first compute for givenmini-batches an optimal coupling T�

(by solving the problem) and consider it fixed to backpropagate through the
loss CT�;Df
Z D. This strategy is a fairly common prac-

tice when using OT in the context of DL.15,33

Dynamic triplet loss for DA

Existing OT distances including Euclidean and

Wasserstein used in the cost matrix may be a sub-

optimal metric,32 leading to ambiguous decision

boundaries.77 To overcome that issue, we employ

metric learning to help separate the instances, pro-

mote unequivocal prediction boundaries for supe-
rior adaptation, anddesign adynamic triplet lossbasedonamini-batch training

manner.

The goal of metric learning is to learn a distance function under semantic

constraints, bringing samples of the same class closer while pushing away

data of different labels.78 However, conventional metric learning approaches

require domain knowledge to classify molecules subtly. As a remedy, our dy-

namic triplet loss utilizes a K-means79 algorithm to construct a hierarchical

class-level tree based on molecular representations, which can naturally cap-

ture the intrinsic data distribution across domains.80 In addition, although data

structures in the feature space constantly change during the training process,

the relative positions of data points are roughly preserved.81 This phenomenon

enables us to use the local data distribution gained in previous iterations to

help cluster molecules in the current iteration. Specifically, the dynamic triplet

loss progressively adjusts the cluster centroids during each iteration so that

the information regarding the global data distribution is revealed (see Figure 5).

Consequently, the learned molecular representations can jump out of local

data distributions within mini-batches and capture a global data distribution

of multiple domains.

Sample clustering. To begin with, at the initial step (t = 0), we partition all 2b

observations within each mini-batch into K fine-grained clusters through

K-means and attain K corresponding cluster centers Mð0Þ = fmð0ÞgKi = 1.

Then, we calculate the distance matrix DC ˛RK3K of those K clusters, where

the distance between the pth and qth clusters is defined as

dCðp;qÞ =
1

npnq

X
i˛ p;j˛q

df
Z
�ðxi ; yiÞ;

�
xj ; yj

��
; (Equation 8)

where np and nq are the numbers of samples belonging to the pth and qth clus-

ters. As for UDA, dC is calculated based on df
Zðxi ;xjÞ, and we deemphasize this

difference in the rest of this section. After that, a hierarchical treeUð0Þ is created
by recursively merging the leave nodes at different levels according to the dis-

tance matrix DC .82

Triplet loss. After we group data points in a mini-batch into different clusters,

triplets are then constructed asj = ðxanc;xpos;xnegÞ, which contains an anchor

sample xanc, a positive sample xpos, and a negative sample xneg. Finally, the

triplet loss can be formulated as

Lm =
1

jJBj
X
j˛J

�
df
Z
�ðxanc; yancÞ;

�
xpos; ypos

���df
Z
�ðxanc; yancÞ;

�
xneg; yneg

��
+m
�
+
;

(Equation 9)

where ½:�+ = maxð:; 0Þ is the ramp function and JB and
		JB		 are the set

and number of all triplets in the mini-batch B, respectively.

df
Zððxanc; yancÞ; ðxpos; yposÞÞ and df

Zððxanc; yancÞ; ðxneg; ynegÞÞ separately calcu-

late the distance of positive pairs and negative pairs. mm is a hierarchical

violate margin,81 different from the constant margin of the conventional triplet

loss. It is computed by the relationship between the centroidm
ð0Þ
anc that the an-

chor belongs to and the centroid m
ð0Þ
neg that is related to the negative sample,

which takes the following form as
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Algorithm 1. The workflow of MROT

Require: A source dataset Ds with Ns samples and a target dataset Dt with Nt samples. A pre-defined number of all clusters K.

Ensure: Model parameters qg.

Mð0Þ) K-means ðBs
ð0Þ;Bt

ð0ÞÞ 8 initialize centroids,

for t = 1;.;
Ns

b

�
� 1 do

fSðtÞ
i gKi = 1) cluster Bs

ðtÞ and Bt
ðtÞ,

MðtÞ) update Mðt� 1Þ,

construct a hierarchical tree UðtÞ by Equation 8,

calculate the regression loss Lreg,

calculate the loss Lm by Equation 9,

compute the optimal coupling T� from Equation 7,

compute the total loss L by Equation 13,

qg)qg � VqgL:
end for

return q�g

ll
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m = m0 +dJ

�
mð0Þ

anc;m
ð0Þ
neg

�
; (Equation 10)

where m0 is a small constant that encourages molecular clusters to reside

further apart than in previous iterations. dJðp;qÞ is the threshold for merging

the pth and qth clusters into a single node of the next level. It measures the

minimal distance between clusters in the hierarchical tree Uð0Þ. Notably, Lm

computes all possible triplets within the batch.

Iteration for mini-batch training

In the following iterations (t > 0), the training proceeds by alternating between

the assignment and update steps. In the assignment step, samples of a new

mini-batch are allocated to K clusters based on their distances to previous

centroids Mðt� 1Þ. The new pth cluster SðtÞ
p can be represented asn

xi : d
f
Z
�
ðxi; yiÞ;mðt� 1Þ

p

�
% df

Z
�
ðxi ; yiÞ;mðt� 1Þ

q

�
;cq

o
: (Equation 11)

In the update step, the centroids MðtÞ are recalculated by aggregating the

means of molecules within this mini-batch assigned to each cluster as

MðtÞ =

8><
>:mðtÞ

p =
1			SðtÞ
p

			
X

xi ˛S
ðtÞ
p

ðxi ; yiÞ

9>=
>;

K

p = 1

: (Equation 12)

At the same time, a new hierarchical tree YðtÞ is reconstructed according to

those new clusters. With YðtÞ, the triplet loss Lm within this mini-batch can also

be computed by Equation 9. As the training steps proceed, MðtÞ are dynami-

cally adjusted, and therefore the triplet loss Lm varies along with the changing

structure of YðtÞ.

Training loss and overall workflow

The whole loss function of MROT per mini-batch consists of three parts,

namely the regression task loss Lreg, the OT loss LOT, and the metric learning

loss Lm, which can be written as

L = Lreg +aLOT + bLm; (Equation 13)

where a and b are used to balance the effects of these three loss terms, andLOT

represents the transport distance df
OTðBs;BtÞ. Notably, Lreg contains the loss of

labeled data from both the source and target domain for semi-DA (see supple-

mental experimental procedures S3 formore details). The complete training pro-

cess is shown in Algorithm 1, where we omit the loss in the first mini-batch.

SUPPLEMENTAL INFORMATION

Supplemental information can be found online at https://doi.org/10.1016/j.

patter.2023.100714.
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