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Abstract
Efforts to bridge political divides often focus on navigating complex and divisive issues, but eight studies reveal that we should also focus 
on a more basic misperception: that political opponents are willing to accept basic moral wrongs. In the United States, Democrats, and 
Republicans overestimate the number of political outgroup members who approve of blatant immorality (e.g. child pornography, 
embezzlement). This “basic morality bias” is tied to political dehumanization and is revealed by multiple methods, including natural 
language analyses from a large social media corpus and a survey with a representative sample of Americans. Importantly, the basic 
morality bias can be corrected with a brief, scalable intervention. Providing information that just one political opponent condemns 
blatant wrongs increases willingness to work with political opponents and substantially decreases political dehumanization.
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People believe political opponents accept 
blatant moral wrongs, fueling partisan 
divides
Political animosity in the United States has grown steadily over 
the past 40 years. Americans report hating the opposing party 
more than they love their own party (1), and growing partisan ani
mosity is associated with rising support for political violence (2). 
Research shows that political animosity is tied to misperceptions: 
Democrats and Republicans both believe their opponents are 
more extreme (3), harbor more prejudice (4), and conform more 
closely to demographic stereotypes than they actually do (5). For 
example, Democrats overestimate how much they disagree with 
Republicans on tax policy and vastly overestimate how many 
Republicans earn over $250,000 annually (by 19 times) (5). We pro
pose beliefs about political opponents encompass an even more 
fundamental misperception—the basic morality bias.

The nature of the basic morality bias
The basic morality bias is the exaggerated perception that out
group members lack basic moral values—that they accept basic 
moral wrongs. We use the word “basic” because our focus is not 
on beliefs about political issues and nuanced moral dilemmas, 
but on widely agreed-upon moral wrongs in society, like theft 
and animal abuse. Existing work has assessed how mispercep
tions about specific political beliefs (e.g. believing opponents 
hold more extreme beliefs about immigration policy than they ac
tually do) can fuel partisan conflict (6–8). We argue that partisans 
may also (mistakenly) doubt opponents’ basic moral sense. To be 
clear, we are not suggesting Democrats and Republicans think one 
another are completely deprived of all moral capacities. But we do 
think partisans overestimate how many outgroup members are 
willing to accept basic moral wrongs. This misperception may 
have important consequences for political interactions.
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Whether we believe others are moral is essential to how we 
understand their humanity (9), carrying greater weight in our 
treatment of others than their competence and warmth (10). 
Research shows that perceiving greater distance between our mo
ral values and the values of outgroups leads us to view them as 
less human (e.g. lacking rationality and self-restraint) (11, 12). If 
partisans exaggerate how much their opponents are willing to ac
cept basic moral wrongs, then this may help explain high levels of 
political dehumanization (13, 14).

Believing that political adversaries are—compared with our in
group—relatively lacking in basic moral values may also under
mine the function of political institutions. Institutions require 
open discussion and compromise (15), and people are unwilling 
to engage or associate with groups that seem immoral (16, 17). 
Underestimating the basic moral values of opponents could ex
acerbate politicians’ reluctance to collaborate across party lines 
(18), increasing political gridlock. The basic morality bias may 
also drive partisans to isolate themselves from political outgroups 
in the workplace and in their communities (1). This ideological 
self-segregation may seem rational to those who think opponents 
believe acts like theft and abuse are acceptable (19, 20).

Correcting the basic morality bias
We argue partisans believe many of their opponents are willing to 
accept basic moral wrongs, as suggested by conservatives who 
call liberals “baby murderers” and liberals who call conservatives 
“deplorable bigots” (21, 22). At the same time, partisans may be 
open to reminders of their opponents’ basic morality.

People’s political perceptions can be influenced both positively 
and negatively. Constant reminders of our opponent’s depravity 
on social media can reinforce the idea that the other side is im
moral (3, 23), but corrective information (e.g. information about 
what opponents truly believe) also affects political perceptions 
and can bridge divides (7, 8). The basic morality bias may be simi
larly corrected: reminding partisans that people on the other side 
respect basic moral values may reduce dehumanization and in
crease their willingness to engage with opponents.

Highlighting similarities between two people or groups can 
generally improve interactions (24), and moral traits are especial
ly influential in social evaluations (10). Highlighting that someone 

on the other side—like you—also condemns heinous acts may 
help prevent the damage the basic morality bias would otherwise 
wreak upon political interactions. Many bridge-building initia
tives may overlook this simple correction strategy because they 
may not appreciate the existence of basic morality bias among 
partisans.

Research overview
We test for the existence of a basic morality bias, measure its im
pact upon dehumanization and willingness to engage with polit
ical opponents, and test a solution for correcting it. We first 
explore the basic morality bias in cross-partisan language on so
cial media (Study 1). We then assess the basic morality bias with 
self-report measures in samples representative of gender, ethni
city, and age in the United States (Studies 2–3) and test whether 
it predicts dehumanization and willingness to engage with oppo
nents. Next, we test whether a corrective intervention—learning 
that a single political opponent condemns basic moral wrongs— 
reduces dehumanization, increases willingness to collaborate 
with opponents, and encourages engagement with a bipartisan 
organization (Studies 4–6). We compare our intervention to broad
er reminders of similarity (i.e. shared activities; Study 7) and test 
whether corrective information about just one political opponent 
also reduces dehumanization for the entire political outgroup 
(Study 8). Table 1 contains an overview of study samples, designs, 
and key findings.

Documenting the basic morality bias
We first explored real political conversations on Twitter (currently 
named X) for evidence of the basic morality bias. Our aim was to 
assess the prevalence of explicit denials of basic morality in public 
political interactions. To accomplish this, we compiled a list of 
“basic morality bias words,” which referenced blatantly immoral 
acts or traits. We then examined how frequently these words ap
peared in political discussions.

We collected every tweet posted by a random sample of 5,806 
active partisans (who passed thresholds for activity and ideology, 
see Method) on Twitter from January 2013 to November 2021 
(Study 1; N = 5,854,868 tweets). We first constructed a list of 

Table 1. Summary of study methods and results.

Study Demographics Design Key Finding

Study 
1

N = 5.8 M tweets from 5.8 K 
partisans

Archival 
Correlational

Basic Morality Bias words are especially prevalent in political tweets; this has 
not always been the case

Study 
2

N = 346; Mage = 37.23, 
175 women, 167 men, 4 other gender

Correlational Online 
Survey

Partisans overestimate opponents’ approval of basic morality wrongs, which 
predicts more dehumanization and less willingness to engage

Study 
3

N = 700; Mage = 46.21, 
353 women, 327 men, 

4 other gender, 16 no response

Correlational Online 
Survey

Replication of Study 2 in a sample representative of age, gender, and ethnicity 
in the  United States; included an accuracy incentive.

Study 
4

N = 202; Mage = 25.96, 
93 women, 107 men, 2 no response

In-person Survey 
Experiment

Correcting the basic morality bias decreased dehumanization and increased 
willingness to engage

Study 
5

N = 174; Mage = 33.86, 
65 women, 109 men)

Online Survey 
Experiment

Correcting the basic morality bias reduced opting out of collaborating with a 
political opponent

Study 
6

N = 810; Mage = 46.70, 
389 women, 416 men, 5 other gender

Online Survey 
Experiment

Correcting the basic morality bias erased the tendency to dehumanize an 
opponent more than an ally

Study 
7

N = 600; Mage = 35.79, 
288 women, 311 men, 1 no response

Online Survey 
Experiment

Correcting the basic morality bias decreased dehumanization and increased 
willingness to engage more than information about shared hobbies

Study 
8

N = 326; Mage = 39.28, 
149 women, 173 men, 4 other gender

Online Survey 
Experiment

Correcting the basic morality for one member of the opposing party also 
decreased dehumanization for the entire political outgroup on average

Study 6 also recruited a sample via Qualtrics Panels that was representative of gender, income, education, age, region, and ethnicity in the United States. All 
participants were required to be from the United States and participants recruited via Mechanical Turk were required to have a 95% approval rate.
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words, which we believed reflected a denial of basic moral values 
(e.g. “rapist,” “pedophile,” “felon,” “thief,” “sociopath,” and “mur
derer”). We then expanded this list with closely related words as 
discovered by pretrained word embeddings (e.g. “molest,” “homi
cidal,” and “psychopath”). To identify tweets about political tar
gets versus nonpolitical targets, we constructed dictionaries of 
partisan identity words (e.g. “liberal” and “Republican”), the 
names and Twitter handles of political elites during this time pe
riod (e.g. presidents and Congress members), and celebrities (i.e. 
posts by the 1,000 most followed artists, athletes, socialites, and 
actors—excluding all politicians and pundits; see Supplemental 
Materials for full details).

We next looked at the proportion of tweets containing basic 
morality bias words. Consistent with the idea that the basic mor
ality bias is especially prevalent in politics, basic morality bias 
words were more prevalent in discussions about political targets 
than nonpolitical targets (see Figure 1a).a However, this has not al
ways been the case, as basic morality bias words were no more 
prevalent in discussions of political targets than nonpolitical dis
cussions in 2013. Looking at the raw volume of tweets containing 
basic morality bias words (see Figure 1b), the number of times par
tisans used basic morality bias words when discussing political 
targets increased from a few dozen in 2013 to more than 500 every 
year from 2016 onward. This suggests that basic morality bias 
words are not inherently more prevalent in discussions of political 
targets, but they have become relatively more prevalent in recent 
years. This is consistent with the idea that denials of basic moral
ity may be fueled by the current political climate.b

Across a few thousand accounts, we found hundreds of yearly 
tweets indicative of the basic morality bias. Although the propor
tion of political tweets containing basic morality bias words was 
modest, these tweets reflect extreme attributions (e.g. behaviors 
like pedophilia and committing felonies), often with little or no ba
sis in fact. Even a handful of such tweets in a year may suggest 
that partisans are willing to deny the basic morality of others. 
Importantly, we focused only on words that obviously reflected 
the denial of basic morality. The word count approach used in 
this study could not capture the many nuances in cross-partisan 
language. Moreover, social media analyses cannot tell us what 
users privately believe, or the context that gives rise to those be
liefs—a gap we address in the following studies.

Study 2 sampled 240 Democrats and 106 Republicans from 
Mechanical Turk (all MTurk samples were collected via 
CloudResearch). Participants were asked about the acceptability 
of 7 morally unambiguous issues (e.g. child pornography and 
homicide) and then indicated how they thought the opposing 
party would evaluate each issue (“acceptable” or “immoral”). We 
also assessed explicit dehumanization for the opposing party us
ing the ascent of man scale (25), trait dehumanization (e.g. “the 
average Democrat/Republican is rational and logical” and 
“…Lacking in self-restraint, like an animal”),c and willingness to 
engage with the other side (e.g. “how willing would you be to 
have a discussion about politics with an average Republican?”).

Across all issues, liberals and conservatives overestimated op
ponents’ approval of unambiguously immoral behavior. For ex
ample, while 8.75% of Democrats, and 11.32% of Republicans in 

Fig. 1. Increases in basic morality words within political tweets. Trend lines in Figure 1a were drawn using GAM smoothing with 95% CIs. Data presented 
in Figure 1a and b are aggregated by week and month, respectively.
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our sample labeled cheating on a spouse as acceptable, 27.36% of 
Republicans (and 37.91% of Democrats) reported that the average 
opponent viewed this behavior as acceptable. Participants 
expected political ingroup members to label 6.62 out of 7 issues, 
SD = 0.96, as immoral and the opposing party to only label 5.28, 
SD = 2.03, issues as immoral, t(345) = 13.16, P < 0.001, d = 0.79. 
The number of issues participants personally rated as immoral, 
M = 6.60, SD = 1.01, was nearly identical to the number they pre
dicted for the average ingroup member.

We then examined the relationship between the basic morality 
bias, willingness to engage, and dehumanization. We operational
ized the basic morality bias as the number of basic moral wrongs 
participants expected their outgroup to label “acceptable.” To spe
cifically measure beliefs about outgroup members, we controlled 
for how much participants’ believed ingroup members rated basic 
moral wrongs as acceptable. Participants who expected the out
group to label fewer transgressions as immoral expressed more 
trait dehumanization, b = −0.27, t(343) = −8.98 P < 0.001, more ex
plicit dehumanization, b = −4.24, t(343) = −5.74 P < 0.001, and less 
willingness to engage, b = 0.12, t(343) = 4.22, P < 0.001. This study 
revealed that there is a robust difference between the perceived 
acceptance of basic moral wrongs among the ingroup and the 
outgroup, providing evidence for the basic morality bias. As antici
pated, partisans did not believe most outgroup members approve 
of basic moral wrongs. But the extent to which partisans exhibited 
the basic morality bias predicted dehumanization and willingness 
to engage.

We next tested whether accuracy cues corrected the basic mor
ality bias. Though partisans may often think opponents accept ba
sic moral wrongs, research suggests they do not think their 
opponents are completely devoid of moral capacities (26, 27). 
One may also wonder how earnestly partisans believe their re
ported misperceptions, as partisans sometimes report beliefs to 
express their political identities (28). Thus, perhaps even a small 
accuracy incentive can reduce the basic morality bias.

In Study 3, we collected a representative sample of age, gender, 
and ethnicity in the United States (N = 708) and paid half the par
ticipants a $0.50 bonus if their estimates were within 5% of the 
true average values. To ensure this sample was adequately pow
ered to detect interaction effects, we conducted a sensitivity ana
lyses, which showed that Study 3 had 80% power to detect effects 
of R2 = 0.003. We asked participants to estimate the exact percent
age of the political outgroup and ingroup that approved of each 
behavior (rather than indicating whether the average Democrat 
or Republican approved of each on a binary scale as in Study 2; 
see Figure 2).d A 2(ingroup vs. outgroup rating)×2(incentive or no 
incentive) mixed ANOVA revealed a significant main effect of 
group; participants estimated a higher percentage of opponents 
labeled unambiguous moral issues as acceptable, M = 22.77%, 
SD = 21.74, compared to their estimates of allies, M = 13.18%, 
SD = 17.83, F(1, 696) = 81.11, P < 0.001, η2

p = 0.10. Participants paid 
for accuracy, M = 16.97%, SD = 19.40, did not give significantly low
er estimates than those not paid for accuracy, M = 19.02%, 
SD = 21.43; F(1,696) = 2.23, P = 0.14, η2

p = 0.003, nor were their esti
mates any more charitable toward opponents, test of interaction: 
F(1,696) = 2.69, P = 0.10, η2

p = 0.004. The simple effect of the accur
acy incentive within opponent estimates revealed a small, but 
nonsignificant effect, b = −3.11, t(696) = −1.89, P = 0.06. Once 
again, the basic morality bias predicted trait dehumanization, 
b = 0.03, t(691) = 12.96, P < 0.001, explicit dehumanization b =  
0.33, t(691) = 6.20, P < 0.001, and willingness to engage b =  
−0.02, t(690) = −7.28, P < 0.001.

The results of Studies 1–3 document the basic morality bias and 
its potential impacts. Social media analyses suggested partisans 
on Twitter are increasingly willing to use words that deny basic 
morality. Surveys revealed that partisans overestimate approval 
of basic moral wrongs among opponents more than allies.e This 
intergroup bias was resistant to accuracy incentives and predicted 
dehumanization and willingness to engage. At the same time, par
tisans reported that most of their opponents do condemn basic 

Fig. 2. Actual and estimated percent approval of basic moral wrongs. Estimated approval is data from Study 3. Actual approval is from a pilot Study with 
a sample of 641 Democrats and Republicans representative of age, gender, and ethnicity in the United States. Error bars represent 95% CIs.
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moral wrongs, which provides hope that reminders of shared 
morality may correct the basic morality bias.

Correcting the basic morality bias
Republicans and Democrats exhibit the basic morality bias in 
their perceptions of outgroup partisans, but can simple, direct 
corrections to the basic morality bias undo its effects on dehu
manization and willingness to engage? People generally think 
others are good “deep down” (26); so, perhaps simple reminders 
of shared, basic morality will counter the effects of the basic mor
ality bias. On the other hand, if people generally think others are 
good “deep down,” then learning someone condemns obvious mo
ral wrongs may seem uninformative.

A pilot study (Pilot 1; N = 99) revealed 80% of people believe 
explicit corrections of the basic morality bias would not change so
cial evaluations. Further, 70.7% of participants indicated learning 
someone condemned six basic moral wrongs would not alter their 
views of them. Informational corrections of the basic morality 
bias seemed nondiagnostic to the participants in our pilot study, 
suggesting that reminding others of our basic morality is not obvi
ously helpful. However, in cross-partisan’ interactions, people’s 
assumptions about their opponents may be so pessimistic that 
this information is useful.

In Study 4, we tested whether telling participants an opponent 
opposes obvious moral wrongs can reduce dehumanization, in
crease willingness to engage, and increase actual cross-partisan 
engagement behavior (i.e. choosing to learn about a cross- 
partisan organization).

Participants (N = 202) in Study 4 comprised students and com
munity members who were recruited on and near a university in 
the southeastern United States. Participants evaluated an oppon
ent who held strong, opposing political views (e.g. “Jeff is strongly 
liberal”). After learning that Jeff was an ideological opponent, half 
of participants read that Jeff opposed the same six morally unam
biguous issues used in Studies 2–3 (e.g. he thinks child pornography 
is immoral). The control condition did not learn this information. 
Next, participants rated Jeff on trait dehumanization and reported 
their willingness to learn more about a cross-partisan organization 
(Bridge the Divide). We also included a behavioral measure of cross- 
partisan engagement: whether participants signed up for informa
tion from Bridge the Divide. Learning Jeff opposed basic wrongs re
duced trait dehumanization, bias correction: M = 3.06, SD = 1.10; 
control: M = 3.83, SD = 0.81, t(200) = −5.65, P < 0.001, d = −0.80, in
creased willingness to engage with a bipartisan organization on 
the self-report measure, bias correction: M = 5.00, SD = 0.82; con
trol: M = 4.66, SD = 0.91, t(200) = 2.77, P = 0.006, d = 0.39, and mar
ginally so on the behavioral measure (57% signed in the bias 
correction condition; 45% in control, χ² = 2.86, P = 0.09).

Study 4 suggested correcting the basic morality bias increases 
humanization and willingness to engage with opponents. 
Results for our behavioral measure of engagement—which tested 
the potential benefits of our intervention beyond its effects upon 
attitudes towards a single outgroup member—was in the pre
dicted direction but was nonsignificant. The effect upon this be
havioral measure was also nonsignificant in a similar study we 
conducted (see Supplementary Material Study 1), which used 
the same design as Study 4, except participants in the control con
dition did not also rate the acceptability of the six basic moral 
wrongs. Notably, our behavioral measure of engagement used a 
binary outcome in both studies, which often suffer from reduced 
statistical power relative to the other measurement scales on 
which we based our power analyses (29). An exploratory analysis 

combining data from Study 4 and Supplementary Material Study 1
found a significant effect on our behavioral measures (54% signed 
in the bias correction condition; 43% signed in control, χ2 = 4.73, 
P = 0.03). Still, the size of this effect was modest and should be in
terpreted with caution given this analysis was exploratory.

Addressing the basic morality bias helps 
teams work together
After the 2016 election, nearly a quarter of participants surveyed 
by the American Psychological Association (30) reported avoiding 
a colleague at work due to their political orientation. We exam
ined whether corrections to the basic morality bias could over
come reluctance to work in teams with political opponents.

In Study 5, participants (N = 174) provided their own rating of 
the same six unambiguous moral issues from previous studies 
and then were told they would participate in a puzzle-solving 
competition with a teammate. They saw a profile of one potential 
teammate—a political opponent—and half of participants also 
read their teammate opposed each of the six moral wrongs. 
Participants learned that in previous competitions, people com
pleted 7 puzzles on average. We then asked how many puzzles 
participants thought their teammate could complete (a measure 
of perceived competence) and whether they would like to switch 
partners (a behavioral measure of engagement). Participants 
who learned their political opponent opposed the unambiguous 
wrongs predicted they would complete more puzzles, bias correc
tion: M = 7.14, SD = 1.03; control: M = 6.76, SD = 1.34, t(172) = 2.12, 
P = 0.04, d = 0.32, and were half as likely to switch teammates, 
bias correction: 11.9% switched partners; control: 25.6%, χ² = 5.27, 
P = 0.02.

Study 6 (N = 810) sought to replicate the results of Study 5 in a 
large sample representative of gender, income, education, age, re
gion, and ethnicity in the United States We also included a third 
condition where participants’ partners agreed with them about 
politics. This condition enabled us to measure how much more 
participants dehumanized and avoided political opponents (ver
sus allies) and to test whether our bias correction strategy fully 
erased preferences for political allies. Study 6 also measured 
cognitive trust (“I could rely on this person to follow through 
on commitments”) (31), an important predictor of workplace 
cooperation (32).

When the partner was a political opponent, learning they op
posed unambiguous wrongs reduced dehumanization, bias 
correction: M = 2.60, SD = 1.15; control: M = 3.75, SD = 1.18, 
t(807) = −11.66, P < 0.001, d = −0.98. In fact, comparing the bias 
correction condition to the political ally condition, M = 2.66, 
SD = 0.98, revealed that the bias correction eliminated the 
dehumanization gap between political opponents and allies, 
t(807) = −0.51, P = 0.61, d = −0.05 (see Figure 3).

Corrections to the basic morality bias also increased cognitive 
trust, M = 5.09, SD = 1.29, and perceived competency, M = 5.74, 
SD = 1.99, compared to control, trust: M = 4.47, SD = 1.27, 
t(807) = 5.74, P < 0.001, d = 0.49; competency: M = 5.10, SD = 1.77, 
t(807) = 3.82, P < 0.001, d = 0.34. Again, the bias correction elimi
nated the gap between ratings of opponents and allies, as the 
bias correction condition did not differ from the political ally con
dition, trust: M = 5.16, SD = 1.12, t(807) = 0.65, P = 0.52, d = −0.06; 
puzzles solved: M = 5.62, SD = 1.84, t(807) = 0.78, P = 0.44, d = 0.07. 
Lastly, fewer participants switched partners from a political op
ponent in the bias-correction condition (9.8%) versus control 
(16.7%), χ² = 5.06, P = 0.02. In the political ally condition, 5.8% of 
participants chose to switch partners (contrast with bias- 
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correction condition: χ² = 3.09, P = 0.08). These results suggest that 
our bias correction strategy may also improve partisans’ willing
ness to work together in teams with political opponents.

Correcting the basic morality bias versus 
other reminders of similarity
Telling partisans that an opponent condemns basic moral wrongs 
increases humanization and willingness to engage, but any infor
mation emphasizing similarity between political opponents may 
have some effect (24). Study 7 compared correcting the basic mor
ality bias (i.e. highlighting moral similarity) to learning that an op
ponent enjoyed similar activities (i.e. highlighting everyday 
similarities)—testing whether the former was especially effective 
at increasing willingness to chat with a political opponent (i.e. at 
the start of the study, participants were told they would have a 
live discussion with another MTurk worker). In addition to rating 
the immorality of six basic moral wrongs, participants also rated 
whether they enjoyed six popular activities (e.g. “talking with 
friends” and “listening to music”). They then either learned that 
a political opponent condemned the basic moral wrongs, learned 
that they enjoyed the same activities, or received no information 
about the opponent. We then measured dehumanization and how 
positive participants expected the chat to be with eight items (e.g. 
“I expect the chat to be…,” “pleasant,” and “frustrating”).

Overall, corrections to the basic morality bias significantly re
duced dehumanization, M = 2.99, SD = 1.15, relative to both the con
trol condition, M = 4.13, SD = 1.19, t(597) = −9.36, P < 0.001, d = −0.98, 
and the shared activity condition, M = 3.30, SD = 1.24, t(597) = −2.70, 
P = 0.007, d = −0.26. Correcting the basic morality bias also signifi
cantly increased positive expectations about the upcoming chat, 
M = 4.89, SD = 1.51, compared to the shared activity, M = 4.54, 
SD = 1.43, t(597) = 2.53, P = 0.02, d = 0.24, and control conditions, 
M = 4.09, SD = 1.40, t(597) = 5.53, P < 0.001, d = 0.57. The shared ac
tivity condition also increased positive expectations, t(597) = 3.13, 
P = 0.002, d = 0.32, and decreased dehumanization, t(597) = −0.677, 
P < 0.001, d = −0.68, compared to the control condition.f

Any reminders of similarity can help partisans see each other’s 
humanity, but explicit corrections to the basic morality bias are 
more effective. Correcting the basic morality bias probably does 
increase perceived similarity. Since almost everyone rejects basic 
moral wrongs, learning someone rejects basic moral wrongs will 
almost always signal similarity. However, correcting the basic 

morality bias should specifically increase perceived moral simi
larity, which is especially impactful in social evaluations (10). 
This explains why correcting the basic morality bias may be espe
cially effective at combating political dehumanization. Moreover, 
it may not always be easy for liberals and conservatives to find 
similarities, given their often different personalities and interests 
(33). But since nearly everyone agrees on basic moral values, re
minders of basic moral similarity should be especially feasible.

Is it possible to correct the basic morality 
bias for the entire outgroup?
Decreasing dehumanization for one opponent is a worthy goal, 
but can reminders of one persons’ moral similarity also change 
how partisans view the opposing party overall? Study 8 (N = 326) 
tested whether correcting the basic morality bias for one political 
opponent also decreased the basic morality bias and dehumaniza
tion for the entire political outgroup. We also examined whether 
correcting the basic morality bias for just one moral issue—in
stead of six moral issues—sufficed to decrease dehumanization.

We again told participants they would have a live chat with a 
political opponent (named “TeresaJ”) either after correcting the 
basic morality bias or not. As in Study 7, we measured both trait 
dehumanization of TerseaJ and whether participants wanted to 
switch conversation partners (a behavioral measure of engage
ment). To test whether the effects of our basic morality bias cor
rection generalized to the entire political outgroup, we 
measured how much participants dehumanized and exhibited 
the basic morality bias towards Democrats and Republicans as a 
whole. Lastly, to test whether learning that an opponent con
demns just one moral wrong is enough to correct the basic moral
ity bias, we included a third condition in which participants saw 
information about one basic moral wrong rather than six.

Again, correcting the basic morality bias decreased dehuman
ization towards a single opponent. Compared to control, M = 4.29, 
SD = 1.38, participants who learned that an opponent condemned 
all six, M = 3.13, SD = 1.07; t(322) = −6.88, P < 0.001, d = −0.94, or 
just one basic moral wrong, M = 3.38, SD = 1.22; t(322) = −5.46, P <  
0.001, d = −0.70, dehumanized their partner significantly less. The 
two bias correction conditions did not differ from one another, 
t(322) = 1.44, P = 0.151, d = 0.10. These results suggested that even 
just one correction to the basic morality bias makes individual op
ponents seem more human.

Fig. 3. Basic morality bias corrections reduce dehumanization of individual political opponents.
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We next tested whether these effects generalized to attitudes 
towards political outgroups in general and directly examined re
ductions in the basic morality bias (i.e. measuring the estimated 
percentage of outgroup members who approve of basic moral 
wrongs). The six-item bias correction reduced the basic morality 
bias, M = 8.52%, SD = 12.12, t(319) = −2.94, P = 0.003, d = −0.45, 
but the single item correction did not, M = 16.29%, SD = 20.36, 
t(317) = 0.360, P = 0.718, d = 0.04, compared to control, M = 15.44%, 
SD = 18.24. This suggested that correcting the basic morality 
bias for the entire outgroup may require multiple pieces of con
verging information. Examining our behavioral measure of en
gagement, we again found the six-item correction significantly 
decreased participants’ likelihood of switching conversation 
partners (Odds ratio = 0.43, 95%CI = [0.24, 0.76], P = 0.004) but 
the single item correction did not (Odds ratio = 0.68, 95% 
CI = [0.39, 1.17], P = 0.17).

Examining how much participants dehumanized their political 
outgroup, both the six-item bias correction, M = 3.81, SD = 1.19; 
t(319) = −4.09, P < 0.001, d = −0.57, and the single item correction, 
M = 3.93, SD = 1.31; t(319) = −3.40, P < 0.001, d = −0.45, significantly 
decreased group-level dehumanization compared to control, M =  
4.52, SD = 1.32. These results suggest that—while a single piece of 
information may be insufficient to correct the basic morality bias 
—it may still have some effect upon political dehumanization. 
Importantly, the condition that successfully reduced the basic 
morality bias (i.e. the 6-item correction) also increased behavioral 
engagement with an outgroup member.

General discussion
Partisans in the United States believe some opponents are willing 
to accept obvious moral wrongs, which may help explain why the 
United States is burdened by political gridlock, partisan bias (18), 
and political dehumanization (13). Republicans believe that 15% 
of Democrats accept child pornography, and Democrats believe 
over a quarter of Republicans accept wrongful imprisonment. 
These estimates are significantly higher than partisans’ estimates 
for their own party. Social media analyses also suggest partisans 
are increasingly likely to express these beliefs in online political 
interactions. Two correlational studies showed misperceptions 
of basic moral values predict negative outcomes like dehumaniza
tion and opposition to cross-partisan engagement.

Fortunately, the basic morality bias is correctable—at least with
in individual political interactions. Partisans often hear their oppo
nents are morally depraved (3), but the present work reveals that 
reminders of moral similarity can counteract these negative mes
sages. Learning that a political opponent condemns obvious moral 
wrongs increases willingness to engage with bipartisan groups, de
creases dehumanization of a political opponent (erasing the gap be
tween how much partisans dehumanize opponents versus allies), 
and decreases dehumanization of the political outgroup on average.

The present work suggests correcting the basic morality bias is 
an especially effective approach to combating political dehuman
ization. Research from contact theory has long demonstrated the 
potential for intergroup contact to reduce prejudice (34), but 
many cross-partisan interactions are highly negative (35, 36)—a 
form of contact which often backfires and increases prejudice 
(37). Correcting the basic morality bias may provide a promising 
strategy for fostering more positive intergroup contact and for cor
recting misperceptions outside of social interactions; however, the 
power of this correction may not be obvious. Eighty percent of par
ticipants in a pilot study indicated corrections to the basic morality 
bias would not affect their opinion of political opponents, but our 

results suggest that these reminders do indeed humanize outgroup 
members, and even moreso than reminders of general similarity. 
Since people rarely disagree on basic morality, correcting the basic 
morality bias should provide a reliable humanizing strategy.

The present findings may raise the question, “Do partisans really 
believe that their opponents are ok with abuse, theft, and murder?” 
A large literature on expressive responding (28, 38) suggests parti
sans sometimes express beliefs in surveys simply to derogate their 
political opponents—raising concerns that some responses are in
sincere or artifacts of low-stakes surveys. However, other work sug
gests that rates of expressive responding are modest (39) and not 
necessarily insincere, since people often find ways to rationalize 
the beliefs they express (40, 41). We also employed an accuracy in
centive in Study 3—a common strategy for reducing insincere re
sponses—and observed only a small, nonsignificant reduction in 
the basic morality bias. Of course, this monetary incentive was 
small ($0.50), but previous work has also found minimal differences 
across smaller and larger accuracy incentives (42). Lastly, to the de
gree that participants’ responses were expressive, this does not 
mean they are unimportant. The same motivations that give rise 
to expressive responding in surveys (e.g. motivations to praise the 
ingroup and derogate the outgroup) are often even stronger in real- 
world interactions (43). Even if partisans’ self-reports are expressive 
to some degree, it is still striking—and relevant to real-world inter
actions—that they are willing to claim that ∼20% of their opponents 
are accepting of embezzlement and wrongful imprisonment.

We used multiple methods to document the basic morality bias, 
each of which carries strengths and limitations. Surveys allowed us 
to collect precise estimates of opponents’ approval of basic wrongs, 
but people often provide inflated estimates of population base rates 
(44). That said, our social media data showed that a substantial por
tion of partisans are willing to openly express the basic morality 
bias, suggesting the phenomenon is more than a quirk of how lay
people guess statistics. Experiments then revealed that correcting 
the basic morality bias improves cross-partisan attitudes and be
havioral engagement. These methods provide converging evidence 
that the basic morality bias affects cross-partisan behavior and at
titudes in the United States.

The present studies also relied upon online samples, which 
tend to be more politically engaged than the average American 
(45). People who are more politically active, have stronger partisan 
identities, or more extreme political attitudes may be more likely 
to doubt opponents’ basic morality. But in a political environment 
where people are increasingly sorted by party lines (46) and where 
the most politically active and extreme voices are elevated above 
others (23), understanding why more extreme, active, or strongly 
identified partisans dehumanize one another is as important as 
ever.

Future work should examine how the present approach to cor
recting misperceptions compares to approaches that provide stat
istical information about opponents’ beliefs. For example, 
showing partisans the true percentage of political opponents 
who support political obstruction has been found to reduce false 
perceptions (7, 8). By contrast, our approach was to provide infor
mation about the basic moral values of a single exemplar. This ap
proach also has advantages, as previous work has found that vivid 
information about a single political opponent can—in certain con
texts—foster respect more effectively than statistical information 
(47). Results from Study 8 suggested that our approach could also 
reduce misperceptions of the entire outgroup on average. Future 
work might directly compare these approaches and discover 
whether certain correction strategies are more effective in some 
contexts over others.
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Research should also examine whether these corrections to the 
basic morality bias improve cross-partisan attitudes outside of the 
United States. Since the United States has witnessed larger in
creases in partisan animosity than other countries (1, 46), the ba
sic morality bias may be less pervasive elsewhere. Though 
corrections to political misperceptions have proven to be success
ful across countries (7), we theorize that direct corrections to the 
basic morality bias will only be effective in environments where 
this bias is prevalent.

Future work might also explore the longevity of corrections to 
perceptions of basic morality. While we argue that increasing en
gagement and humanization in a single interaction is worthwhile, 
long-term effects upon cross-partisan attitudes could transform 
political engagement even further. Unfortunately, some recent 
work has found that the effects of corrections to political misper
ceptions do not persist over time (8). If single corrections to the ba
sic morality bias subside over time, then generating prolonged 
willingness to engage with the other side may require repeated re
minders that political outgroups oppose basic moral wrongs.

Conclusion
In the United States today, people exaggerate the immorality of 
the other side not just when it comes to hot-button issues but 
also when it comes to basic moral values, believing that many 
on the other side see blatant wrongs as acceptable. Fortunately, 
correcting these misperceptions is possible and bridges divides 
more than people expect.

Method
Informed consent was obtained in all studies that were not arch
ival. This research was approved by the institutional review board 
at the University of North Carolina at Chapel Hill (#20-2521).

Study 1
Data collection
We used the Twitter Academic API to collect every tweet (exclud
ing retweets) from a random sample of 5,806 active partisans 
January 2013 to November 2021. Users were randomly sampled 
from a data base of 54 million users whose ideology was estimated 
in 2018 using a validated method (48). To ensure that users were 
partisan, we only included users with ideology estimates that 
were less than −0.5 (for liberals) and greater than 0.5 (for conser
vatives). Users beyond these thresholds are highly likely to be 
registered with the expected political party (e.g. liberals as 
Democrats) (48). We also followed recommendations from 
Barbera and colleagues (48) for minimizing risks posed by bot ac
counts. We excluded accounts with fewer than 100 tweets and 
fewer than 25 followers; we only included Twitter accounts who 
listed a US state in their Twitter profile; and we excluded accounts 
with more than 10,000 tweets. The number of unique users post
ing tweets from 2013 to 2021 ranged from a minimum of 3,897 in 
2021 to a maximum of 4,950 in 2016.

Basic morality bias dictionary
We identified keywords for extreme, immoral behavior we theor
ized to represent the denial of basic moral values. Our list of initial 
words included “rapist,” “pedophile,” “felon,” “thief,” “sociopath,” 
and “murderer.” We then used GloVe embeddings that were pre
trained on 2 billion tweets to identify additional words for each 

category. Two researchers examined the 50 most semantically 
similar words to each of our six initial words and recorded closely 
related words. For example, in the case of pedophile, this helped 
us identify alternative spellings and variations used on Twitter 
like “pedo” and “paedophile.” Both researchers then met to resolve 
discrepancies to create the final dictionary (available on our OSF 
page).

Political elites and identity dictionary
Our list of political target words consisted of the names and 
Twitter handles of top political elites, the Twitter handles of all 
Congress and Cabinet members during the period of data collec
tion, and words representing liberal and conservative identity 
(e.g. “liberal” and “Republican”). Top political elites comprised all 
presidents and vice presidents (starting with Bush and Cheney), 
house and senate leaders, and all presidential primary frontrun
ners (starting with the 2012 primaries). Liberal and conservative 
identity words were generated by the researchers, using the 
same word embedding approach to make sure all common iden
tity labels were included.

Study 2
Participants
To achieve our target sample size of 300 participants, we recruited 
497 participants from Mechanical Turk, of which 240 were 
Democrat, 106 Republican, 133 Independent, and 18 something 
else. No participants failed either of two attention checks. 
Because we were specifically interested in perceptions of political 
opponents, we only included Democrats and Republicans in the 
data analysis, leaving a total of 346 (Mage = 37.23, SDage = 11.43; 
175 women, 167 men, 3 nonbinary, 1 other gender; 240 
Democrats, 106 Republicans).

Procedure
Basic moral wrongs
Participants saw a list of seven moral issues in random order: tax 
fraud, watching child pornography, embezzlement, homicide, 
wrongful imprisonment, animal abuse, and cheating on a spouse. 
They were then asked to rate the immorality of each item on a bin
ary scale from acceptable to immoral. They then saw the same list 
of actions twice more, but were asked to select what the average 
Democrat, and the average Republican believes, in random order. 
We then summed the number of issues each participant person
ally labeled immoral and expected ingroups and outgroups to la
bel as immoral.

Dehumanization
All studies measured trait dehumanization using eight items from 
(9), presented on a seven point scale from 1-Not at All to 
7-Extremely. Items were: “Refined and cultured (rev),” 
“Responsive and warm (rev),” “Rational and logical (rev),” 
“Mechanical and cold, like a robot,” “Lacking in self-restraint, 
like an animal,” “Unsophisticated,” “Open-minded, like they can 
think clearly about things (rev),” and “Superficial, like they have 
no depth.” The explicit dehumanization scale (25) contains a ser
ies of increasingly evolved humans, and asks people to place tar
gets on this ascent of man scale.

Willingness to engage with opponents
Participants then indicated how willing they would be to engage 
with political opponents on four items: (i) Have a general 
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discussion with an AVERAGE REPUBLICAN[DEMOCRAT]; 
(ii) Have a discussion about politics with an AVERAGE 
REPUBLICAN[DEMOCRAT]; (iii) Attempt to understand an 
AVERAGE REPUBLICAN’s[DEMOCRAT’S] political viewpoint; (iv) 
Listen to an AVERAGE REPUBLICAN[DEMOCRAT] describe their 
political views.

Study 3
Participants
A US sample of 1,038 participants, representative of age, gender, 
ethnicity, was collected from Prolific. We excluded 34 participants 
who missed one of our two attention checks. Political 
Independents were also removed prior to analysis, leaving a final 
sample of 515 Democrats and 185 Republicans (Mage = 46.21, 
SDage = 16.04; 353 women, 327 men, 4 other gender, 16 no response).

Procedure
Participants were told that we had previously collected a repre
sentative sample of 800 Democrats and Republicans and that 
they would receive a $0.50 bonus if their estimates for each party 
were within 5% of the true average. Participants then estimated 
the percentage of political opponents and allies who consider 
the same issues used in Study 2 (except homicide) acceptable. 
They then completed measures for dehumanization and willing
ness to engage.

Pilot 1
Participants and procedure
Ninety-nine participants (Mage = 36.2, SDage = 11.35, 55 women, 
43 men, 1 no response) on Mechanical Turk were told that they 
were participating in a study examining how receiving new infor
mation might lead people to update their beliefs about others. 
They saw six statements saying that a target believes one of the 
six morally unambiguous wrongs used in Studies 2 and 3 is im
moral. They also saw six statements saying a target believes one 
of the six acts is acceptable (e.g. X believes that tax fraud is im
moral/acceptable). They were then asked to rate whether this in
formation would lead them to change their opinion about the 
other person, by selecting “no, does NOT change my view” or 
“Yes, changes my view.”

Study 4
Participants
Two hundred and two participants (Mage = 25.96, SDage = 10.56; 
93 women, 107 men, 2 no response, 133 slightly liberal/liberal/ 
very liberal, 44 slightly conservative/conservative/very conserva
tive, 25 neutral) completed the study around a public university in 
the southeastern United States in exchange for an ice-pop. Study 4 
did not include attention checks.

Procedure
Participants were handed an iPad to complete the survey. 
Participants in the bias correction condition then saw a series of 
six statements about Jeff’s beliefs. Participants read, “Jeff believes 
that [tax fraud/child pornography/embezzlement/animal abuse/ 
wrongful imprisonment/cheating on a spouse] is immoral. What 
do you believe?” For each of the six issues, participants then se
lected either “immoral” or “acceptable.” If they chose immoral 
(as occurred in 88% of the cases), they then saw a follow-up screen 

stating “you both AGREE about this moral topic.” If they chose ac
ceptable, they proceeded to the next question without the screen 
saying they and Jeff agreed about the topic. After rating all six is
sues, participants saw a summary screen, with a report of the 
number of issues they and Jeff agreed upon. Participants in the 
control condition also rated the immorality of the same six actions 
before learning that they would be making judgments about a pol
itical opponent. Thus, the only difference between the bias correc
tion and control condition was the information about Jeff’s beliefs.

Participants then completed the trait and explicit dehumaniza
tion measures and a revised version of the willingness to engage 
scale: How willing would you be to (i) Attempt to understand 
Jeff’s viewpoints, (ii) Empathize with Jeff, (iii) Have a discussion 
about politics with Jeff, and (iv) Have a general discussion with 
Jeff, measured on a six-point scale from Very Unwilling to Very 
Willing. Participants then saw the logo of Bridge the Divide, and 
read that, “Bridge the divide is an initiative to bridge the divide be
tween right and left, Republican and Democrat, to engage in con
versations that matter.” They then selected on a five-point scale 
how interested they were in getting involved with an organization 
like Bridge the Divide. After the survey, the research assistant, 
blind to condition, then took out a clipboard, with the logo of 
“Bridge the Divide” on its back, and asked (yes or no) if they would 
like to write their names and emails down to receive more infor
mation. All participants saw a petition sheet with four names al
ready signed.

Study 5
Participants
One hundred ninety-nine participants completed the study on 
Mechanical Turk. We included one attention check, which 25 par
ticipants failed. This left a final sample of 174 participants (Mage =  
33.86, SDage = 9.82; 65 women, 109 men; 89 slightly liberal/liberal/ 
very liberal, 61 slightly conservative/conservative/very conserva
tive, 24 neutral).

Procedure
Participants were told that the researchers were examining how 
people perform in teams. They were then told that they would 
be paired with another Mechanical Turk worker to complete puz
zles for a 10 cent bonus. As they waited for a match, they entered a 
screenname for the study, answered a question about their polit
ical orientation, (Strongly Liberal/Liberal/Conservative/Strongly 
Conservative), and rated the immorality of the six basic moral 
wrongs from previous studies. Following these questions, partici
pants saw a screen that said “matching” for four seconds, followed 
by a message saying that there were 8 MTurkers waiting for 
matches online. They then read that after seeing the profile of a 
potential teammate, they would have an option of switching 
teammates. After a two second waiting screen, all participants 
saw a profile of “TylerK.” They read “You and TylerK DISAGREED 
about politics. You said you were____. TylerK is: Strongly _____.” 
The other teammate was always a political opponent. 
Participants in the bias correction condition then saw an addition 
screen stating that “You and TylerK AGREED on ____ out of 6 moral 
issues.” Participants saw their responses, followed by TylerK’s re
sponses. TylerK labeled all acts as immoral.

To measure perceived competence, we asked “in previous com
petitions, the average participant completed 7 puzzles by them
selves. How many puzzles do you think TylerK could complete 
on their own?” Options ranged from 4 to 10 puzzles. We then 
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asked whether they would like to switch partners (“yes, switch 
partner” or “no, stay with current partner”). Since our main focus 
was not on the actual puzzle performance, participants learned 
that there was an error in matching and that they would automat
ically earn a bonus after answering a few demographic questions.

Study 6
Participants
Participants were recruited through Qualtrics Panels. We planned 
to recruit 800 participants that reflect the US adult population on 
gender, income, education, age, region, and ethnicity. Our recruit
ment roughly reflected our targeted sample distribution, but partic
ipants with less than a high school education were more likely to 
stop the study once they saw the anagram task, and therefore 
were harder to recruit. Thus, we combined our recruiting goals for 
some high school or less, and only high school. We included one at
tention check, which all participants passed. Our final sample in
cluded 810 participants (Mage = 46.70, SDage = 17.21; 389 women, 
416 men, 5 other gender; 381 liberal/very liberal, 429 conservative/ 
very conservative). Although the conditions were distributed ran
domly, more participants in the political disagreement conditions 
(disagreement alone N = 258; disagreement and bias correction, N  
= 244) dropped out of the study before completion than participants 
in the political agreement condition (N = 308). This likely led to a 
more conservative test of our predictions, as participants who likely 
wanted to avoid engaging with political opponents, or who held 
more negative views potentially dropped out of the study early.

Procedure
Participants were told that they were going to be paired with an
other online worker to complete anagrams and the pairs that com
pleted the most puzzles would earn a bonus. As they were 
presumably being matched with another partner, participants 
completed a demographics screening page to help meet the quotas 
for the survey, and then the six unambiguous moral acts items. To 
increase the realism of this study, participants then completed a 
practice round of anagrams. All participants saw three anagrams 
(HAICR, TRUFI, DIWNWO). Participants then briefly saw an un
solvable anagram (UNAGAT) before a stop sign appeared on the 
screen. They then saw a screen with the number of puzzles solved.

After the practice round, participants were paired with TylerK. 
They then learned one of three sets of information: In the political 
agreement condition, they learned that “You and TylerK AGREED 
about politics. You said you were___. TylerK is: Strongly___.” In the 
political disagreement condition, agreed was replaced with the 
word “DISAGREED” and participants learned that TylerK was 
strongly the opposing political party. Finally, in the political dis
agreement, plus bias correction condition, participants learned 
that TylerK condemned the six unambiguous wrongs in the 
same manner as Study 5.

Participants completed the predicted number of puzzles and 
partner switching questions from Study 5, as well as the trait de
humanization scale from previous studies. To measure cognitive 
trust, participants were instructed to imagine they were working 
with TylerK on a team for work. They were then asked to rate their 
agreement (1-Strongly Disagree to 7-Strongly Agree) with the fol
lowing items: I could rely on this person to follow through on com
mitments; I could assume this person’s work was done properly if 
I needed to use it; I would be comfortable having this person in a 
critical role on my team; and I would feel uneasy if I needed to de
pend on this person’s abilities (reversed)—adopted from (31).

Study 7
Participants
We recruited an initial sample of 662 participants from 
Mechanical Turk, targeting a sample of 600 participants after pre
registered exclusions. We included one attention check and an 
open response question, which we examined for nonsensical an
swers. Sixty-two participants either failed the attention check or 
wrote nonsense in their free responses, leaving a final sample of 
600 participants (Mage = 35.79, SDage = 11.04; 288 women, 311 
men, 1 no response; 339 liberal/very liberal, 261 conservative/ 
very conservative).

Procedure
Participants learned that they would have a chat with 
another MTurker. As they waited for a match, they entered a 
screenname for the study, answered a question about their polit
ical orientation, (Strongly Liberal/Liberal/Conservative/Strongly 
Conservative), and then rated the immorality of the six unam
biguously harmful acts used in previous studies. They also rated 
a six-item activity survey (do not enjoy/enjoy: talking with friends, 
listening to music, reading, watching YouTube, playing games 
(board games or video), taking walks). A small pilot study sug
gested that MTurkers generally enjoy these activities. 
Participants saw a screen that said “matching” for four seconds, 
followed by a screen indicating that a match has been found. 
Participants then saw a screen stating that “You and TylerK 
DISAGREED about politics. You said you were____. TylerK is: 
Strongly _____.” The other teammate was always a political 
opponent.

In the bias correction condition, participants learned that 
TylerK condemned all six of the moral wrongs. In the activity simi
larity conditions, participants learned that TylerK found all six of 
the activities enjoyable. Ninety-one percent of participants found 
at least five of the activities enjoyable, indicating our manipula
tion successfully communicated activity similarity. In the control 
condition, participants did not receive any additional information 
about TylerK after learning he disagreed with them on politics.

Participants rated their partner on trait dehumanization and 
then reported their expectations about the chat (I expect the 
chat to be… pleasant, enjoyable, informative, fun, interesting, 
frustrating annoying, useless, angering, upsetting) on a seven- 
point scale from Not at All to Extremely So. Negative items were 
reversed scored.

Study 7 also included a manipulation of whether the upcoming 
chat would be about politics or activities. Chat topic did not mod
erate the degree our basic morality bias correction improved ex
pectations for cross-partisan interactions (see Supplemental 
Materials for results). Lastly, we asked participants to write an 
opening line to send to their conversation partner and to evaluate 
a line ostensibly written by their conversation partner that read 
“this should be fun.” (see Supplemental Materials for results).

Study 8
Participants
We recruited an initial sample of 360 participants from 
Mechanical Turk, targeting a sample of 300 participants after pre
registered exclusions. Thirty-four participants were excluded for 
missing multiple attention checks (out of three), leaving a final 
sample of 326 participants (Mage = 39.28, SDage = 11.99; 149 wom
en, 173 men, 4 other gender; 208 liberal, 108 conservative).
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Procedure
Participants again learned that they would have a chat with an
other MTurker. After rating whether they approved of six basic 
moral wrongs, they saw a loading animation for 20 seconds 
with text indicating they were being matched with a partner. 
They then learned they had been matched with “TeresaJ” who 
disagreed with them on politics. Participants either learned 
that TeresaJ rated all six of the basic wrongs as immoral or re
ceived no additional information about TeresaJ’s answers. In 
the single item correction condition, participants chose one of 
the six basic wrongs that they wanted to learn whether or not 
TeresaJ condemned. Participants then rated TeresaJ on trait de
humanization and indicated whether or not they would like to 
switch conversation partners (yes or no). Finally, they rated 
Democrats and Republicans on dehumanization and estimated 
the percentage of each party that approved of each basic moral 
wrong.

Notes
a There was also a trend of increasing negativity on Twitter (see S4 in 

Supplemental Materials), but this was not limited to political 
tweets. By contrast, the increases in words about basic moral 
wrongs occurred mostly among political posts.

b Increases in basic morality bias words were not limited to a handful 
of users, nor were the effects driven by comments about a few pol
itical elites or a single type of accusation (see Figures S1–S3).

c Dividing the trait dehumanization scale into items that deny hu
man nature (e.g., “mechanical and cold, like a robot”) and items 
that deny human uniqueness (“lacking self-restraint, like an ani
mal”) produced the same results. Therefore, we combined both sub
scales in all studies.

d To ensure these issues truly are morally unambiguous for both par

ties, we conducted a nationally representative survey of 641 
Democrats and Republicans, asking about the acceptability of the 
6 basic wrongs used in Study 3. Each issue was labeled as accept
able by fewer than 5% of both conservatives and liberals.

e Analyses also revealed the basic morality bias was not confined to 
ideologically extreme partisans in Studies 2–3. Though ideological 
extremity was positively related to misperceptions, even partisans 
with the lowest scores on ideological identification perceived oppo
nents (versus ingroup) as significantly more accepting of basic mo
ral wrongs.

f The effect of the basic morality correction did not differ among par
tisans with stronger or weaker ideological identification, but the ef
fect of the shared activity condition was weaker among partisans 
who at least moderately identified as liberal or conservative (see 
Supplemental Materials for details).
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