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A B S T R A C T

Bacterial infections and antibiotic resistant bacteria have become a growing problem over the past decade. As a
result, the Centers for Disease Control predict more deaths resulting from microorganisms than all cancers
combined by 2050. Currently, many traditional models used to study bacterial infections fail to precisely re-
plicate the in vivo bacterial environment. These models often fail to incorporate fluid flow, bio-mechanical cues,
intercellular interactions, host-bacteria interactions, and even the simple inclusion of relevant physiological
proteins in culture media. As a result of these inadequate models, there is often a poor correlation between in
vitro and in vivo assays, limiting therapeutic potential. Thus, the urgency to establish in vitro and ex vivo systems
to investigate the mechanisms underlying bacterial infections and to discover new-age therapeutics against
bacterial infections is dire. In this review, we present an update of current in vitro and ex vivo models that are
comprehensively changing the landscape of traditional microbiology assays. Further, we provide a comparative
analysis of previous research on various established organ-disease models. Lastly, we provide insight on future
techniques that may more accurately test new formulations to meet the growing demand of antibiotic resistant
bacterial infections.

1. Background

1.1. Rising concerns of bacterial infections

The rising number of bacterial infections, especially from antibiotic
resistant bacteria, has become a global threat to public health over
recent decades. According to the 2013 Center for Disease Control and
Prevention (CDC) report on “antibiotic resistance threats in the U.S.”,
more than 2 million people become infected with antibiotic resistant
bacteria in the United States alone every year [1]. This directly results
in a death toll of over 23,000 people each year, with many more dying
from infection complications. Furthermore, infections caused by drug
resistant bacteria often require an extended hospital stay and expensive
treatments, which add a considerable economic burden to the health-
care system estimated to be as high as $20 billion [2]. In addition to the
emergence of antibiotic resistance, concerns have also been raised for
infections associated with a variety of medical devices including joint
prostheses, heart valves, pacemakers and catheters [3]. Device-asso-
ciated infections are typically caused by microorganisms that grow in
biofilms, and are introduced via surgery or implants [4,5]. Treatment of
these infections are generally more challenging and require prolonged
antibiotic therapy and even revision surgeries, which is inevitably

associated with increased patient suffering and high costs [6]. Finally,
biofilms also dominate numerous chronic bacterial infections, such as
pneumonia in cystic fibrosis patients and chronic wounds. Treatments
for such chronic conditions remain a significant challenge to healthcare
systems worldwide [7]. Collectively, the total annual cost associated
with biofilm infections was estimated to be in excess of $94 billion in
the United States alone, resulting in more than half a million deaths [8].
To efficiently diagnose, treat and prevent such devastating bacterial
infections, a better understanding of the mechanisms involved in their
formation, virulence, and persistence using physiologically relevant
models is critically needed. It is now widely accepted that the models
we have today, from in vitro to in vivo, do not provide an accurate en-
vironment to test new antibacterial approaches and have contributed to
our poor understanding of how to limit bacteria adhesion, growth, and
biofilm formation.

1.2. Lack of adequate model systems

Commonly, a variety of inconsistent, in vitro and in vivomodels have
been progressively utilized for antibiotic/drug development and pa-
thophysiological studies. These systems range from simple in vitro
models using microtiter plate assays and flow cells to more complex in
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vivo models involving rodents, rabbits or pigs [9–12]. In vitro models
are widely used for antimicrobial susceptibility screening as they are
cheap, easy to set up, and amenable to high-throughput designs and
automation. While in vivo models remain the best option available for
safety and efficacy evaluation and are indispensable in connecting in
vitro experiments and clinical trials. Antimicrobials of interest must
demonstrate sufficient activity in vivo following in vitro evaluation to
justify the initiation of clinical trials. In addition, in vivo systems have
also been invaluable towards investigating disease pathogenesis and the
complex interactions between the host and pathogens. For example, the
causal agents of several infectious diseases, including Bacillus anthracis,
Mycobacterium tuberculosis or the rabies virus was uncovered through
the use of animal models [13]. From a pharmaceutical and device de-
velopment perspective, both in vitro and in vivo models have been in-
strumental in screening effective strategies to fight bacterial infections,
albeit sometimes with contradictory results. One notable example is the
discovery of the first sulfonamide drug, Prontosil, that targets a broad
spectrum of Gram-positive cocci. The drug was effective in a pneumo-
coccal infection mice model even though no activity was identified
using an in vitro model [14], which should cause us all to pause on the
inappropriateness of commonly used in vitro bacteria models.

Nonetheless, mimicking bacterial infections in a physiologically
relevant manner has proved to be a daunting task. In fact, there still
lacks a consensus among the scientific community on what these assays
should incorporate. Since most of the existing in vitro models fail to
recapitulate the complex microenvironment and disease processes at
the organ level, expensive and time-consuming animal tests are often
implemented, despite low predictive results and high failure rates. In
addition, in vivo models, although more physiologically relevant, suffer
from interspecies differences that puts into question the amount and
manner in which bacteria should be introduced (which, for example,
remain significant clinic questions for hospital acquired infections). A
recent review examining differences in the innate immune response
revealed that, when compared to humans, sufficient differences in the
organization of the murine immune system hinders the direct transla-
tion of murine experimental data to human pathological events, despite
the efforts to bridge this gap by creating humanized mice [15]. This
difference is further exacerbated in studying bacterial infections as the
pathogenesis of infection is often a result of a lost balance between the
host immune responses and bacterial overloads. Another important
limitation in the use of in vivo models lies in the difference between the
pharmacokinetic profiles in most animal models and those occurring in
humans, which can dramatically affect drug efficacy. In addition to
their inherent differences to humans, the increased use of animal
models in biomedical research has also raised concerns over animal
welfare and related ethical issues. This growing awareness of animal
rights has provided the impetus for the recent ban on testing finished
cosmetic products and cosmetic ingredients on animals in the European
Union [16]. Consequently, no appropriate experimental animal models
or 2D in vitro models are able to accurately predict the required drug
doses and drug efficiencies for human use [17,18]. Further compli-
cating the matter is the widespread use of biofilm formation and more
specifically, what even qualifies as a biofilm, for many infections,
chronic infections and device associated infections in particular.

1.3. Biofilm complicates disease modeling and antibacterial treatments

Beginning with the pioneering work by Robert Koch that started the
field of medical bacteriology, for centuries, bacteria have been largely
viewed as single and free-floating organisms, now referred to as the
planktonic phenotype. The investigation of bacteria based on the single-
species planktonic classification was enormously successful and led to
the “Golden Age” of microbiology. During this period, antimicrobials
against an abundancy of devastating human pathogens such as tu-
berculosis and diphtheria were discovered [19]. Initially, most acute
bacterial infections, which are often dominated by planktonic bacteria,

can be readily cured if the right treatment is promptly initiated [20]. It
was not until the 1970s that the first observation of biofilms, ag-
gregated bacteria enclosed within a matrix of extracellular materials,
was reported in the lungs of cystic fibrosis (CF) patients [21,22], a
genetic disorder that often causes repeated lung infections. After dec-
ades of research, we are now increasingly aware that pathogenic bac-
teria often grow in a structured consortium, known as a “biofilm”, at-
tached to biotic or abiotic surfaces during chronic infections [23].
When bacteria succeed in colonizing and forming a matured biofilm
within the human host, the infection becomes phenotypically and
physiologically different from their planktonic counterparts and is ex-
tremely tolerant to both the innate immune system and antibiotic
treatments. It has been well characterized that bacteria in biofilms can
tolerate up to 10–1000 times higher concentrations of antibiotics than
planktonic bacteria [24,25]. Consequently, many of these biofilm in-
fections develop into a chronic state [26]. In the case of CF, a chronic
biofilm infection can persist in the airways of patients for over 30 years
[27]. In addition to their resistance and persistence, the incidence rate
of biofilm-related infections is also extremely high. While it is difficult
to precisely determine, it is generally accepted that 65%–80% of human
bacterial infections are biofilm-related. These include chronic wounds,
lung-related infections, and device-associated infections [28–30]. As an
example of their prevalence and severity, a recent survey revealed that
more than a quarter of healthcare-associated infections (HAIs) were
device-associated [31] and involved microorganisms that form bio-
films. In view of this, an improved understanding of the underlying
causes for their resistance and persistence is critically needed to better
manage infections involving biofilms.

Towards this end, a number of structural and biochemical char-
acteristics of biofilms have been implicated in this increased tolerance
in both in vitro and in vivo model systems. One of the primary barriers
that protects the underlying bacteria against the host immune system
and some antimicrobials is the sticky matrix of extracellular polymeric
substances (EPS), which consists of a wide variety of proteins, glyco-
proteins, glycolipids and extracellular DNA, that encompass the bac-
teria [32]. It has been suggested that this matrix, among other func-
tions, limits the access of antimicrobials to the embedded bacteria cells
by either physically absorbing or inactivating the compound with the
EPS components [33]. For example, ampicillin was not able to pene-
trate wild-type K. pneumoniae biofilms in vitro, which was attributed to
the production of the ampicillin-degrading enzyme β-lactamase [34].
Interestingly, biofilms formed by β-lactamase-deficient mutant K.
pneumoniae were also resistant even though they are readily penetrable
by ampicillin, suggesting that other resistance mechanisms are in-
volved. Indeed, recent evidence suggested that efflux pump systems
also played an important role in the resistance of K. pneumonia [35]. In
addition to targeting antibiotics, biofilms are also capable of compro-
mising the host's innate immune response by suppressing the anti-
microbial activity of polymorphonuclear leukocytes (PMNs) in vivo
[36–38]. In the case of biofilms produced by the opportunistic pathogen
Pseudomonas aeruginosa (P. aeruginosa), which is commonly observed in
the lungs of CF patients, the suppression of PMNs has been suggested to
be quorum-sensing (QS) dependent [36], a mechanism through which
bacteria respond to fluctuations in cell density. The QS-mediated up-
regulation of virulence factors, including rhamnolipids, was able to
eliminate incoming PNMs on contact, thereby creating a ‘shield’ around
biofilm bacteria [37]. Blocking QS by either mutation or administration
of QS inhibitory drugs sensitized biofilm bacteria. Furthermore, the
presence of multiple bacterial species and phenotypically diverse sub-
populations within biofilms has also been linked to their increased
tolerance and chronicity. For example, it was discovered that the pre-
sence of Haemophilus influenza within polymicrobial biofilms promoted
Moraxella catarrhalis resistance to both antibiotics and host clearance in
otitis media. This increased resistance was mediated via an auto-
inducer-2 (AI-2) quorum signaling dependent pathway [39]. Similarly,
the increased effectiveness of multi-bacteria biofilms is supported by
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the mutualistic partnership between Sreptococus oralis and Actinomyces
naeslundii in forming dental plaque. In this scenario, co-aggregation of
these bacteria formed a nutritionally beneficial environment that al-
lowed each bacteria to grow, where neither grew in the absence of the
other [40]. Finally, phenotypical diversification of bacteria in response
to steep nutrient gradients and varying environmental stresses has also
been suggested to drive infection persistence [25,26]. One classic ex-
ample is the presence of persister cells in biofilms [41,42], which are a
subpopulation of cells that are slow-growing or growth arrested, and in
some cases, metabolically inactive [43]. Antibiotic-tolerant persisters
play a major role in the recalcitrance and relapse of chronic infections
[42]. In addition to the increased tolerance, matured biofilms within
the human host provide bacterial inoculums with an opportunity to
spread [44] and can serve as reservoirs for plasmids carrying antibiotic
resistance genes [45].

Collectively, these distinct structural and biochemical character-
istics of biofilms not only make them extremely persistent and difficult
to treat, but also further complicates the disease modeling using either
in vitro or in vivo model systems. In vitro models often lack host immune
components and fail to recapitulate the complex physical and chemical
environments bacteria may experience in vivo, while the establishment
of chronic infection models in animals is equally challenging. To date,
most pathogenic bacteria have been studied using acute infection an-
imal models [46] which do not involve biofilms or reflect the chronic
state of infections. Another significant challenge when establishing
these models concerns the amount and manner in which bacteria
should be introduced. A high infecting dose is sometimes lethal and are
ethically challenging, while infections at a lower dose often resolve
rapidly by host immune systems, resulting in great inconsistency [47].
Only a handful of animal models aim to model chronic bacterial in-
fections, and most of which involve embedding bacteria in a biofilm-
like matrix such as agar or alginate to prevent host clearance [48] or the
use of a preformed biofilm on implants [49]. Nonetheless, embedding
bacteria in a polymeric matrix produce an artificial environment that
inaccurately represents the flow, oxygen or nutrient environments in
vivo. Since preformed biofilms in vitro differ morphologically and phy-
siologically from in vivo biofilms, which will be discussed in detail later,
inaccurate mimicry of infectious human diseases is common. Finally,
most in vivomodels to date focus on monospecies infections [50], which
do not accurately represent most infections under physiological con-
ditions as these often result from colonization by more than one mi-
crobe. A recent study demonstrated that P. aeruginosa used pepti-
doglycan shed by Gram-positive bacteria to stimulate the production of
multiple lytic factors against prokaryotic and eukaryotic cells in a co-
infection model using both Drosophila and murine models, further
suggesting the importance of polymicrobial interactions in infection
resistance and persistence [51].

In light of this, it is necessary to develop new assays and models that
can simply, yet more precisely, replicate in vivo microenvironments and
reliably predict and record tissue activities under both physiological
and pathological conditions. These model systems are essential, as they
allow for a mechanistic understanding of the dynamic interactions
among relevant factors. Moreover, they provide better predictive power
when assessing the clinical and translational potential of novel anti-
microbials or antimicrobial materials. Towards this end, multiple in
vitro and ex vivo models have emerged in recent years. This review will
highlight recent technological advances in improving model relevance
as well as advantages and disadvantages of each model system
(Table 1). A firm understanding of such advantages and limitations can
hopefully guide us to select the most appropriate system for probing
infection mechanisms in a more effective and efficient manner. From
this, we aim to have a better understanding of human physiology and
pathology at the cellular level and subsequently establish a better re-
presentation of intercellular and extracellular interactions during in-
flammatory responses. Ultimately, we believe through the use of more
advanced in vitro and in vivo models, safe and effective therapeutic Ta
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strategies can be developed to address antibiotic resistance crisis on a
global scale.

2. Development of in vitro models to study infection and biofilms

The development of in vitro models of bacterial infection and bio-
films began after the initial observation of sessile bacteria and the re-
cognition of their role in human chronic infections. Many in vitro
models have since emerged, with most of them designed to mimic
biofilm formation using specific bacteria under controlled environ-
ments. Although often regarded as over-simplistic, in vitro models are
still largely used today and have been indispensable in our mechanistic
understanding of the biology of bacterial infections and biofilm for-
mation. In addition to their roles in elucidating the underlying biology,
they are also heavily relied upon as screening tools to interrogate li-
braries of antimicrobial agents under the current drug discovery para-
digm due to a number of advantages they offer such as low cost, easy
set-up and amenability to high-throughput designs and automation
[66]. Nonetheless, there is an increasing awareness that these simpli-
fied in vitro models often fail to include important environmental
parameters such as a host immune system and other mammalian cells,
and therefore may lack effective predictive power. In fact, many pro-
mising antimicrobial drugs fail to translate from the bench to bedside,
partly due to a lack of in vitro models that can effectively predict their
long-term antimicrobial performance in vivo. In this regard, orthogonal
assays must be included to rule out false positive or false negative
conditions, and extreme caution should be taken when interpreting
results obtained from these in vitro models. Here, the general setup,
advantages, and limitations of commonly used in vitro model systems
are introduced, hopefully serving as a valuable guide for model selec-
tion as well as data interpretation.

2.1. In vitro biofilm model systems

2.1.1. Microtiter plate (MTP)-based system
Microtiter plate (MTP)-based systems are among the most com-

monly used biofilm model systems and have been an important tools for
studying the early stages in biofilm formation [52,67]. In these systems,
biofilms are typically grown on either the bottom or the walls of a
microtiter plate. When evaluating the ability of antimicrobials to era-
dicate biofilms on specific surfaces, or a material's propensity to resist
biofilm formation, biofilms can also be grown on the surface of a
coupon placed in the well plate. Monitoring changes of biofilms in these
systems is also straightforward, as a biofilm can be quantified for
changes in mass using stains like crystal violet, safranin and Congo red
[66] or for changes in metabolic activity using an XTT viability assay
[68]. For example, a MTP-based system was utilized to investigate the
influence of DNase I, Ca2+ and extracellular DNA on biofilm formation
and growth, where biofilm biomass was quantified using crystal violet
as an indication of the enhancement or diminishment of biofilm growth
[69]. Alternatively, the combination of live/dead staining and confocal
laser scanning microscopy (CLSM) allows for the visualization of
changes in bacterial viability and biofilm morphology, even in real time
[70]. Our group showed that 20 μm thick Staphylococcus epidermidis (S.
epidermidis) biofilms could form in a 96-well and MTP and was suc-
cessfully applied as a model system to assess the ability of novel su-
perparamagnetic iron oxide nanoparticle (SPION) encapsulating poly-
mersomes to eradicate such biofilms [71]. The combined use of CLSM
and live/dead staining revealed a dose-dependent bacteria death as a
function of drug and SPION loading.

In these classic MTP-based systems, however, there are concerns
that a portion of the accumulated biomass may not be a result of the
biofilm forming process, but rather because of cell sedimentation and
the subsequent entrapment of cell sediments within the EPS [72]. To
address this concern, a variation of the MTP based system, called the
“Calgary Biofilm Device (CBD)” (Fig. 1A), was introduced, in which

biofilms are formed on lids with pegs that fit into the wells of the mi-
crotiter plate containing bacteria [73]. The CBD has been successfully
used as a rapid and reproducible assay to screen for biofilm suscept-
ibility to antibiotics. For instance, both gram-negative and gram-posi-
tive pathogenic bacteria from various veterinary sources could readily
form biofilms on the CBD and were deployed to determine the
minimum inhibitory concentration (MIC) and minimum biofilm eradi-
cation concentration (MBEC) of a wide array of antibiotics [74]. More
recently, biofilms formed by Escherichia coli (E.coli) and Staphylococcus
aureus (S.aureus) on the CBD was exploited as a tool to investigate the
role of carbon sources (such as glucose, mannitol, fructose, glycerol,
etc.) in eradicating biofilms by aminoglycosides [75]. More im-
portantly, screen results obtained from this CBD-based biofilm assay
successfully translated in a mouse chronic urinary tract infection model.
A combination of gentamicin and mannitol resulted in an almost 1.5 log
reduction in biofilm viability and suppressed the spreading of bacterial
infections to the kidneys. Quantification of viable cells in biofilms
formed on these devices typically involves bacteria recovery using so-
nication. However, anywhere from 5% to 90% of the cells may dis-
associate during this procedure [76] depending on the protocols fol-
lowed and equipment used, resulting in data discrepancies and
subsequently hindering appropriate data interpretation. Visualization
of biofilm architectures by microscopy methods (such as scanning
electron microscopy (SEM) and CLSM) is also challenging as they re-
quire the detachment of pegs from the lids using pliers, making these
methods labor-intensive and not amendable to high-throughput
screening [77]. In addition, it has been argued that the physiological
profiles of the detached population may not be representative of the
whole population. This is because the outermost cells tend to detach
first, and these cells may be phenotypically different from those that are
attached to microtiter surfaces due to steep gradients of nutrients and
gases [77].

To study the kinetics of early stage biofilm formation, particularly
the initial adhesion of bacteria during early stages of biofilm formation,
another modified MTP-based method, the ‘Biofilm Ring Test’, was de-
veloped based on the ability of bacteria to immobilize magnetic beads
when forming biofilms [78]. The kinetics of biofilm formation can be
determined by measuring the motility of magnetic beads over time
using a plate reader. Applications of the Biofilm Ring Test range from
the evaluation of antibiotic susceptibility of biofilms [79] to the as-
sessment of biofilm forming potential [80] and kinetics [81] of clinical
isolates. It has also been useful in studying the contribution of extra-
cellular polymeric substances (EPS) [82] and molecular pathways [83]
to the formation of biofilms. In comparison with standard crystal violet
staining methods, the Biofilm Ring Test is much faster, more re-
producible and allows for high-throughput screenings, as no washing or
staining is involved. It is worth noting, however, that the Biofilm Ring
test is limited to the investigation of early stage biofilm formation and
does not provide information on matured biofilms.

The use of MTP-based assays offers a multitude of advantages. These
assays are fairly cheap, as no specialized equipment is needed. They
also provide the opportunity for multiplexing, as multiple organisms
and treatments can be incorporated in a single run and, as such, are
ideal for identifying potential anti-biofilm biomaterials and pinpointing
genes that are essential for biofilm surface attachment [52]. In addition,
culturing conditions such as temperature, oxygen and CO2 concentra-
tions, and composition of growth media can be easily manipulated to
investigate the effects of environmental factors on biofilm formation.
The choice of which system to use really depends on what questions one
wants to answer and often times a combination of different approaches
is required to provide a complete answer. Nevertheless, these MTP-
based systems are closed systems under static conditions. The en-
vironment including nutrient availability, signaling molecules, etc., in
which biofilms are formed, changes with time and often does not re-
capitulate in vivo conditions. Recent transcriptomic analysis has sug-
gested that biofilms formed under static conditions have different gene
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expression patterns from those formed under flow conditions [84]. This
prompted the development of flow-based systems to mimic fluid flow
present in many in vivo scenarios. Of course, one can make an argument
that nothing is ever static in the human body, yet static in vitro bacteria
cultures are commonplace.

2.1.2. Flow-based systems
In contrast to MTP-based systems, flow-based systems, such as the

modified Robbins devices (MRD), flow cells, Centers for Disease Control
biofilm reactors, drip flow reactors and rotating disc reactors, are open
systems in which spent medium with metabolic byproducts and dead
cells are removed and constantly replaced by fresh medium at a user
defined speed and composition [24]. The use of flow-based systems
allows for the formation of matured biofilms. In addition, by controlling
the hydrodynamic conditions of flow, parameters such as shear forces
can be modulated and are therefore suitable for investigating the
physical resistance of biofilms. Similar to MTP-based systems, the
structure and physiology of a live biofilm can be monitored non-in-
vasively when coupled with CLSM [85].

One of the first flow systems was the modified Robbins device
(MRD, Fig. 1B), which consisted of a pipe with several threaded holes
where coupons are located [86]. Although it was originally designed to
monitor biofilm formation under different flow speeds in a completely
mixed tubular recycle reactor, it has since been adapted to study var-
ious aspects of biofilm formation. For example, it proved to be parti-
cularly useful in evaluating the effects of surface modifications on
biofilm formation under controlled flow conditions [87–89]. As stated
by Nava-Ortiz et al., after γ-ray pre-irradiation, glycidyl methacrylate
(GMA) grafted polyethylene (PE) and polypropylene (PP) were further
functionalized with cyclodextrins on their surfaces.

In the following studies, this surface functionalization strategy

provided PE and PP an opportunity to incorporate the anti-fungal drug
miconazole, which prevented the adhesion and biofilm formation of
Candida albicans on medical devices made from these polymers. In
addition, the MDR was effective in evaluating effects of antibiotic lock
therapy in catheter-related biofilm infections, as it could accurately
simulate fluid dynamics during biofilm formation [90,91]. Compared to
the static microtiter plate systems, MRDs are advantageous as they can
support continued biofilm growth and maturation for several weeks
[76]. However, MRDs are not designed to allow for direct observation
or quantification of biofilms. Coupons must be removed from the device
for further analysis and therefore suffer from lower throughput.

To allow for direct inspection of biofilm development, several flow
cell systems have been developed and are now commercially available
[92–94]. The original flow cell systems consist of two chambers con-
nected by a beam, which was later miniaturized to include multiple
channels [92]. In combination with microscopy methods, these systems
allow for a real-time, non-destructive recording of structural dynamics
during biofilm development. This is helpful as it allows scientists to
monitor the earliest stage of bacterial surface attachment and therefore
gain a better understanding of how these processes can contribute to
bacterial colonization and biofilm formation [95,96]. Recently, a mul-
tispecies biofilm model consisting of four oral bacterial species was also
established in flow cells to study peri-implant infections [97]. As bio-
films are polymicrobial in nature, this could be extremely helpful not
only in building a more realistic biofilm model in vitro but also in elu-
cidating the role of multispecies interaction in biofilm colonization.
Similar to MRDs, however, these systems are relatively low-throughput
compared to the MTP-based systems. In addition, the geometry of the
flow cell systems has to be carefully designed because it critically af-
fects the uniform flow regions, which can determine the validity of the
system when evaluating bacterial adhesion and biofilm formation [93].

Fig. 1. In vitro biofilm model systems. A) A work flow of the Calgary Biofilm Device [106]; B) The modified Robbin device (MRD) [107]; C) A CDC biofilm reactor
[108]; D) Schematic diagram of a drip flow reactor with its various components [109]; and a E) Schematic diagram of a constant depth film fermenter (CDFF) and a
close-up view of the scraper blade sliding over the biofilms to maintain constant depth when biofilm thickness exceeds the thickness of the well [110].
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Finally, air bubbles frequently form in these systems because of changes
in temperature or pressure, which can lead to the destruction of de-
veloping biofilms and consistent results. Learning from the renal dia-
lysis process, a recent study proposed modifications to flow cell systems
that could potentially minimize bubble formation [98].

The Centers for Disease Control (CDC) biofilm reactor (Fig. 1C) is
another example of commercially available flow systems. It is a one-
liter vessel with a polyethylene top that supports eight independent
rods, which house a total of 24 removable coupons of customizable
materials [99]. In this reactor, the magnetic stir bar in the middle of the
device rotates and applies a constant high shear on the aforementioned
coupons, which is adjustable by altering the rotational speed and is
independent of feed rate. This allows for simultaneous investigation of
the effects of shear stress and medium composition on biofilm forma-
tion. Compared to MDR and flow cells, another advantage of the CDC
biofilm reactor is that biofilms can be grown reproducibly under much
higher shear stress. As a result, it is recognized by ASTM International
as a standard method for the quantification of P. aeruginosa biofilms
grown with high shear and continuous flow [76]. Unfortunately, the
CDC biofilm reactor shares a common disadvantage with MRD and flow
cell systems: low throughput. Individual coupons have to be taken out
at predetermined time points for analysis. Efforts are being made to
create in/on-line monitoring system for rapid and accurate detection of
bacterial attachment and growth in real time. For instance, a label-free
interdigitated microelectrode biosensor was integrated with im-
plantable devices [100]. Impedance characterization of S. epidermidis
biofilm development on these devices allows for monitoring of bacterial
growth as early as a few hours from the inoculation with high effec-
tiveness. This same technique has since been extended to petri dishes
[101] and 96-well plates [102]. Nonetheless, this method of detection
does not provide any information on biofilm structure and physiology.
Additionally, the large volume of the reactor makes it less appealing for
screening antimicrobials, especially those that are not surface-tethered,
as large amounts of materials are needed. Finally, the semi-open design
of these reactors makes them prone to contamination.

Other specialized in vitro biofilm model systems have also been
developed to investigate the effects of certain parameters on biofilm
formation. For example, a drip flow reactor (Fig. 1D) is designed to
investigate biofilm formation under low shear conditions at the air-li-
quid interface and to study a biofilms' vertical heterogeneity [103].
With the incorporation of microelectrode sensors, biofilm culture under
drip flow conditions can also be useful for studying mass transport and
chemical gradients within biofilms [104]. Another custom biofilm
model, the constant depth film fermenter (CDFF, Fig. 1E), allows for the
growth of a biofilm with well-defined thickness. Within this system,
biofilms are grown on the bottom of wells with set depths and a scraper
blade removes anything above the wells. This has been particularly
useful when studying the effects of biofilm thickness on antimicrobial
penetration [105].

While these systems incorporate varying flow conditions (e.g., high
vs. low shear) and maintain a relatively stable nutrient concentration
over time to allow for biofilm maturation, in vitro flow systems are less
adapted to high-throughput analysis, more labor-intensive, and often
require specialized equipment. As biofilms form on surfaces throughout
these model systems, except in drip flow reactors, where there are
isolated compartments, only a single bacteria species or a single com-
bination can be tested per run. Furthermore, other aspects of the in vivo
environment, such as the host's immune system, are still missing from
these systems. In addition to their individual advantages and dis-
advantages, both MTP-based and flow-based systems share several
common limitations. One pitfall in designing in vitro biofilm models to
mimic in vivo environments lies in the use of irrelevant bacterial strains.
The lack of knowledge in disease-related microbial consortia and the
interactions between healthy and pathogenic strains are, at least in
part, to be blamed for the low translation rate from in vitro to in vivo
studies [111]. Even when adequate information is available, various

bacterial strains have not yet been cultivated in these models.
The absence of appropriate formulations for disease-related growth

media imposes further challenges on establishing representative in vitro
model systems. Biofilms in vivo often grow in nutrient and gas deficient
environments, and this deficiency may differentiate gene expression
[112]. In addition, different nutrient compositions can lead to altered
biofilm formation and virulence, as were shown for P. aeruginosa
[113,114]. In this sense, the use of artificial growth media that are rich
in nutrients may lead to clinically irrelevant phenotypes. As a con-
sequence, efforts to better represent in vivo conditions range from ar-
tificial medium customized for a particular disease [115,] [116] to the
use of patient-derived biological fluid [117]. For example, the use of a
synthetic CF sputum medium resulted in a similar in vitro gene ex-
pression profile to that observed in expectorated CF sputum [118]. Fi-
nally, host- or host tissue-related factors are also missing in the afore-
mentioned in vitro biofilm models, including a lack of 3D host tissue
structure and the exclusion of host cells, particularly immune cells.
Both of these parameters can alter nutrient and gas distribution and
abundancy, therefore implicating their inclusion on future models
[119,120].

Although both MTP-based systems and flow-based systems have
clear limitations, they have been utilized for in vitro biofilm research for
decades and have contributed tremendously to our understanding of
biofilm biology. The ability to adjust individual variables while main-
taining other experimental parameters produces a well-defined en-
vironment in which the effects of a single element on biofilm devel-
opment can be systemically studied. However, it must be recognized
that this reductionist approach has its limitations, as in vivo environ-
ments are exceptionally complex. When choosing in vitro models, it is
important to realize that no single biofilm model system is better than
any other, with each model having its limiting factors. However, a
specific model may be more appropriated based on the questions being
investigated and its clinical relevance of each model. For example,
MTP-based systems are well-suited for high-throughput screening when
a large number of variables are being investigated or a library of
compounds is being tested. When investigating the processes involved
in initial bacterial attachment, flow cell systems incorporate fluid flow
and provide the opportunity for real-time observations using micro-
scopy methods. Drip flow systems are preferred for studying biofilm
heterogeneity, and CDC biofilm reactors have proved to be effective in
assessing biofilm formation on biologically relevant materials and
evaluating the effects of surface modification on biofilm formation.

2.2. Differences between biofilms produced in simple in vitro models and in
vivo models

The hallmark of in vivo biofilms includes aggregated bacteria en-
closed in a matrix of extracellular materials, which are extremely tol-
erant to host immune systems and antibiotic treatments. The formation,
maturation, and dispersion of biofilms are the result of dynamic inter-
actions between the complex bacteria communities and host environ-
ments, which are very hard to mimic. Despite the continuous efforts to
optimize these simple in vitro systems, emerging evidence has shown
that significant differences exist between in vitro and in vivo biofilms.
One of the most striking differences lies in the size of the biofilms. A
recent survey of biofilm sizes in vivo revealed that biofilms have ap-
proximate diameters ranging from a few μm to up to 1000 μm, which
occurs in the presence of abiotic surfaces, such as implants [26].
However, even these surface-associated biofilms are at least two orders
of magnitude smaller than biofilms observed in vitro, which range from
1 cm2 in MTP based systems to 10 cm2 in flow-based systems. In addi-
tion to size differences, the shape of the biofilms is also different. In the
case of P. aeruginosa, an opportunistic pathogen commonly involved in
CF, the classic “mushroom” structure is found in vitro [121] but has yet
to be observed in vivo [27]. This change in morphology in biofilms in
vivo has not been fully understood, but it is likely due to a combination

D. Shi et al. Biomaterials 198 (2019) 228–249

233



of both nutrient/oxygen depletion and the presence of host immune
systems (e.g., PMNs). In particular, the host immune component is ty-
pically missing in almost all in vitro model systems. One classic example
that highlights the important role of the host immune response in
biofilm formation comes from a study investigating P. aeruginosa bio-
film formation in the lungs of CF patients [21]. By using a specific P.
aeruginosa PNA fluorescence in situ hybridization probe, biofilms were
observed as aggregated structures surrounded by pronounced PMN
inflammation in the respiratory zone. Further confirming this ob-
servation, bacteria and immune cell interactions were also demon-
strated both in vitro [38,122] and in vivo in mouse models [123]. In
addition to their direct bactericidal activities via phagocytosis, immune
cells can also regulate biofilm formation and growth by oxygen and
nutrient consumption [124]. As a consequence, the heterogeneous
growth patterns for in vivo biofilms have been linked to local con-
centrations of PMNs [125].

Another important discrepancy between most in vitro and in vivo
biofilms is that multispecies bacterial communities are often present in
vivo while most in vitro model systems include only one strain of bac-
teria. In a study examining the bacteriology of diabetic foot wounds, the
presence of two or more bacterial isolates were identified in over 80%
of the wounds [126]. In another example, over 92 oral species of bac-
teria were identified in early dental biofilms from 11 healthy human
subjects, with streptococci being the most abundant species [127]. Al-
though not much is known about the interspecies interactions in
polymicrobial biofilm formation, we have begun to appreciate the im-
portance of these interactions in altering biofilm virulence and persis-
tence. For a detailed understanding of the role of polymicrobial inter-
actions during human infections and potential preventative and
curative strategies against such diseases, we refer the reader to a
comprehensive review by Peters and colleagues [128].

Other factors that may also contribute to the differences seen be-
tween in vitro and in vivo biofilms include the complex chemical land-
scape biofilm encountered in vivo [26], varying biofilm durations with
chronic infections in vivo lasting much longer [27], and a lack of abiotic
surfaces in most in vivo infections with the exception of device-asso-
ciated infections [129]. Due to these glaring discrepancies, it is unclear
whether such in vitro biofilms sufficiently represent in vivo biofilms and
whether results obtained from in vitro systems are translatable from a
drug development perspective. Some of these differences can be, at
least in part, mitigated by taking advantage of more sophisticated, 3D
organoid and/or organ-on-a-chip platforms, which will be described
next.

3. In vitro 3D organoid and microfluidic models

3.1. 3D organoid models

The history of the term “organoid” can be traced back to 1907,
when Henry Van Peters Wilson from the University of North Carolina at
Chapel Hill proposed that a dissociated individual silica sponge cell
could self-organize and regenerate a whole functional organism [130].
Since then, numerous 3D culturing methods have been developed and
utilized to generate organoids of various origins [131]. Typically, or-
ganoids are in vitro 3D models that are cultured in a Matrigel, a gel-like
scaffold material that mimics the extracellular matrix (ECM) environ-
ment and provides essential growth cues for 3D organoid culture [132].
Distinguished from immortalized cell line cultures, organoids are able
to maintain the cellular heterogeneity and exhibit organ-like function-
ality similar to that of the target host tissue under long-term culture
conditions [133].

To date, 3D organotypic cultures, including 3D cultures derived
from either pluripotent stem cells (PSCs) or adult stem cells (ASCs),
have been widely applied in both tissue engineering and drug delivery.
The incorporation of stem cells in organoids was first developed by the
Japanese researcher Sasai when he demonstrated that 3D cerebral

cortex tissue could be generated from embryonic stem cells (ESC) using
an efficient 3D aggregate culture (the SFEBq method). Later, Sato and
his colleagues generated intestinal organoids from adult single Lgr5
stem cells when cultured 3D in Matrigel. They subsequently developed
a new method, the R-spondin method, which employed growth factors
to induce key endogenous niche signals for the eventual development of
human intestinal and other organoids from organs harboring Lgr5+
stem cells [134].

Generally, ESCs and induced pluripotent stem cells (iPSC) that can
self-organize in 3D culture have been mainly employed to develop or-
ganoids due to their self-renewal and differentiation capabilities
[135,136]. On the other hand, ASC or primary cell-derived organoids
have the capability of developing more mature phenotypes compared
with iPSC and therefore have also been applied in many models in-
cluding gastrointestinal, lung and liver organoids [135]. For instance,
gastrointestinal infection is one of the most investigated disease models
and several organoid models have been described in recent years. Using
crypt-derived mouse intestinal organoids, Zhang et al. investigated the
pathophysiological interactions between Salmonella and epithelial cells
by visualizing post-infection morphologic changes of the organoids
through immunofluorescence. The disruption of ZO-1 in Salmonella
infected organoids was observed. In addition, by comparing the levels
of expression of the tight junction proteins ZO-1, Occludin, Claudin-2,
Claudin-7, and the NF-kB pathway in infected organoids to non-infected
control groups, they discovered that salmonella infection induced the
disruption of epithelial tight junctions and activated the NF‐κB in-
flammation pathway in infected organoids [137]. Most importantly,
this Salmonella–host interactions in vitro recapitulated many of the
characteristics observed in vivo in a Salmonella-colitis animal model,
including bacterial invasion, tight junction disruptions, and host in-
flammatory responses [138–140].

Organoid models generated from either gastric primary cells or
gastric epithelial stem cells were also used to study the host response to
Helicobacter pylori infection [141,142] as it is one of the main risks for
gastric adenocarcinoma and causes a number of gastric diseases. In one
example, human gastric primary cells were used to investigate Helico-
bacter pylori infections and the mechanisms of tumorigenesis. Primary
cells were isolated from healthy human gastric glands and grown in
Matrigel containing defined growth factors, developmental regulators,
and apoptosis inhibitors. The differentiation of spheroids to gastric
organoids was observed when Wnt3A and R-spondin1 were withdrawn
from the medium, which was confirmed by the downregulation of stem
cell markers (eg., CD44 and LGR5) and the upregulation of gastric
differentiation markers (eg., TFF1 and GKN1, 2). The actively re-
plicating 3D cultures were then transferred to a 2D environment to
allow for the easier manipulation of the experimental conditions. In-
terestingly, important characteristics of the fully functional gastric
epithelium, such as well polarized cells, presence of tight junction
markers and differentiation gene expression patterns were maintained
even in 2D cultures, as confirmed by both microarrays and immuno-
fluorescence [143]. Once exposed to gastric pathogens, H. pylori in-
fected primary cells exhibited the hallmarks of bacterial infection and
the up-regulation of the NF-κB signaling pathway indicating the acti-
vation of host responses. Importantly, the use of primary and un-
transformed cells instead of commonly used gastric adenocarcinoma-
derived cell lines in this 2D/3D organoid to demonstrate similar host-
bacteria interactions observed in vivo may indicate that this may serve
as a better model to study H. pylori infections including how it may lead
to gastric disease or even gastric adenocarcinoma. Another gastro-
intestinal organoid system to study H. pylori infection involves the use
of gastric epithelial stem cells [142]. In this organoid system, the gastric
epithelial stem cells were differentiated into four lineages and exhibited
a repetitive structure of the gland and pit domains. Wnt is suggested to
be very important in the regulation stem cell differentiation. When Wnt
is silenced, these gastric epithelial stem cells only differentiated toward
the pit but not gland lineage. By monitoring the expression of cytokine
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mRNA, it was found that cells from the gland region had a stronger
inflammatory response to H. pylori infections and a more robust NF-kB
activation compared to pit lineages. Although still at an early stage, this
organoid model clearly demonstrated the potential of establishing pa-
tient specific disease models for studying H. pylori infections and other
gastric pathologies.

Not until recently have organoids of complicated tissues, such as the
brain, been generated using human pluripotent stem cells grown under
agitation in Matrigel substrates. Following similar protocols, several
disease models have been generated to study cancer as well as many
infectious diseases of both bacterial and viral origin, allowing for the
examination of host responses and cell–microorganism interactions
[144]. For instance, organoids have been used to study viral infections,
such as ZIKA virus infections (ZIKV). Brain organoids were developed
using iPSCs during the ZIKV outbreak in 2016. Derived from embryoid
bodies, neuroectodermal tissues were embedded in Matrigel scaffolds
and transferred to a spinning bioreactor for nutrient absorption and
tissue growth. The reported culture protocol resulted in a rapid yet
comprehensive development of brain tissue, in which various discrete
but interdependent brain regions were observed [145,146]. Subsequent
experiments have investigated the impact of a ZIKV infection on es-
tablished brain organoids using immunocytochemistry and electron
microscopy, and concluded that ZIKV targets human brain cortical
progenitor cells, leading to reduced brain cell viability, elevated cell
apoptosis and autophagy, and ultimately interferences with neurogen-
esis and neurodevelopment [147,148].

Taking advantages of the improved tissue organization and in-
tegration, 3D organoid models have gained wide attention and have
surmounted many limitations present in conventional 2D models, in-
cluding insufficient replication of organ structures and the micro-
environment [149]. Nevertheless, while 3D organoids are capable of
replicating 3D organ structure and mimicking its physiological func-
tions in vitro, the integration and reconstitution of features, such as
tissue–tissue interfaces, chemical gradients, and bio-mechanical cues
provided by the surrounding microenvironment, remain a significant
challenge. To address these issues, microfabrication and microfluidic

techniques have emerged and have been leveraged to better re-
capitulate the microenvironment of living organs by incorporating cell-
cell interactions, and chemical and bio-mechanical cues [150,151].
Consequently, these microengineered biomimetic models may be a
more accurate representation of whole human organs, providing valu-
able information that can more efficiently guide the design and ex-
ecution of subsequent in vivo studies [55].

3.2. Microfluidic models and organ-on-a-chip systems for infection and
inflammation studies

3.2.1. What is an organ-on-a-chip?
In short, organ-on-a-chip systems are functional microchips that

house living cells and mimic the structure and function of human or-
gans. Organ-on-a-chip systems are often fabricated out of PDMS and
biodegradable poly(DL-lactide-co-glycolide) (PLGA) [152] using tech-
niques such as replica modeling, soft lithography and microcontact
printing [153,154]. Recently, these microfabrication techniques have
greatly benefited from the development of integrated circuit technology
and wafer fabrication facilities in electrical engineering, and many of
the challenging facing organ-on-a-chip systems (such as miniaturization
and reproduction of complex architectures similar to human tissues)
have been addressed. In order to mimic the in vivomicroenvironment to
the highest extent, using biomaterials to fabricate organ-on-a-chip
systems provide opportunities to allow higher precision and accuracy
[155]. For instance, Sudo et al. implemented a microfluidic platform
that incorporated a type-I collagen gel scaffold between two micro-
fluidic channels under static or flow conditions. By co-culturing hepa-
tocytes and vascular cells on each sidewall of the collagen scaffold,
vascularization of liver tissues in 3D culture microenvironments was
observed. Later pioneering studies further advanced these micro-
fabrication technologies by incorporating both biological and me-
chanical cues. For example, the first human lung-on-a-chip developed
in 2010 was a biomimetic, microfluidic system that reconstituted the
critical functions of the human alveolar-capillary interface, especially
the mechanical strains present in vivo [156]. The additional hollow

Fig. 2. Microfluidic organ-on-a-chip systems mimicking various organ. (A) Lung-on-a-chip device with two vacuum chambers built-in to mimic the mechanical
movement of lungs [165]. (B) Liver-on-a-chip device [158]. (C) Skin-on-a-chip device with 3 separate channels and 4 vertically stacked cell layers [159]. (D) BBB-on-
a-chip device with various brain tissue cell co-cultures [161,162]. (E) Kidney-on-a-chip device [163]. (F) Gut-on-a-chip device with vacuum chambers built-in to
mimic intestinal movements [160].
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vacuum chambers specifically induced lung-like stretching of epithelial
and endothelial layers [157] (Fig. 2A). Since then, many organ-on-a-
chip models, including liver-on-chip [158], skin-on-chip [159], intes-
tine-on-chip [160], blood-brain-barrier (BBB)-on-chip [161,162] and
kidney-on-chip devices [163] have emerged (Fig. 2A–F). Following
these “bottom-up” or “reverse engineering” approaches, tissue-tissue
interfaces, biochemical and/or neuroelectrical cues and characteristic
mechanical forces can be artificially introduced to provide organ-spe-
cific physical microenvironments [164].

3.2.2. Lung-on-a-chip
As organ-on-a-chip systems provide a promising platform to model

physiological and pathological functions of tissues and organs in vitro, it
has been adapted in areas such as anti-tumor drug delivery [166–168],
organ function mimicry [169], and membrane-based permeability and
toxicology investigations [170], exhibiting great potential for in-
vestigating cellular mechanisms of organ physiology. In addition to
these applications, organ-on-a-chip systems have also been used to
study bacterial and viral infections in vitro. Using the aforementioned
lung-on-a-chip model, the organ-on-a-chip model was used to study the
innate cellular responses to pulmonary infection of E. coli. For this,
green fluorescent protein (GFP)-modified E. coli were introduced to
TNF-α activated human alveolar epithelial cells for five hours on the
upper side of a PDMS membrane. After five hours of incubation, the
presence of fluorescent-labeled neutrophils, indicative of activated
human pulmonary microvascular endothelial cells, was assessed. Re-
sults showed that most of the bacteria were cleared by the neutrophils,
indicating that this biomimetic microchip can effectively replicate, as
well as record, the general immune response to microbial infections in
human lung alveoli on a cellular level [165].

In 2015, another lung-on-a-chip technology investigated cell re-
cruitment and migration during infection and immune responses [171].
Instead of introducing a pro-inflammatory mediator, tumor necrosis
factor–α (TNF-α) was directly added to system to replicate the live, cell-
produced immune responses that closely mimic in vivo conditions
[172,173]. In this regard, MF2.2D9 T-cell hybridomas, IC-21 macro-
phages, immortalized B6 dendritic cells, and mycobacterium avium
expressing CFP were first separately loaded into the microdevice. Long-
term cell behavior was subsequently imaged in real time. To investigate
cell behaviors under an inflammatory chemokine gradient, LPS and
immunogenic peptide-loaded macrophages were mixed with I-Ab-pep-
tide restricted MF2.2D9 cells and introduced to the infection com-
partment, whereas MF2.2D9 cells were loaded on the migratory com-
partment.

Although the movement of cells was not significant, real-time
images demonstrated the migration and recruitment kinetics of
MF2.2D9 cells towards the infection site 2–3 h after the initial loading
of the cells. In addition, primary dendritic cells were also investigated
with regard to their migration towards a loaded chemoattractant CCL19
or cell-induced gradients of cytokines and chemokines. Directional
migration of mature dendritic cells was observed when CCL19 was
loaded in the activator compartment. Similarly, a long lasting direc-
tional movement of immature dendritic cells towards activator com-
partments containing a co-culture of pro-inflammatory or non-activated
mature dendritic cells and T cells was observed, demonstrating the
chemotactic properties of these devices. Although bacteria were not
directly involved in this study, this device has the potential to be a
promising platform for studying host immune responses to infections in
the lung.

3.2.3. Gut-on-a-chip
Two years after the generation of a lung-on-a-chip, Ingber et al. also

demonstrated another microfluidic device, the “gut-on-a-chip” [174].
Similar to the design of the previous lung-on-a-chip device, this bio-
mimetic gut-on-a-chip consisted of two microfluidic channels, sepa-
rated by a layer of human intestinal epithelial (Caco-2) cells grown on a

porous PDMS membrane coated with ECM proteins. The system simi-
larly contained two vacuum controllers built on each side of the
channel to mimic the complex physiological peristaltic motion of the
living intestine by exerting cyclic strain (10%; 0.15 Hz). More im-
portantly, in addition to Caco-2 cells, a common intestinal microbe,
Lactobacillus rhamnosus GG (LGG) was co-cultured with the epithelium
for over one week for the first time ever [175]. By monitoring transe-
pithelial, amonipeptidase and LGG b-galactosidase activity and cell
morphology, the integrity and viability of intestinal epithelial cell
monolayers were confirmed. Interestingly, compared to Caco-2 cells
grown on either a 2D static Transwell chamber (no flow) or in the
microfluidic chip without cyclic strain, cells exposed to cyclic strain
increased in height and polarization after 3 days, and tended to spon-
taneously form undulations and folds. Moreover, according to Trans-
Endothelial Electrical Resistance (TEER) results, co-culturing the pro-
biotic strains of bacteria did not affect intestinal epithelial integrity
[176] while intestinal barrier function can be enhanced [174,177].

Although this original gut-on-a-chip was not employed to study
bacterial infections, it set a foundation for co-culturing cells with bac-
teria strains to analyze the biological and mechanical conditions of
inflammatory cells under microbiome infections. More recent studies
from the same group leveraged this co-culture, microchip model of the
human intestine to investigate how probiotics and antibiotics suppress
villus injury as induced by pathogenic bacteria. Furthermore, they
studied how immune cells, specific inflammatory cytokines, and peri-
stalsis-like motion impact intestinal inflammation and the integrity of
the epithelial barrier function in inflammatory bowel disease [160]. In
this study, several different factors that can affect normal intestinal
functionality, such as commensal E. coli microbes, lipopolysaccharide
endotoxin (LPS), and peripheral blood mononuclear cells (PBMCs),
were taken into consideration and investigated. For instance, the study
revealed that entero-invasive E. coli (EIEC) would rapidly overgrow the
apical surface of villi within 24 h and induce a loss of normal intestinal
villus morphology and intestinal barrier function. In contrast, a non-
pathogenic laboratory strain of E. coli and lipopolysaccharide endotoxin
(LPS) did not alter the TEER value of the intestinal barrier system. In
addition, although introducing PBMCs alone did not induce damage on
the intestine model, a combination of non-pathogenic E. coli and LPS
revealed a significant loss of intestinal barrier functions.

Other factors such as inflammatory cytokines (eg., IL-8, IL-1β, IL-6,
and TNF-α), anti-inflammatory probiotic (VSL#3) and cyclic strains
were also evaluated. Results revealed that both cyclic stress, which
mimics physiological peristalsis-like mechanical motions, and the anti-
inflammatory probiotics promote intestinal function as indicated by an
increase of TEER value and a decrease of colonized bacteria; however,
inflammatory cytokines impacted the intestine model even in the pre-
sence of immune cells [164]. Critically, this microfluidic complex
provides a platform to analyze the interaction between multiple key
factors, including normal tissue cells, immune cells, pathogenic and
non-pathogenic bacteria, LPS, and cytokines in a separate or combined
fashion. Consequently, this in vitro 3D model can serve as a promising
platform to study and gain insights into human pathology and phy-
siology. Another fundamental study investigated the effects of en-
terohemorrhagic E. coli (EHEC) colonization on the GI tract commensal
microenvironment [178], where a co-culture microfluidic model was
developed using HeLa cells and commensal E. coli biofilms (Fig. 3A–C).
By introducing EHEC to the established commensal environment, it
demonstrated that the pathogenic colonization is strongly impacted by
the signaling molecules present in the commensal microenvironment.
In the experiment, wild-type commensal E. coli and E. coli BW25113
ΔtnaA (a strain that cannot produce indole, a signaling molecule that
inhibits EHEC attachment) were co-cultured with HeLa cells, respec-
tively, which was followed by exposure to EHEC infections. By com-
paring local exposures to pre-indole-treated EHEC bacteria, it was de-
termined that local exposure of EHEC bacteria to commensal biofilms
was more effective, possibly because of other bacterial signals during
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the infection, and/or the higher concentration of indole secreted by
local commensal bacteria. These data provide a possibility to screen
different GI microenvironment signals on pathogenic infectivity, as well
as select potential probiotic strains to attenuate GI bacterial infections.

3.2.4. Skin-on-a-chip
Being the largest organ in the human body, skin plays a critical role

in wound healing and assessing drug bioavailability and absorption.
Traditional monolayer skin equivalents used to study these processes
often fail to mimic normal human skin barrier functions and properties
due to excluded cell types and improper force application, thereby
limiting physiological relevance [179]. As an improvement to tradi-
tional monolayer skin equivalents, 3D human skin equivalents better
recapitulate natural skin tissue composition and function with a com-
bination of endothelial cells, adipose tissue and immune cells added to
the full-thickness skin models [181,182]. For example, Bellas et al.
introduced a 3D full-thickness skin-equivalent in vitro model using silk
and collagen as scaffolds. By combining 3D vascular adipose tissue
cultured on collagen gels with the engineered epidermal-dermal tissue
cultured on silk scaffolds, the proposed tri-layer tissue constructs ex-
pressed physiological morphologies of the epidermis and dermis and
hence established a physiologically relevant skin-equivalent in vitro
model [181]. However, these 3D systems are complicated to produce
and might have high variability, resulting in inconsistent results. Skin-
on-a-chip systems were developed to address these issues and have been
established as one of the essential organ-on-a-chip systems [180]. Ide-
ally, reconstructed human skin equivalents are multilayered with an
engineered air-liquid interface that exposes the topical stratum cor-
neum layer to air while immersing the dermal layer to the vasculature
or medium [183]. Among several skin-on-a-chip systems reported in
recent years [182,184,185], Ramadan et al. introduced a miniaturized
skin-on-a-chip model with a co-culture of immortalized human kerati-
nocytes (HaCaT) and a human leukemic monocyte lymphoma cell line
(U937) [184]. This study aimed at investigating the effects of chemical
and physical stimulation, such as bacterial LPS, on the function and
integration of the skin barrier. Compared to the static models, the dy-
namic media perfusion combined with the air-liquid interface sig-
nificantly improved tight junction formation and extended cell viability

to 17 days. By comparing the expression of IL-6 and IL-1β after in-
troducing LPS to HaCaT/U937 co-culture and mono-cultures, results
also showed that keratinocytes formed a robust barrier and protected
cells against LPS invasion. Another skin-on-a-chip model developed by
Wufuer et al. which simulated inflammation, edema and drug absorp-
tion in vitro [159]. This proposed 3D model, which consisted of epi-
dermal keratinocytes, fibroblasts and endothelial cell layer, was in-
troduced to various doses of TNF-α perfused through the fibroblast
channel to develop an on-a-chip skin inflammation model. By analyzing
the expression of pro-inflammatory factors IL-1β, IL-6 and IL-8, results
confirmed the pathological mechanism of TNF-α-induced inflammation
through the NF-kB signaling pathway. Thus, this demonstrates a po-
tential for applying this skin-on-a-chip equivalent for constructing in
vitro skin disease models or for testing the toxicity of pharmaceutical
agents.

Although skin-on-a-chip models have been extensively used for
toxicology, pharmacology, and regenerative applications, few studies
have investigated how microbes and biofilms are implicated in acute
and chronic infections or how they delay the wound-healing process by
inducing inflammation. Since acute wounds or chronic skin ulcers dis-
rupt physical and chemical barriers of the skin, they provide an ideal
growing environment for microbes [186]. Therefore, in addition to skin
inflammation and cytotoxicity studies, these devices can also serve as a
novel system to better understand the mechanisms of wound infections
and wound healing, as well as to test the biocompatibility and efficacy
of the antibiotics used to treat wound infections. In this regard, a few
microfluidic wound models have been established for testing mechan-
obiological structures of the wound environment, as well as the beha-
viors of the bacteria/biofilm under antibiotic treatments [187,188]. In
one study, an in vitro microfluidic wound model was developed to ex-
amine the effect of DispersinB and Gentamycin on Methicillin-resistant
Staphylococcus pseudintermedius (MRSP) bacterial biofilms. A Y-shaped,
collagen coated microfluidic channel served as an animal wound in
vitro. Bacteria were labeled with fluorescent dyes to allow direct ob-
servation. Image analysis of the samples collected from the outlet
showed a higher fluorescent intensity of MRSP biofilms removed by
DispersinB-Gentamycin [188]. In addition, a similar device was re-
ported to study the growth and detachment of S. epidermidis biofilms

Fig. 3. (A) Three-dimensional scheme of the co-culture device of epithelial cells and bacteria. (B) Micrograph of the co-culture device with color dyes showing the
different regions (epithelial cell zone and bacterial islands). (C) Localization of EHEC (red) in E. coli BW25113 biofilms (green) [178]. (D) A schematic of multi-
organs-on-a-chip cultured with liver, tumor and marrow [217]. (E) A schematic of multi-organ-on-a-chip cultured with liver, heart and lung tissues [218]. (F) A 3D
view of the microfluidic four-organ-chip device cultured with intestine (1), liver (2), skin (3), and kidney (4) equivalents. (G) Gene expression in co-cultures of the
four-organ-chip over 28 days [220]. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
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under Dispersin B and Rifampicin treatment. Bacteria that are released
upon treatment were collected and quantified by a colony counting
assay. Results proved the combined delivery of DispersinB and ri-
fampicin was effective in removing biofilms formed by S. epidermidis, as
no bacterial dispersal was detected by the end of the treatment [187].

Despite the fact that skin-on-a-chip systems have contributed sig-
nificantly in skin regeneration and drug permeability test, the appli-
cation of these systems in skin infection modeling is still limited and
therefore requires further development. Moreover, as most of the cur-
rent 2D and 3D skin wound infection models are static in vitro models
[107,189], the dynamic interactions between bacteria and host cells
during the wound-healing process remains unclear. With the advance-
ment of novel biomaterials and microfluidic systems [190–193], new
approaches, such as 3D bioprinting technology, can potentially be ap-
plied to fabricate skin-on-a-chip systems with an ECM embedded and
spatial heterogeneity incorporated. This may further facilitate the de-
velopment of more representative microfluidic skin disease models in
the future [194].

3.2.5. BBB-on-a-chip
Delivering pharmaceutical agents into the brain has been one of the

most intensively investigated topics in recent years. The BBB, formed
mainly by endothelial cells, maintains the integrity and homeostasis of
the central nervous system (CNS), yet inhibits efficient drug delivery
since free diffusion of substances from the circulating blood into the
brain parenchyma is highly restricted [195]. Still, the BBB has been
identified as the main target for brain drug delivery, as drug delivery
into the CNS requires transport across the BBB. Many in vitro BBB
models, including 2D, 3D, and BBB-on-a-chip models, have been de-
veloped to characterize drug permeability [196,197], intercellular sig-
naling, which mediates neuroinflammation [198], and mechanisms of
brain tumor development and brain infections [199,200]. For example,
one study conducted by Eugenin et al. examined the role of human
immunodeficiency virus (HIV)-infected astrocytes in BBB disruption
using a 2D Transwell model [201]. Another study described by Cutting
et al. examined selective autophagy activities in host defenses after BBB
penetration of Group B Streptococcus (GBS), one of the leading me-
ningeal pathogens, both in a 2D model and in vivo [202]. However,
although many studies have been carried out using different in vitro BBB
models, few studies have used this advantageous technology for brain
infection studies. One of the underlying reasons for their limited use in
this area may be due to the toxicity that results from co-culturing brain
endothelial cells with infectious pathogens. With this, Brown et al. in-
troduced a BBB-on-a-chip microfluidic device consisting of separate
vascular and brain channels, separated by a porous PDMS membrane
[202]. This not only enables cell-to-cell interaction between brain tissue
cells, but also allows for the independent perfusion of both compart-
ments. A follow-up study reported by the same group then co-cultured
primary human brain-derived microvascular endothelial cells
(hBMVEC) with human induced pluripotent stem cell (hiPSC)-derived
human cortical neurons, pericytes and astrocytes to mimic the neuro-
vascular unit [162,203]. After stimulating the BBB model with LPS and
cytokine solutions containing TNF-α, IL-1β, and MCP1&2, the authors
examined the TEER value, tight junction integration, and metabolites
generated by each preparation. The data suggested that the BBB in-
tegrity was initially disrupted by LPS, as indicated by reduced tight
junction formation and increased membrane permeability, but re-
covered (though not fully) to the pre-exposure level in a time- and LPS
dose-dependent manner. In addition, metabolites obtained from each
channel predicted metabolic network activity using biologically driven
computational analysis. By comparing pathway activity between the
brain and vasculature, results suggested that each uses different pro-
teomic and metabolic pathways to induce inflammation. Moreover,
under the circumstance where the same pathway was involved, the
vasculature remained in a pro-inflammatory state whereas the other
parts of BBB started to rebound. With cell viability maintained in the

microchannels, these microfluidic devices allow for the in vitro in-
vestigation of tissue and organ function in response to various stimuli.
Hence, they may serve as a suitable model for use in studies that in-
corporate normal tissue cells with environmental toxins and pathogens,
providing a better understanding of mechanism(s) of action [150].

3.2.6. More microfluidic systems and their applications
Besides organ-on-a-chip systems, other microfluidic systems are

being developed in order to investigate bacteria behaviors within their
natural habitats: biofilms [204–207]. One study investigated biofilm
morphology with a microfluidic system that mimics a natural habitat,
such as a sequence of corners caused by biofilm streamers and a con-
stant flow of P. aeruginosa [208]. Using 3D porous materials made from
transparent Nafion, the microfluidic system served as artificial soil.
When flowing through these soil-like porous materials, P. aeruginosa
biofilms tended to form 3D streamers and, as a result, caused rapid
clogging, which disrupted the constant flow. The study also in-
vestigated the effects of gene expression profiles on the formation of
biofilm streamers. For instance, ΔpelA (deficient in EPS matrix pro-
duction) did not produce a significant biofilm, but ΔflgK (a non-motile
flagellar mutant) produced biofilm streamers similar to the wild type. In
addition to infections of bacteria origin, viral infection such as h he-
patitis B virus (HBV) is another major health concern today. Towards
this end, a 3D microfluidic primary human hepatocyte (PHH) culture
was developed as a physiological relevant preclinical platform for
studying HBV infections [209]. Notably, this well-established micro-
fluidic system was able to recapitulate the hepatic sinusoid micro-
architectures, including functional bile canaliculi and complete cell
polarization, and extended the culture period to at least 3 weeks. More
importantly, the culture system closely mimicked the HBV infection
processes in vivo when infected with patient-derived HBV, including
HBV replication, suppression of type I and III IFN and ISG expression of
innate immune response, plus the maintenance of HBV covalently
closed circular DNA (cccDNA). This developed 3D liver-on-a-chip mi-
crofluidic system provides a way to further expand this platform to
other organ-on-a-chip models, and to study not only HBV or virus in-
fection but other pathogens and microbial infections as well.

Other than previously described microfluidic devices that focus on
tissue infection and inflammation, another important application of
organ-on-a-chip systems is to recapitulate cancer growth and monitor
therapeutic responses [210,211]. In general, microfluidic models of
blood vessel systems, such as tumor blood vessels, can be employed to
assess nanocarrier function or screen drug candidates to seek out new
opportunities in cancer treatments [212]. To date, several types of 3D in
vitro tumor-on-a-chip models have been established in an effort to
elucidate tumor-microvascular interactions while mimicking the tumor
microenvironment. One study employed previously described organ-
on-a-chip technology to recapitulate and investigate human non-small-
cell lung cancer (NSCLC) growth and invasion patterns as well as the
tumor cell responses to therapeutic cues associated with breathing
motions [213]. In addition to single organ-on-a-chip, multi-organs-on-
a-chip, also known as body-on-a-chip, have been developed to under-
stand the physiological coupling between different organs in vitro, study
drug metabolism, and generate pharmacokinetic (PK) and pharmaco-
dynamics (PD) models [214–218] (Fig. 3 D&E). One study integrated a
micro cell culture analog (CCA) system with a fluorescent oxygen
sensing system [219] that can mathematically analyze the adsorption,
distribution, metabolism, elimination and toxicity (ADMET) of chemi-
cals in vitro [215]. More recently, the capabilities of these multi-organs-
on-a-chip have been extended to analyze physiological coupling be-
tween different organs and systemic ADMET profiling for in vitro drug
candidate testing [220]. For example, intestine, skin, liver and kidney
cells were co-cultured on chips with an interconnected fluidic en-
vironment that enabled a reproducible tissue culture for 28 days
(Fig. 3F&G). To best mimic in vivo conditions, pharmaceutical agents
were first administered to intestinal tissues through an isolated medium
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reservoir, and the subsequent distribution of drugs was then carried out
by circulating medium into liver tissues to mimic first-pass metabolism.
Finally, secondary metabolism and final excretion of the drug was
successfully executed by the kidney equivalent. Altogether, the linked
four-organ-on-a-chip system provided a thorough evaluation of phy-
siological homeostasis, barrier integrities, molecular transportation,
and pharmacokinetic and pharmacodynamic parameters such as toxi-
city, tolerable doses and time course of drug candidates. Consequently,
these proposed studies provide potential platforms for the future in-
vestigation of anti-inflammation and anti-infection drug responses.

3.2.7. Challenges and limitations
Nevertheless, although organ-on-a-chip systems show a promising

future, they exhibit several shared limitations which require further
attention. One of the most frequent questions asked about this novel
technique is, do these in vitro models accurately mimic animal or
human in vivo systems? First of all, from a technical point of view,
improving microfabrication methods for future advancements in mi-
crochips will improve the efficiency and validity of organ-on-a-chip
systems. Further, studies have to be conducted to show an organ-on-a-
chip matches an in vivo response. Although PDMS, the most common
organ-on-a-chip material, is a suitable material due its clear color,
flexibility, and cost, it is lipophilic and can absorb both small organic
chemicals during the fabrication process as well as hydrophobic drugs
and compounds introduced to the device [221]. Substitutions for PDMS
are still under investigation and candidates such as polystyrene (PS),
which has a high modulus of elasticity, have been proposed for fabri-
cating lung-on-a-chip systems that require significant mechanical de-
formation [165,222]. None-the-less, it is doubtful than any polymer can
accurately mimic the natural ECM of the organ it is intending to mimic.
Even if protein layers are formed on such polymers, the bioactivity and
conformation of those proteins will be different than a natural tissue.

From a biological standpoint, culturing cells in organ-on-a-chip
systems, especially for studying infectious diseases, remains challenging
[220]. Since the in vitro cell culture period for current organ-on-a-chip
devices is limited to 4 weeks, they are not suitable for chronic or long-
term disease modeling [223]. Meanwhile, with the introduction of in-
fectious bacteria to tissue cell culture, how to keep the host tissue cells
and bacteria in distinct regions of the microfluidic device without
contamination until the healthy cells reach confluency remains a
challenge [178]. Secondly, although incorporating various cell types to
individual chips has already been accomplished by several groups
[220,224], it is still beneficial to generate a standard protocol and a
universal medium for culturing different cell types together. In addi-
tion, due to low culture volumes and cell numbers in organ-on-a-chip
microdevices, appropriate organ scaling also needs to be addressed to
accurately replicate physiologically relevant responses in vivo and en-
sure efficient detection sensitivity [55,221]. Consequently, compro-
mises between accurately replicating physiological complexity and
controlling interactions with applicable readouts is unavoidable. These
challenges and limitations have to be addressed through either further
validation and comparison or by using other models involving real
tissues to ensure appropriate and accurate measurement and analysis.

4. In vivo models

Despite their instrumental roles in expanding our knowledge on
critical biofilm biology in vitro, these in vitro model systems have their
limitations—notably their failure to fully recapitulate the native host
environment. This has led to the development of a new wave of more
sophisticated in vivo models designed to better represent physiopatho-
logical conditions in humans. These range from non-mammalian
models that allow for high-throughput screening to sophisticated
mammalian models. To overcome the high cost and ethical concerns
associated with mammalian model systems, non-mammalian models
such as Drosophila melanogaster (fruit fly) and Danio rerio (zebrafish) are

increasingly used in studying bacterial colonization and biofilm de-
velopment [225,226] in the presence of host immune systems. These
models are advantageous compared to mammalian models as they are
low cost, easily maintained, and have high-throughput capabilities
[61,62]. In recognition of the importance of interspecies communica-
tions during biofilm development, non-mammalian models are now
even being adapted to study polymicrobial infections [227]. For ex-
ample, oropharyngeal species that were beneficial to the flies in single
species infection were identified to enhance P. aeruginosa virulence in a
co-infection model, underscoring the importance of microbe-microbe
interactions [228]. In addition, as the genomes for most of these sys-
tems have already been fully sequenced, genetic manipulations, such as
knock-in and knock-out models, can be readily created to study the
genetic basis of biofilm development and virulence. Despite these ad-
vantages, non-mammalian hosts have limited similarities to humans
and limited lifespans (and therefore experiment duration), both of
which can negatively impact their clinical translatability.

In this context, mammals are superior as they offer the closest en-
vironment to that of human hosts. Tremendous efforts have been made
to develop mammalian models that are truly reflective of biofilm in-
fections in animals, ranging from rodents to larger species such as sheep
and pigs [229,230]. As a consequence, a large number of in vivo in-
fection models are now available for targeting a wide range of both
tissue-specific infections and device-associated infections. Evidence
shows that these in vivo animal models produce very similar biofilms as
those found in human infections: bacteria aggregates segregated by host
materials. For a comprehensive list of available in vivo models of bac-
terial infections, we refer readers to a recent review [66].

Historically, procedures used to inspect biofilm development in
these in vivo model systems required the retrieval of the infected tissues
or devices for downstream analysis. This makes it extremely difficult to
study the early stages of biofilm formation and its kinetics during de-
velopment. Recently, advancements in highly sensitive imaging tech-
niques combined with the ability to engineer bioluminescent bacteria
strains has begun to afford continuous monitoring of biofilm infections
in vivo [231]. In general, in vivo models are advantageous as they pro-
vide opportunities to investigate important questions regarding biofilm
pathogenesis while taking into account the important host-microbe
interactions, which are very difficult to model in in vitro models.
Therefore, they allow for the best transferability compared to simple in
vitro models or organs-on-chips.

Nonetheless, the use of mammalian in vivo models is restricted in
some cases due to ethical considerations [63]. Projects involving the
use of mammalian models have to first be evaluated based on the “three
R rule”: mammalian animal models should only be used when in vitro
models or non-mammalian models are not capable of addressing a
specific scientific question; design experiments to minimize the number
of animals required to obtain necessary information; and to alleviate
potential pain or suffering for these animals whenever they have to be
involved. This partly explains why in vitro models and in vivo non-
mammalian models are still heavily used in the scientific community to
answer important questions on biofilm biology and to identify potential
therapeutic strategies. In addition, species differences, in particular
their immune responses, still exist between in vivo mammalian models
and humans, especially in murine models [64].

Fortunately, porcine models provide better translational potential
than murine models due to their anatomic, physiological and im-
munological similarities to humans [229]. For example, similar dermal
properties and wound healing processes such as re-epithelialization,
scarring, and tissue granulation makes porcine models preferable to
study chronic wound infections. Delayed wound healing was success-
fully linked to increasing biofilm characteristics of the wound infection
in a porcine model [232]. However, porcine models are more expensive
and less accessible than murine models [232]. Compared to most in
vitro systems, in vivo models may also suffer from large variability be-
tween experiments and animals, as experimental parameters are often
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less controlled. Finally, mammalian models are often limited to an
acute or sub-chronic experimental duration when modeling biofilm
infections, due to host responses and ethical concerns. For example, the
alginate bead rat models that mimic chronic lung infections have a
limited lifetime of 1–3 weeks [233]. Although this issue could be partly
mitigated by repeated bacteria exposure, host resistance to re-infection
prevents this option [65]. While these animal models integrate the
important interplay between the host immune systems and the patho-
genic bacteria, the lack of chronicity, in addition to species differences,
may explain the high failure rates in translation from animal models to
the clinic.

5. Ex vivo models

Clearly, the applications of both in vitro and in vivo model systems
have their caveats. In vitro model systems often fail to consider the
extremely complex microenvironment, a large part of which remains
unexplored, experienced by bacteria in human hosts. In vivo model
systems have been invaluable tools to validate and complement in vitro
findings. Yet, they are more expensive, low-throughput and their
translatability is still debatable due to species differences. These lim-
itations have prompted us to develop ex vivo systems, which sought to
decrease the knowledge gap between in vitro and in vivo models.

In ex vivo models, tissues or organs are extracted from animals or
humans and are cultured in an artificial environment using in vitro
methods for further experimentation. One important advantage of ex
vivo systems over traditional in vitro systems or even organ-on-a-chip
systems is that it preserves the surface topography and 3D architecture
of the native tissues. A growing body of evidence clearly supports that
nano- and microscale surface topography has a huge influence on both
bacterial attachment [234] and bacterial signaling [235] during biofilm
formation. For instance, using a microfluidic device to control spatial
structure and chemical communication, it was found that stable coex-
istence of interacting bacteria requires a defined microscale structure
[236]. Recent advances in material sciences also revealed that a re-
duction of bacterial adhesion can be achieved via the control of surface
topography [5], further confirming the role of physiochemical regula-
tion of biofilm formation. Growing ex vivo samples in vitro also allows
for more controlled and reproducible experimental conditions, and
permits real-time monitoring of the biofilm progression using techni-
ques like optical coherence tomography [58]. This can be particular
useful in studying biofilm kinetics from time points as early as bacterial
invasion and for assessing the effectiveness of antimicrobials against
biofilms at different stages [237]. Lastly, the use of ex vivo tissues allows
experiments to be performed in a more physiologically relevant en-
vironment that would otherwise be restricted using in vivo models due
to ethical issues. For these reasons, many ex vivo biofilm model systems
are developed using tissues from both animals and human donors, in-
cluding ex vivo lung, skin, intestinal segment, dental and mucosal
models. As a disadvantage, maintaining ex vivo models for a prolonged
period is still a challenge. Depend on the size and geometry of the ex
vivo tissues, an adequate supply of nutrients and oxygen throughout the
tissue may also be an issue. The following discussion will focus on the
two most commonly investigated models, the ex vivo lung model and ex
vivo skin model, while highlighting the advantages and limitations of ex
vivo models.

5.1. Ex vivo lung model

Chronic lung infections such as those associated with CF and tu-
berculosis (TB) are highly antibiotic resistant and are often lethal. The
development of effective preventative or curative strategies against
these dangerous diseases relies on a deep understanding of disease
pathogenesis and progression. Many research efforts often focus on the
key pathogens, for example P. aeruginosa in CF lung infection and
Mycobacterium tuberculosis in TB, using in vitro and in vivomodels. While

both model systems have their merits in expanding our understanding
of bacteria growth, virulence and persistence, each model has certain
limitations as discussed before. To overcome these challenges, cheap,
high-throughput models of chronic lung infections that recapitulate the
native physicochemical environment are critically needed to bridge the
gap between in vitro and in vivo model systems.

Towards this end, ex vivo lung models have been developed using
tissues derived from rodents [238], pigs [239] and human donors
[240]. Of these sources, pigs are arguably the best choice even though
tissues from human donors are the most clinically relevant. First, por-
cine lungs are anatomically very similar to a humans, and this spatial
structure is retained in ex vivo porcine models. Recent evidence sug-
gested that this spatial environment could have a significant impact on
bacterial interactions, growth and virulence. Second, pig lungs are
cheap and are readily available from butchers. Therefore, the use of pig
lungs poses much less ethical concerns compared to the use of mice or
human lungs. Finally, a single porcine lung can produce dozens of lung
samples that can be kept in culture for up to several weeks [239].
Combined with being inexpensive and readily available, these ex vivo
models can potentially be used in a high-throughput fashion.

Two common preparation protocols are widely used to prepare ex
vivo lung slices. The first method (Fig. 4A) begins with surface decon-
tamination, followed by dissection of tissues into cubes of approxi-
mately equal sizes [59,239]. In pigs, surface decontamination could be
carried out by briefly searing the ventral surface of the pleura (< 1s)
with a hot pallet knife [239]. Lung tissues prepared using this method
were then infected with P. aeruginosa and cultured in an artificial
sputum medium to mimic the chemical environment of the CF lungs.
Using this ex vivo pig lung model, P. aeruginosa growth, quorum sensing
(QS), virulence factor production, and tissue damage were successfully
quantified in a spatially structured environment that closely mimicked
a chronically infected CF lung [239]. In addition, the ability to con-
veniently assess biofilm evolution at various times post-inoculation
using CLSM opened up doors to evaluate the time-dependent ther-
apeutic window against otherwise difficult to treat diseases. Similar
techniques are also applicable to lung tissues from human donors. In a
recent study, a human ex vivo lung tissue culture model was used to
characterize the initial phase of mycobacterial infections and it was
discovered that the infection of different cell types in early myco-
bacterial infections is bacteria species dependent [59]. Unfortunately,
the ex vivo lung model prepared following this procedure also has
limitations, the most important of which is the high variance in the data
obtained, which most likely resulted from tissue heterogeneity and in-
consistent cutting.

The development of the second preparation protocol, the precision
cut lung slices (PCLS, Fig. 4B) method [241], improves the consistency
of cutting and offers the possibility of studying thin tissue cultures.
PCLS has been successfully applied to tissues from various sources
(mice, pigs and human donors) and successfully used to model diseases
like CF lung infections and TB [238,239]. In this setup, lungs are first
subjected to infusion with a low percentage (0.75%–1.75%), low-
melting point, agarose solution through airways and pulmonary arteries
and are then hardened by cooling to facilitate cutting and slicing. De-
pending on the experiment needs, the lungs can be cut into cubes or
slices of predetermined thickness using a vibratome.

One advantage of PCLS is that up to 30 slices can be prepared from
one mouse lung, and many more can be obtained from lungs of a larger
species such as rats, pigs or humans, resulting in a significant reduction
in the number of animals needed [242]. Similar to other ex vivo models,
PLCS retains much of the cellular diversity and spatial structure found
in native lung. In particular, ciliary function is preserved in PLCS and
can be confirmed microscopically via ciliary motility [60]. This pro-
vides the opportunity to investigate the interactions of cilia with in-
fectious agents and allows us to begin to understand their important
role in disease development and progression. PCLS is particularly useful
in modeling TB due to the significant differences in mycobacteria-
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induced pathology, relative resistance observed in murine models, and
the high cost associated with non-human primate models. In vitro
models of TB are also limited and hard to compare due to the use of
different cell types, bacteria strains, infection doses and culturing media
in disease modeling [59]. PLCS, on the other hand, preserves the ori-
ginal cell population, structural integrity, and metabolic and transport
functions of native lungs and can be invaluable in gaining new insight
into disease mechanisms. Mycobacterial infection of PLCS induced TNF-
α production, which is consistent with previous in vitro and in vivo
studies, further demonstrating their potential in bridging gaps between
in vitro and in vivo models [59].

5.2. Ex vivo skin model

Skin wounds and compromised wound healing are of major concern
for public health, affecting more than 6.5 million patients in the United
States alone. Their treatments represent a significant socioeconomic
burden, nationally costing an excess of $25 billion in 2009, and this
number is rapidly growing due to increasing health care costs, an aging
population, and the prevalence of obesity and diabetes [245]. High
bacterial burden, especially in the form of biofilms, is thought to be one
of the underlying factors resulting in the non-healing of chronic wounds
[246]. Studies investigating wound healing in humans are limited due
to ethical considerations. This leads to a dependence on both in vitro

and in vivo model systems, especially when disease pathogenesis is in-
vestigated. In this context, robust and easy-to-use experimental models
are paramount to both gain a deeper understanding of infection pa-
thophysiology and to develop effective therapeutic strategies.

Wound healing is often mimicked in vitro by creating defects on cell
monolayers [247]. These 2D models, however, do not recapitulate the
complex, multicellular processes during wound infection and wound
healing [248]. 3D systems have been developed by culturing cells in 3D
matrices, such as hydrogels, to improve model complexity; however,
phenotypical changes of contractile fibroblasts were observed in these
3D matrices due to altered mechanical tension and the presence of a
non-physiological level of proteins [249,250]. Similar to other in vitro
models, host immune responses and other systemic interactions are also
missing. This is important to note, considering chronic wound healing is
a long-term, coherent process among cells, growth factors, cytokines
and ECM proteins.

Alternatively, animal models of chronic skin wound healing have
been developed to generate important information of host-bacteria in-
teractions and evaluate treatment strategies in a clinically relevant
environment. However, animal models are more expensive and are not
compatible with high-throughput screening of a large number of ther-
apeutic strategies. In addition, anatomical and physiological differences
between most animals (with the exception of pigs) and human skin,
combined with artificially-induced nonhuman pathology, invariably

Fig. 4. Ex vivo lung and skin models. A) Schematic of the final protocol for preparation, infection, and culture of ex vivo pig lung [239]; B) Workflow of precision cut
lung slices: agarose embedding and cutting and 200× SEM image precision cut murine lung slices of 200 μm in thickness [243]; C) Schematic diagram of the
assembled model to study anaerobic bacteria [244]; and D) BO-Drum skin culture model [57].
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result in different healing kinetics and unique complications [57]. Pig
skin is anatomically similar to human skin, and wound healing in pigs
has been found to be similar to that of humans [251]. Unfortunately,
the use of pigs is associated with higher costs and requires a specialized
facility for animal keeping. Application of the treatment is also poten-
tially a challenge in animal models, as preventative measures have to be
taken to prevent animals from licking the infected site [252].

In light of these limitations, ex vivo models using pig skin or skin
from human donors as substrates for bacterial attachment and as the
primary source of nutrition have emerged as a cheap and high-
throughput alternative to closely mimic in vivo physiochemical en-
vironments. For example, pig skins were obtained directly from
slaughterhouses and were sterilized with chlorine gas without affecting
the histological properties of the epidermis and dermis [253]. Sterile
skin explants were then inoculated with clinical isolates P. aeruginosa
wild type strain PAO1 and S. aureus ATCC 35556 (SA35556) to produce
the most clinically relevant biofilms. Matured biofilm formed on these
explants had increased tolerance to antibiotics. Skin penetration into
the dermal matrix was similar to those observed in a human wound
bed, suggesting their potential to model chronic wound infections in
humans and serve as a screening tool to discover new antimicrobials.
For example, the porcine skin explant model has been used to evaluate
the ability of surfactant-based wound dressings to reduce biofilms,
which provided the first evidence that poloxamer gels play a significant
role to sensitize viable bacterial biofilms [254]. Similarly, the anti-
microbial efficacy of antimicrobial dressings can be assessed against
PAO1 biofilms at different levels of maturity (0–3days) using this ex
vivo model [255]. Results obtained in this model were similar to that
observed in an in vivo pig burn wound model, further confirming a good
correlation between the ex vivo and in vivo models. Other advantages of
using pig skin to model chronic wounds are that it is cheap, readily
available, can be used fresh or frozen, and is similar to human skin
anatomy and physiology. However, most of these models only involve
biofilms formed by P. aeruginosa, the applicability of this model for
clinical isolates to establish mature biofilms remains to be seen.

Ex vivo skin models have also been developed to study anaerobic
bacterial infections, as anaerobic bacteria form a significant proportion
of the microbial population in chronic wound infections [256]. For
instance, a skin explant on a surgical gauze was placed in between a
sterile agarose plug and an agarose pedestal (Fig. 4C), which was then
allowed to equilibrate in 5% CO2 for 4 h to create a microenvironment
with restricted oxygen supply [244]. After inoculation with a Fastidious
Anaerobic Agar plug confluent with Dichelobacter nodosus (D. nodosus),
the plate was incubated anaerobically. Using this model, the anaerobic
bacteria D. nodosus could be cultured and was subsequently found to
alter the expression of key inflammatory markers within the skin.

To standardize ex vivo skin models and allow skin explants to be
cultured at the air-liquid interface, a BO-Drum® system (Fig. 4D) was
developed as a robust, easy to use and reusable ex vivo full-skin culture
system [57]. Cultured skin explants at an air-liquid interface allows for
the natural maturation of keratinocytes and helps to preserve the skin
barrier function [257]. Additionally, the separation of dermal and
epidermal layers restricts bacteria and/or treatment to specified areas
without worrying about cross contamination. Other advantages of this
system include defined tissue tension and viability of tissue for up to 4
weeks.

5.3. Limitations of ex vivo models

Although ex vivo models provide a cheap and high-throughput al-
ternative to in vivo models, they share some common limitations.
Similar to in vitro models, one of the major disadvantages of the ex vivo
model is the lack of natural immune systems. Migration of cells from
blood into the lungs or skin during immune responses cannot be as-
sessed. Culturing conditions in ex vivo models can also deviate from the
natural environment found in animal models, although synthetic media

has been developed to mimic the native environment. Finally, the
lifespan of ex vivo models is often limited compared with the timespan
of chronic infections.

6. Summary and future outlook

With the emergency of antibiotic resistance bacteria, the need for
new antimicrobials is more critical than ever. As a consequence, model
systems that are representative of native disease conditions are required
not only to elucidate mechanisms of disease pathogenesis, but also to
determine the safety and efficacy new antimicrobials. Although animal
models are still considered as the “gold standard” for reflecting and
predicting human responses, emerging evidence points to the sig-
nificant anatomical, physiological and pathological differences among
different species, leading to poor clinical translatability. In addition, in
vivo models often lack the ability to provide controllable experimental
conditions for a mechanistic understanding of disease etiology in a
high-throughput manner. More recently, the use of animals for bio-
medical research has also been under serious scrutiny due to ethical
concerns. Consequently, simple in vitro models (such as MTP-based and
flow-based systems) are still heavily relied upon due to their low-cost,
easy set-up and amenability to high throughput designs. They con-
tribute to most of our mechanistic understanding of the bacterial in-
fection etiology and virulence. However, many of these in vitro methods
contain nutrients, fluid flow, surfaces and microorganisms that are not
representative of in vivo environments, which put into question their
clinical relevance. Efforts to negate these differences include the use of
synthetic media that mimic a nutrient environment in vivo, whereas the
employment of surface-independent methods produced biofilms of si-
milar size, shape and antibiotic tolerance to those observed in vitro
[264]. Nonetheless, most of these simple in vitro models contains only
one bacteria species and therefore lack microbe-microbe or host-mi-
crobe interactions that are important in disease pathogenesis, pro-
gression and virulence.

Conversely, although conventional 2D models of cells cultured in
Transwell plates provide the opportunity to incorporate host compo-
nents and easy access to manipulating culturing parameters, they are
unable to replicate 3D organ structure, integrate physiological functions
and present in vivo environmental conditions such as blood vessel fluid
flow, shear stress and cyclic stress/stretch [164,265]. As a result, im-
provements have been made in an effort to not only provide a simplified
platform for culturing tissue-like and even organ-like structures, but
also to successfully replicate the functionality of human organ systems
and their microenvironments [53,266,267]. Many groups have con-
firmed that bioengineered systems, such as in vitro 3D organoids and
organ-on-a-chip system, and ex vivo tissue models, enable mimicry of
complex organ pathophysiology and allow an in-depth understanding
of the mechanism of actions (see Table 2). These systems are therefore
more suitable for the development of human-relevant disease models
and for the prediction of drug efficacy and toxicity in patients. In par-
ticular, ex vivo models of infections attempt to combine the best of both
in vitro and in vivo systems. In addition to retaining the 3D structure of
native substrates and original cell types, ex vivo studies can be carried
out with a greater control over experimental conditions, allowing me-
chanistic investigations to be studied with more clarity. It is worth
noting that the lifespan of ex vivo models is still limited, which may
restrict their applications in studying chronic infections. The rapid
advancements in sophisticated microfluidic systems that better mimic
nutrient and oxygen supply or even physical forces may be a remedy to
prolong the tissue cultivation period [55].

For future perspectives, it is important to keep in mind that a ma-
jority of chronic infections harbor polymicrobial communities, thus,
incorporation of multiple bacterial species in infection models will
likely produce data that are more clinically relevant. One of the scar-
cities of current models involving polymicrobial infections is likely due
to the difficulties in interpreting data results from complex host-
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microbe or microbe-microbe interactions. To improve our under-
standing of specific interactions between cell-cell and cell-bacteria, and
the effect of pharmaceutical agents on these ex vivo and in vitro models,
sophisticated and well-developed simulation/analyzation methods are
required. Significant progress can potentially be made by integrating
computational modeling tools (such as metabolic multi-cells modeling)
which allow for the prediction of bacterial behaviors in the context of
complex host dynamics [268,269]. Specifically, for in vitro systems such
as organ-on-a-chip, developing computational programs that can con-
tinuously monitor the cell and bacteria behaviors will give us the op-
portunity to study the mechanisms behind natural reactions, drug
treatments, and pathological responses comprehensively [270]. In ad-
dition, the development in nanotechnology and nanofabrication can
also be of tremendous help in advancing our understanding of multi-
species interactions as they allow unprecedented control of the bac-
terial microenvironment at the nanoscale, permitting examination of
cellular interactions at a single cell level [271]. A better understanding
of the spatial and temporal interactions between microbes, hosts and
their environment will not only help advance disease modeling in vitro,
ex vivo and in vivo, but may also open up new ways of therapeutic in-
terventions. In an era of personalized medicine, the establishment of
patient-specific disease models that can mimic multi-site or whole-body
pathology and physiology, faithfully recapitulate the complex organ-
level interactions, rapidly evaluate systemic responses to drug candi-
dates and provide high-throughput analysis on their safety and efficacy
may be of interest to clinical, pharmaceutical and biotech industries.
For instance, recent biotechnology breakthrough of iPSC technology
can be included in developing patient-specific neural, liver, cardiac,
and brain tissue models with viral or bacterial infections. The patient-
specific iPSC-derived in vitro disease models will provide a versatile and
non-invasive platform, which allow for the investigation of patient-
pathogen interactions and the discovery of personalized medicine
[272]. Conversely, by exposing patient-derived viruses (such as HBV) or
bacteria to an established in vitro model, it provides us an opportunity
to analyze the patient-specific immune responses towards the infection
and thus enables the understanding and discovering of the immune
evasion pathways and biomarkers [209]. Additionally, for current
models representing chronic diseases, how to maintain both structural
integrity and biological viability after long-term culture and exposure
to pharmaceutics remains unsolved. From a therapeutic development
point of view, most of the existing in vitro and ex vivo models are still
prototypes that still need substantial validation and standardization
from international regulatory bodies to define results obtained from
these assays.

Appendix A. Supplementary data

Supplementary data related to this article can be found at https://
doi.org/10.1016/j.biomaterials.2018.10.030.
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