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Abstract: In ecology and evolution, entropic methods are now used widely and increasingly frequently.
Their use can be traced back to Ramon Margalef’s first attempt 70 years ago to use log-series to
quantify ecological diversity, including searching for ecologically meaningful groupings within a large
assemblage, which we now call the gamma level. The same year, Shannon and Weaver published
a generally accessible form of Shannon’s work on information theory, including the measure that
we now call Shannon–Wiener entropy. Margalef seized on that measure and soon proposed that
ecologists should use the Shannon–Weiner index to evaluate diversity, including assessing local
(alpha) diversity and differentiation between localities (beta). He also discussed relating this measure
to environmental variables and ecosystem processes such as succession. Over the subsequent decades,
he enthusiastically expanded upon his initial suggestions. Finally, 2019 also would have been
Margalef’s 100th birthday.
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1. Margalef’s Introduction of Entropy and Information Theory to Ecology

The year 2019 is very important for the use of entropic methods in biodiversity. It marks the
anniversaries of some important milestones in the life of Ramon Margalef, who first introduced
ecologists to entropic methods. This year is the 100th anniversary of his birth (16 May 1919) and
the 70th anniversary of his Licentiatura de Ciencias Naturales (despite the professors wanting to
fail him due to poor attendance) [1]. This was quickly followed by his Ph.D. only two years later.
His subsequent career established him as both a superb naturalist and a preeminent theoretical ecologist.
It is fitting that someone who was awarded so many scientific prizes [1] should now be memorialized
by an extremely important international prize for ecology, the “Premi Ramon Margalef D’Ecologia” [2].
Indeed, the use of entropy/information methods in evolution and ecology has flourished: the journal
Entropy contains many examples, including in at least 13 of 43 biological special issues, with 6 of those
13 active in 2019 [3]. This paper will outline some of Margalef’s pioneering work and then trace its
consequences for the use of entropy and information theory in biodiversity studies.

The year 2019 also marks the 70th anniversary of Margalef’s first attempt to use a logarithmic
approach to partition biodiversity within and between groups [4], something that ecologists and
geneticists are still developing nowadays [5,6]. In the 1949 paper, Margalef concluded that, for his
phytoplankton dataset, Fisher’s log-series parameter (in Table 9 of Reference [7]) was better than
Preston’s log-normal [8]. Moreover, in 1949, when he was only just finishing his undergraduate
degree, Margalef was already doing many things that we are still trying to deal with properly in
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biodiversity. He found a way to obtain inferences that were not dependent on sample size, showing
that the log-series parameter was independent of sample size [4] (Figure 3), unlike the log-normal [8]
(p. 272). Here, and throughout his life, he was viewing the world in the three ways used by all good
scientists: actual values (sometimes called “ontic”, and often unknowable), the measures of those
values (sometimes called “estimated” or “epistemic”), and the forecasts from models of the underlying
system (which can be tested against the estimates). In this paper, we indicate where Margalef explicitly
distinguished between these.

In the 1949 paper, Margalef was also seeking methods that appropriately considered species
all the way from rare to common. Additionally, he was incorporating functions into his diversity
investigations, showing that the log-series parameters responded to whether individuals were clustered
on some environmental gradient [4] (Figure 3). Note that Fisher called his logseries parameter “alpha”,
but in this article, we reserve “alpha” for another use: any measure of diversity that is calculated for
a single location, as defined by Whittaker [9]. Margalef was also searching for a method to characterize
diversity between locations, later called “beta” [9], with Margalef attempting “to determine statistically
whether or not there was a discontinuity in the floristic composition of the communities . . . even
if the characteristics of the environment were distributed according to a continuous gradient” [4]
(p. 67, translation). In this paper, Margalef used two of his datasets on freshwater algae in northeast
Spain (12,484 individuals, 653 species).

The year 2019 is also the 70th anniversary of the first presentation to the wider world of Shannon
and Weiner’s formula for the entropic content of information [10]:

1H = −
S∑

i=1

pilnpi, (1)

where pi is the proportional abundance of the ith type of symbol (e.g., a letter or a word) in a message
of S different symbols. In this article, unless stated otherwise, we use “information” or “entropy”
interchangeably to refer to 1H, avoiding many other interpretations of each word [10,11].

Margalef did not immediately use the Shannon index. His next attempt at a diversity index came
in 1951 when he was still searching for an estimate that was independent of sample size [12]. Gleason
had shown that in one dataset, the number of species, S, was linearly related to the logarithm of the
area sampled [13]. Margalef reasoned that if the larger area sampled resulted in a larger sample of
individuals (N), then a diversity expression that was independent of sample size would be

d = (S)/ln(N + 1). (2)

This is also sometimes given as d = (S− 1)/ln(N + 1), and it is now called the “Margalef
diversity index” and is included in many packages despite Margalef’s opinion that this is a “sin of
youth” (N.Prat. pers. comm.). As N and S approach very large values, both of these formulae
approach Fisher’s log-series parameter (E. Marcon, pers. comm.). Note that neither Margalef’s nor
Fisher’s formulas incorporate abundance, so they weight rare and common species equally. As usual,
Margalef was dissatisfied with what he had produced, writing the following: “The regularity of
the relationships between presence and abundance in the sense of phytosociologists needs more
statistical studies” [12] (translation).

Margalef recognized that any measure based only on the number of different species would
represent merely a single aspect of diversity, so he next tried to include the relative abundance of
each species by calculating 1/ ln r, where r is the (geometric) ratio of abundances of successively more
abundant species [14]. He compared this to two other indices: his own “d” and the log-series parameter
of Fisher et al. [7]. Margalef showed that for data for Tintinidae off the coast of Castellón (northeast
Spain), the three measures gave the same ranking, unless the total number of species sampled was
very small. He pointed out however, that relying upon the geometric ratio was not ideal, because the



Entropy 2019, 21, 794 3 of 9

abundance of each species would be determined by its own balance of births, deaths, immigration,
and emigration.

In 1956, Margalef had a two-month trip to North America, which was very successful, including
a talk on “temporal succession and spatial heterogeneity in natural phytoplankton” at a meeting
in California organized by the Scripps Institute of Oceanography and the Office of Naval Research.
In this talk, he touched on applying concepts of information theory to the structure and dynamics
of communities of organisms. This idea immediately caught the interest of the audience and gave
Margalef the necessary momentum to write a paper in which he moved one step closer to presenting
Shannon’s formula to ecologists. In 1956, he was explicitly expressing diversity as information and
entropy in datasets of marine phytoplankton from Vigo and Castellón [15]. Here, he used the Brioullin
formula to develop a diversity index that simultaneously included the abundance of each species,
which was also likely to have relatively little association with sample size:

Average Entropy per Individual = B =
1
N

ln
N!

N1 . . .Ni . . .NS
, (3)

where Ni is the number of individuals of species i in the sample, and N is the total of all individuals
in the S species. Thus, this formula includes both the number of species S and their abundances Ni,
as Margalef wished. Margalef noted that a similar formula had been used to express the diversity
of amino acids in a protein [16] and pointed out that information theory was particularly useful
for generalizing from one scientific field to another. However, he did not show the approximate
equivalence of Equations (1) and (3) or cite Shannon and Weaver [10], although he did cite Wiener’s
earlier book [17].

In the 1956 paper, Margalef was also concerned with diversity change over time and space and
appears to have invented by himself the equation that we now call “mutual information”. His equation
for spatial differentiation was

Measure o f heterogeneity =
Bpooled − (B1 + B2)/2

L
, (4)

where B1 and B2 are the values of Equation (3) for two areas, 1 and 2; Bpooled is the value for pooled data
from those areas; and L is the distance separating the two localities. If one uses Equation (1) instead
of Equation (3) to calculate B1, B2, and Bpooled, the top part of this equation is identical to what we
now call mutual information, the fundamental Shannon-based measure of diversity due to differences
between localities, as formulated in Box 2 of Reference [5]. Margalef did not use the name “mutual
information”, because that concept and its name were still developing at the time [18]. For example,
when Shannon first published the mutual information formula in his classic paper, he named it “rate of
transmission” [19] (p. 21).

Finally, in 1957, Margalef was the first to propose using Shannon’s formula (Equation (1)) in
biodiversity studies, where pi would be the proportional abundance of the ith species in a community
of S different species [20]. He showed that Equations (1) and (3) were equivalent unless the sample
size was small. He used his marine phytoplankton data from the Mediterranean and Atlantic coasts of
Spain. This publication was in Spanish, but in those days, scientists were expected to read the literature
in all languages, often being required as undergraduates to learn one other “scientific” language.
The paper was regarded as so important that it was republished a year later in English, despite the
fact that scientific journals usually resist republication [21]. As was customary, he went far beyond
simply characterizing diversity at one location. He also discussed an analysis of underlying ecological
processes, temporal change, and spatial structure (repeating Equation (4)).

More details of Margalef’s life and work may be found in References [1,22–24]. This review
focuses on his introduction of information/entropy into ecology, noting that his use of these theories
was driven by his fascination with highly diverse ecosystems such as plankton (algae, zooplankton),
the energetic basis of this diversity, and how this diversity changed through space and time. He was
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a prodigious publisher, and by the end of 1949, this very junior scientist already had 68 publications
upon which he drew for his theoretical work. His breadth of publication expanded to include marine
environments as he became more established. By 1952, Margalef was a permanent researcher in
the Instituto des Ciencias del Mar, rising to director from 1965 to 1967, then to Professor of Ecology
(1967 to 1996), then to Emeritus Professor (1996–2002).

2. Shannon Entropy and Information: Patterns in Ecology

From Margalef’s 1957 paper onwards, Shannon’s formula (Equation (1)) went on to become
the most frequently used abundance-sensitive biodiversity measure for species in ecosystems [25].
Krebs and Pielou [26,27] acknowledged Margalef as the first to suggest the use of this formula.
Shannon’s formula (Equation (1)) has gone on to many different uses in ecology, including being based
on relative biomass rather than on relative abundance [28]. Readers should note that Margalef often
used the symbol D for the formula in Equation (1) [29] (p. 18), but this is now often called 1H, in
line with information theory, whereas D or 1D is reserved for the transformation of H into a scale of
“effective numbers”, i.e., the number of equally frequent species that would be needed to give the
value of 1H that is derived from an assemblage of species with unequal frequencies [5,30].

Shannon’s Equation (1) has many useful properties in ecology. This equation is used to answer the
question, “ ‘How difficult would it be to predict correctly the species of the next individual collected?’
This is the same problem faced by communications engineers interested in predicting correctly the
name of the next letter in a message.” [27] (p. 506). This is clearly a diversity measure: if there are
many equally frequent species, we will have poor predictive ability, whereas if there are only a few
species, or a few very common ones, then it will be relatively easy to make this prediction, and the
Shannon–Wiener measure quantifies this predictive ability. Moreover, Shannon satisfies some of the
important properties of a diversity measure, especially the following:

- That 1H has its maximum value when the species abundances are even;
- That for two even communities, the one with more species has a higher 1H;
- That 1H is completely additive in a hierarchy, such as in local areas within a larger area within

a continent [31] (p. 291) [5,32].

These and other properties have led to the enormous importance of the Shannon formula,
1H, in ecology, but it is important to note that other entropy-based diversity measures are also
important, especially 0H = S − 1 (one less than the total number of species) and 2H = 1 −

∑S
i=1 pi

2

(the chance that two randomly drawn individuals belong to different species). When transformed
into their number-equivalent formulas, 0D, 1D, 2D, these three create a profile that gives a very rich
summary of diversity [5,30–34].

As pointed out above, Margalef [20,21] recognized the distinction between frequency-based and
count-based diversity, and therefore he was very alive to the idea of “evenness”: the departure of
diversity from the value that could be attained if all species were equally frequent [35]. Later, researchers
formalized this idea into evenness indices such as “actual diversity” divided by “maximum attainable
diversity” for a given S, either in the “D” scale [36,37] (p. 256ff) or for Réyni entropy [38].

Margalef positively bubbled with other ideas relating to diversity, information, and entropy,
which led to many years of work by other scientists [12]. Even in these early papers [4,12,20,21],
in addition to simply presenting new diversity measures, especially the entropy/information measure,
Margalef was doing many things that nowadays remain very active areas of biodiversity research.
He always searched for unifying principles to combine different aspects of ecology [39]. Margalef was
likely the first to see the generality that information theory gives to biology, proposing that the whole
of nature could be expressed as three channels of information: genetic, ecological, and behavioral [29]
(p. 97, Figure 12). It was not until some years later that researchers began to look at the associations
between these three channels, such as a possible relationship between the species diversity of
an ecosystem and the genetic diversity within each species contained in that system [40,41].



Entropy 2019, 21, 794 5 of 9

Margalef’s attention to genetics and behavior [29] was also prophetic. However, we should note
that he was not the first to note the application to genetics, where the honor goes to Shannon himself
in an unpublished thesis [42] that was largely unknown. Margalef may have been alerted to genetic
information by Branson’s application to proteins [16], which at the time were known to be genetically
variable. In typical genetic applications, pi is the proportional abundance of the ith genetic variant in
a population of S different individuals in one species [5]. Behavior is now also being quantified in
information theory terms, so that the complexity of behavior between widely different species such as
birds and humans can be compared and so that its fitness implications can be considered [43–45].

More recent uses of entropy in ecology have included assessments of spatial patterns. Maximum
entropy has been used to assess species distributions [46] and to understand why biodiversity
patterns can often be explained by theory that is neutral, i.e., that considers all species to have similar
properties [47]. Maximum relative entropy has been used to unify, across all spatial scales, species
abundance patterns in ecological communities [48]. Margalef noted that there seems to be an upper
limit to diversity of approximately ~4.5 bits in the log 2 scale and puzzled over this in many papers [29]
(p. 57) [49]. It was a decade and a half before his ideas on a limit to biodiversity were developed
formally using maximum entropy principles [50].

Margalef’s interest in spatial aspects of diversity and the inherent sampling issues for Shannon
diversity were discussed in many early papers, such as in Reference [29] (p. 55). First, he highlighted
biologically important aspects, such as changes in diversity with increased extents of sampling, calling
this the “diversity spectrum” and pointing out its likely connection to physical processes that affect
diversity, such as ocean currents [22]. Second, there were statistical issues, because Equation (1)
is sensitive to species (or alleles) approximately in proportion to their abundance, so that missing
rare species can affect estimates [51] (p. 10) [52]. Margalef [23] (p. 109) speculated that relative
abundances of the commoner species might be used to infer the abundances of the (missing) rare
species. This pioneering idea has now been formalized by a method based on the work of another
pioneer (in computing), Turing, and it does indeed use the relative abundances of the commoner
species to infer the presence or absence of the rare ones [53,54].

3. Shannon Entropy and Information: Processes in Ecology

Shannon methods have not only been used for describing diversity patterns, but also for examining
processes [55]. When considering processes, Margalef followed two main themes: adding functional
interactions to diversity measures and considering ecosystem interactions as thermodynamic networks.
Margalef’s early papers attempted to relate habitat characteristics to species in the diversity calculation,
as noted above. Margalef summarized his thoughts on this, using the term “functional diversity of
ecosystems” [23] (p. 115). He suggested that the dominance of a species should be assessed not via
sheer numbers or biomass, but by net effects on other species, and that functional diversity could be
expressed as a “connectance” coefficient derived from 2H-type diversity [23] (p. 84):

Connectance =
∑

ai jpip j/
∑

pip j,

where pip j are the relative proportions of two species, and ai j is the intensity of their interaction.
Alternatively, he noted that there was a possible 1H-type Shannon-based formulation derived
from Volterra’s [56] demonstration, where the effect of each species on others might be shown
as (mean e f f ect o f one individual) ∗Ni ln Ni, which has a striking similarity to the Brioullin and Shannon
formulae (Equations (1) and (3)) [23] (p. 110). However, it was a long time before functional diversity
was satisfactorily incorporated into diversity measures without violating the desirable properties of
a diversity measure [5,32], with this still being a vexed question in this century [41]. Modern methods are
now available to incorporate functional traits into diversity measures, so that, for example, a community
with species having similar traits is identified as being less diverse than a community with an identical
abundance distribution but whose species have traits that diverge from one another considerably [6].
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Margalef [23] (p. 110) was keen to assess interactions along all possible paths in a food web and
proposed the use of Volterra’s [56] relationship to model the importance of diversity in successional
processes. However, he pointed out the difficulty of assessing this along all possible paths in a food
web and suggested that this challenge might be addressed by the method of Ulanowicz [57]. Similarly,
Jorgensen [58] built on Margalef’s entropic ideas to incorporate the Kullback–Liebler formula, which is
closely related to Shannon’s Equation (1), as a measure of the change in information due to increased
knowledge of a part of the system. Margalef also attempted to link changes in abundance to changes
in the number of species, suggesting that another index, k = lnS/lnN, would depend upon the relative
rate of change in S and N and that each of these depends upon positive and negative feedback loops [23]
(p. 112). Note that this index departs from Margalef’s earlier reliance on Gleason’s finding that in some
cases, the number of species is linearly related to the log of the area sampled [13].

Margalef gave considerable thought to how to use diversity measures to systematize temporal
succession and spatial turnover [29] (pp. 72–73). He produced extremely influential ideas about the
interrelationship between diversity, succession, energy flows, productivity, and biomass, considering
the thermodynamic implications of formulating diversity using entropic formulae. His interest and
ideas about stability and resilience were reviewed by Prat [59]. Margalef suggested that the productivity
to biomass ratio should have a negative correlation with diversity [29] (p. 66). He believed that any
associations between biomass and productivity would not be direct, as some others were proposing,
but would be through their rates of change (first or second order) [23] (p. 96) [29] (p. 22, Equations (6)
and (7)). He also proposed that a good measure of “efficiency” in an ecosystem would be “information
increase”/“entropy increase”, presumably to assess the way that order is attained at the expense
of creating disorder elsewhere in the system [23] (p. 123). He also made proposals about the
interdependence between the diversity and stability of ecosystems [60]. However, there were other
theories, such as Odum’s, and by 1972, there was still little evidence to evaluate these theories [27]
(p. 551). The relationship between the diversity and stability of ecosystems is still regarded as having
great importance in basic science and conservation, but it remains contentious, and of course it depends
on definitions such as “stability” and “productivity” [61–64]: Margalef took the latter to be “primary
production per unit biomass” [23].

Entropy/information methods provide the added benefit that they can also be used to
comprehensively characterize the physical world that interacts with biota [65–68].

4. Conclusions: Information, Entropy, and Margalef in Ecology and Evolution

Margalef’s introduction of Shannon–Weiner entropy into ecology and his enthusiastic championing
of this measure have led to powerful methods for assessing both patterns and processes throughout
ecology and evolution, which are now used enthusiastically and widely.

Throughout his life, Margalef was interested in entropy and information, especially the importance
of thermodynamic irreversibility in ecosystem processes such as succession. In his later book,
Our Biosphere [23], there are seven chapters that reflect on the significance of entropy for different
aspects of life: energy, succession, diversity, dissipative/self-organizing systems, creative constraints,
and evolution. Although clearly not at all afraid of mathematics, Margalef never seriously attempted to
mathematically introduce entropy into ecology, which was done by some of his students and colleagues,
which represents just a part of his continuing influence on ecology [69].

Margalef’s championing of these methods in ecology also led to their uptake in the related field of
evolution, where Shannon methods are regarded as one of the best ways of summarizing adaptive
change [66]. A recent attempt at unifying the whole of ecology and evolutionary genetics minimized
the mathematical basis [70], but it has recently been suggested that an entropy/information approach is
ideal for this unification [5,65–68].
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