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Explanations are fundamental to our culture. From medical ethics

o cookie policies, the range of situations where we seek explanations –

nd in fact, in some cases, have a right to them – is broad. It makes sense

hat, for artificial intelligence (AI) in medicine, explanations are widely

esired in situations where a prediction made that we wish to use. 

The issue isn’t whether or not we need explanations, but what the

erm ‘explanation’ entails. And right now in health AI we have a prob-

em, because the way in which the term explanation is being understood

s out of sync with the actual computational evidence. 1-3 Further, con-

rary to what one might think, we have increasing evidence that shows

xplanations might worsen decision-making in some situations. 4-6 

In this article, we will cover the state of the science regarding ex-

lainability techniques that are applied to health AI tools, the evidence

merging about its effects on decision-making, and the current medi-

olegal landscape that may apply. We argue that, strictly speaking, ‘ex-

lanations’ as currently understood are not sufficient and may not be

ecessary for good clinical decision-making. A good clinical decision is

ot only one that advances the goals of care, but it also has to be legally

efensible. Clinicians must calibrate their judgement against a whole

onstellation of other factors, even if they are using an AI tool that is

ell validated and highly accurate. We offer two case examples where

e demonstrate how ethical and medicolegally accountable decisions

an be made without reliance on explainability. 

xplainabilty: what’s in an explanation? 

There are two types of explainability approaches: inherent explain-

bility (also know as interpretability), which refers to understanding

ow the model as a whole functions, and post hoc explainability (also

nown as instance-level), which refers to attempts to understand the

eans by which a specific prediction was generated by the model. Some

odels are directly interpretable, meaning that the operations from in-

uts to outputs are easy to follow and clear (eg decision trees); others
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re more opaque, meaning that the process from inputs to outputs is

ifficult or impossible to follow precisely, even for developers (eg deep

earning). We focus specifically on post hoc explainability in this piece,

s this is a more controversial issue. 

A common use of post hoc explanations is heat mapping for image-

ased AI tools. In these cases, the model purportedly highlights areas

f the image proportionate to their influence on the model’s prediction.

f the model predicts that a patient has a pneumothorax, the explana-

ion should highlight exactly that area on the image. Only this is not

uite what happens in every case; models can highlight both relevant

nd non-relevant areas, may highlight areas that are important but not

o the specific task of interest to the clinician, and produce the same ex-

lanation even when the clinical facts can differ dramatically. 2 , 3 , 7 , 8 We

ften find explanations compelling simply because we assume that if the

odel is highlighting the same area that we would believe is relevant,

e believe the model is generating the decision the same way that we,

s humans, would. 9 However, this is not true. 2 , 3 , 9 

The same criticism is offered of other explainability methods (eg

hapley values, locally interpretable model-agnostic explanations, and

ther feature-based explainability techniques). 2 The bottom line is that

one of these explanations are proven techniques for providing specific,

ndividual accounts of how a prediction was generated for a specific pa-

ient. 

linician, explain thyself 

A major challenge in health AI is that clinicians typically believe

hat an ‘explanation,’ as commonly understood, 1 is what they are get-

ing when they see something like a heatmap or a prediction accompa-

ied by the ‘reasons’ why the patient received this output. 4 This belief

ay be what is contributing to a phenomenon called ‘automation bias’

the tendency to over-rely on machine-based decisions and disregard

uman ones. Automation bias has a long history of study in fields like

viation, 10 and its clear relevance to health AI has lead to the expansion

f research in human–computer interaction. 
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Explanations themselves might independently influence decision-

aking – for better, or for worse. For example, Tschandl and colleagues

howed that when AI outputs were incorrect, clinician decisions were

orse than when made without the AI tool across a range of levels of ex-

erience. 6 Jacobs and colleagues tested five conditions and found that

ncorrect AI recommendations worsened clinician judgement overall,

ut this was most pronounced with feature-based explanations (where

he model identifies the specific aspects of the patient in question which

upposedly related to the output). 4 Individual factors may play a strong

ole in how clinician judgement is influenced; Gaube and colleagues

ound that, across a range of experience levels, some clinicians accepted

very incorrect recommendation from AI, while others rejected every

ncorrect recommendation from AI. 5 

So, if explainability isn’t a reliable way of accounting for individual-

evel predictions, and can worsen our judgement when the output is

ncorrect (and every AI tool will have some proportion of incorrect out-

uts – no model is perfect!), should we use it at all? 

he ethical imperative for explainability? 

The call for the need for explanations has spread across many dis-

iplines, most notably ethics and regulatory environments. Some ethics

uidance documents go so far as to consider explanations to be essen-

ial to ‘ethical AI’. 11 Many in the literature and in common parlance

onsider the ability to explain a model’s prediction as necessary. 12 We

isagree, for the reasons listed above. While we encourage further de-

elopments in the field of explainable AI, we suggest that explainability

lone cannot and should not serve as an essential component of ethical

ecision-making. 

Keeping in mind the common notion of explanations, it is important

o note that this is not a standard to which other areas of medicine

re held. 13 A clinician does not need to know the specific mechanism

ehind a particular drug’s action in order to responsibly prescribe it to

 patient. 13 Rather, they need to know that it works – they draw from

linical evidence of efficacy and safety, understanding of the patient

opulation it was evaluated within, and the conditions under which it

as evaluated (eg stage in disease trajectory, relevant comorbidities,

ide effects, etc). 14 We have proposed that the intervention ensemble

or clinical AI tools can provide an analogous foundation for responsible

se. 15 

A final concern is that explainability centres the tool and not the pa-

ient. Medical decisions have historically been grounded in the interests

f the patient, rather than a deterministic set of actions based on any

ndividual technology. Piling more weight onto the value ascribed to

he AI tool’s output further shifts the emphasis away from the patient –

heir wishes, their culture, their context. 

While the field progresses, AI tools may have variable evidentiary

acking, which is beyond the control of the clinician. To provide

uidance, we turn to the medicolegal standard of reasonableness (See

ig. 1 ). 

aking ‘reasonable’ clinical decisions 

While previous scholars have emphasised medicolegal accountabili-

ies as a binary issue (eg clinician is right/wrong, AI is right/wrong), 16 

e approach our analysis from the position that these issues will not

lways be clearly binary, nor do we consider AI tools as the sole source

f information on which a clinician would rely for clinician decision-

aking. 

Somewhat distinct from being ‘good’ or ‘ethical’, clinical decisions

ust meet a ‘reasonableness’ standard under the law. Decisions can be

easonable even when they lead to a bad outcome. Clinicians using AI

hould consider what would be accepted as reasonable under the law,

articularly when navigating uncertainty about the potential outcomes

or their patient ( Box 1 ). 
2

Box 1. Case examples 

Case 1: Predicting discharge readiness 
Consider a clinician using an AI tool that analyses biological 

signals to predict the likelihood of a patient’s discharge readiness 
(ie whether they are likely to be readmitted within 48 h). Patient 
A lives in the city centre, has private health insurance and is rel- 
atively well-resourced. Patient B lives in a rural area, is under- 
insured and, based on their medical history, less likely to seek 
healthcare when needed. 

The risk for patient A is lower if they are discharged and the 
prediction is not correct – because what the clinician knows about 
patient A suggests that they can easily come back to the well- 
resourced, low wait-time hospital they were discharged from. For 
patient B, however, the information that should be considered 
when making a decision about discharge should lead an attentive 
clinician to conclude that the risk will be higher if the AI predic- 
tion is incorrect. Even if the discharge readiness prediction is the 
same for both patients, a court might determine that anything that 
is reasonably knowable by the clinician at the time of the decision 
ought to be taken into consideration when making the decision. 
If that clinician has learned anything about the impact that social 
determinants can have on health outcomes, then the court might 
determine that they ought to have at least attempted to control 
for social determinants in their decision-making process. In other 
words, the discharge risk might be relative to what we ought to 
reasonably know about the patient and not simply based on an 
algorithmic prediction. What guides the clinician in these cases is 
the knowledge about the patient’s unique context and a commit- 
ment to their best interests above all else. 

Case 2: ChatGPT for diagnostics 
Consider the example of using ChatGPT for diagnostic pur- 

poses, where a physician is exploring a differential diagnosis for 
their patient who is experiencing multiple symptoms which could 
be driven by a number of potential causes. The physician might 
use ChatGPT to input the symptoms and see what comes up. 

OpenAI clearly includes a disclaimer that ChatGPT should not 
be used for medical advice. They also include the disclaimer that 
ChatGPT can ‘hallucinate’ (ie output false and untrue informa- 
tion). ChatGPT is not a regulator-approved medical device. Physi- 
cians are thus assuming the role of a learned intermediary and 
assuming any liability resulting from the use of these systems. 17 

Physicians have used search engines to assist them for decades 
– the use of a different form of technology is not new. But how 

those outputs are used may be unique to AI. The same way that 
it would be considered unreasonable to click on a random link in 
a list of search engine results and decide that is the diagnosis, so 
too is it unreasonable to take whatever predictions are made by 
ChatGPT as definite. The possible risks at this stage can include 
confirmation bias, where an output sets a physician down a par- 
ticular diagnostic trajectory to the exclusion of other possibilities. 
This risk is particularly concerning given the evidence of surrepti- 
tious and subtle racial bias that readily misleads physicians against 
evidence-based practice. 18 Should a delay occur in the correct di- 
agnosis, the patient be subjected to an unnecessary test or other 
harms occur, the courts might consider whether it was reasonable 
to rely on ChatGPT’s output. Even though ChatGPT and similar 
tools can identify under-recognised, rare conditions, so too can 
they identify entirely erroneous conditions which can result in se- 
rious harms. 19 

What can guide the physician in this case is to consider what a 
similarly situated physician would do in the absence of ChatGPT 

– would the proposed decision be considered a reasonable one? 
What other information and evidence can, together, form the jus- 
tificatory foundation for the proposed decision? Finally, what are 
the potential consequences of the proposed decision versus other 
possible decisions, and how can harm be minimised to the patient, 
all things considered? (See Fig. 1 ). 
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Fig. 1. Clinical decision-making paradigms. 
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Medical malpractice happens when there is a duty of care that is

ot met, which then results in harm to the patient. It is the ‘standard of

are’ that must be met when a duty of care exists. The standard of care

s determined by establishing what a similarly situated physician with

ccess to similar resources would have done in the same circumstances.

AI tools complicate this picture for a few reasons: AI tools developed

in-house’ are hyper-localised; the evidence base for AI’s efficacy is vari-

ble (some tools work well, other tools don’t); sometimes there is no

ay to know whether a particular prediction was ‘right’ or not. Until
3

aselaw establishes a standard of care for the use of a particular AI, 20 , 21 

ourts are unlikely to simply ask ‘is the AI tool accurate and did you

ollow it?’. Reasonable clinical decision-making is much more nuanced.

Historically, reasonable judgements have been made on the basis

f the totality of evidence available to the clinician, contextualised

n light of the patient’s specific situation. It is highly unlikely that

n AI prediction would be the sole source of information by which a

linician makes a decision, particularly as their performance is never

00% perfect. It will, for the foreseeable future, always be necessary to
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riangulate sources of evidence to point to a reasonable decision. In this

ense, physicians should consider what, specifically, the AI tool’s output

ontributes to the overall clinical picture ( Fig. 1 ). 

Finally, clinicians should clearly and thoroughly document the rea-

ons behind their decisions. The reasoning process is critical to tracing

he clinician’s judgement, particularly where there is the potential for

arm to the patient. 

onclusion 

When it comes to AI for patient care, it is still early days. Due

o the uncertainty around explainability contrasted with the generally

ell-established reasonableness standard, explainability is not a suitable

oundation for good decision-making ( Fig. 1 ). Instead, we advocate for

hysicians to utilise the totality of evidence available to them to fac-

or in how the information supplied by AI fits within this larger picture.

oreover, it is often said that the law is the minimum standard to which

e should strive; care should always be guided by a desire to act in a

atient’s best interest. 
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