
1.  Introduction
Seasonal snow critically affects the terrestrial energy balance of snow-covered areas, due to its high optical 
reflectivity and low thermal conductivity. Therefore, it affects numerous climate-related interactions among 
the atmosphere, hydrosphere, and biosphere (Liston & Hiemstra, 2011; Mudryk et al., 2017; Shi et al., 2011; 
Wrzesien et al., 2018). In addition to its crucial role in the climate system, snow is an important freshwater 
reservoir. An estimated one-sixth of Earth's population lives in areas where the primary source of freshwa-
ter is snow (Barnett et al., 2005). Knowledge of seasonal snow mass is vital for numerous applications span-
ning from freshwater management to climate projections, such as estimating seasonal energy production 
via hydropower, improving medium and long-range weather forecasts, and validating Global Circulation 
Models (Aas et al., 2017; Foster et al., 1994; Li et al., 2018; Zhu et al., 2019).

Estimating the mass of seasonal snow cover, i.e., the snow water equivalent (SWE), on a global scale re-
mains a challenge. To this day, the most widely used Earth observation products are passive microwave 
sensors that offer daily global coverage of SWE for the past 40 years (Gonzalez & Kummerow, 2020; Pull-
iainen et al., 2020; Tedesco & Narvekar, 2010). Long-term global coverage is appealing, but it comes with 
two critical challenges. First, the resolution of passive microwaves is coarse (e.g., 25 km pixels), increasing 
retrieval uncertainty over heterogeneous landscapes. Second, microwave signals are not only affected by the 
snow mass, that is, snow depth and density, but also by a handful of snow properties and structural param-
eters, such as snow layering, microstructure, temperature, and moisture, hereafter referred to as snowpack 
states. Numerous microwave radiative transfer models have been developed to describe the relationship 
between snowpack states and microwave signatures (e.g., Picard et al., 2018; Proksch et al., 2015; Pulliainen 
et al., 1999; Tan et al., 2015; Wiesmann & Mätzler, 1999; Zhu et al., 2018) collected by both active and pas-
sive sensors (radars and radiometers). However, continuous and reliable representation of the snowpack 
states required to drive these models is a major challenge. Active microwave sensors, for example Synthetic 
Aperture Radars, are a promising alternative because they can overcome the coarse resolution of passive 
microwave sensors, and thus mitigate the first challenge. Even so, the second challenge remains: a priori 
characterization of the snowpack states is imperative for reliable SWE retrievals from passive or active mi-
crowave signals (Dai, et al., 2012; Davenport et al., 2012; Durand & Liu, 2012; Lemmetyinen et al., 2018).
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An alternative method for estimating SWE is through physical models. High-resolution snow evolution 
models can capture key snow processes, heterogeneities, and interactions between snow and land cover, al-
lowing for improved snow representation and better understanding of the snowpack states. Advancements 
in computational power, together with the increased quality and availability of topographic, land cover, and 
meteorological data products, make physical snow models ideal candidates for global scale snow monitor-
ing (Brown & Mote, 2009; Brun et al., 2013; Liston & Hiemstra, 2011). However, they also come with a major 
challenge: they rely on continuous and reliable weather forcing data sets. Despite improvements of atmos-
pheric reanalysis products, reliable winter precipitation amounts remain a challenge (Boisvert et al., 2018; 
Lindsay et al., 2014), potentially leading to large uncertainties in global scale SWE retrievals. In fact, reanal-
ysis data-based SWE products exhibit a systematic change of bias as a function of time deteriorating their 
feasibility to inform climate trend analysis (Pulliainen et al., 2020). From an operational (real-time) point of 
view, precipitation forcing comes from numerical weather products or real-time precipitation analyses that 
also come with large uncertainties (Maggioni et al., 2016).

Several case studies have emphasized the strong potential of combining methods between the two most 
valuable tools for SWE monitoring: microwave remote sensing and snow physical modeling; This can be 
done either by assimilating remote sensing products of SWE with land surface models directly (De Lannoy 
et al., 2010), or by assimilating microwave signatures (backscatter, brightness temperature) with physical 
models through a forward model which acts as an observation operator (e.g., Durand et al., 2009; Kontu 
et al., 2017; Langlois et al., 2012; Larue et al., 2016). The aim of this study is to identify the challenges of 
assimilating microwave signatures with physical snow models, and to provide solutions. We used a state-
of-the-art snow evolution model (SnowModel, Liston & Elder, 2006a; Liston et al., 2020) to drive a semiem-
pirical radiative transfer model (microwave emission model for layered snowpacks; MEMLS3&a, Proksch 
et al., 2015; henceforth MEMLS), to produce a set of synthetic observations of passive (brightness tempera-
ture) and active (backscatter) microwave signatures. The synthetic microwave observations were evaluated 
against tower-based observations from a measurement site in Northern Finland. We then conducted a sen-
sitivity experiment to quantify the effects of changes in the physically modeled SWE—and of corresponding 
changes in all snowpack states—to the microwave-based SWE retrievals. Synthetic observations were used 
in place of real observations to remove random biases between model estimates and microwave observa-
tions. Once the challenges were identified, we examined solutions for practical retrieval applications. In 
addition, we discuss the applicability of our point-based approach in large scale applications.

2.  Materials and Methods
In this section, we briefly introduce the physical snow evolution model (SnowModel, Section 2.1) and the 
radiative transfer model (MEMLS, Section 2.2) used in this assimilation study. The simulation setup of both 
models is described in Section 2.3. In Section 2.4, we describe the microwave and in situ observations that 
guided this study. The experimental design used to identify the assimilation challenges is described in Sec-
tion 2.5. Finally, in Section 2.6, we present the methodology of potential solutions to the challenges derived 
in the previous section. Methodology in Section 2.6 can be better interpreted after identifying limitations in 
the coupled model in Section 3.3.

2.1.  The Physical Snow Evolution Model (SnowModel)

SnowModel (Liston & Elder, 2006a; Liston et al., 2020) is a modeling system comprised of five numeri-
cal sub-models that simulate all first-order processes that govern the seasonal evolution of snow depth, 
snow density, blowing-snow redistribution and sublimation, snow grain size, and thermal conductivity, 
in a spatially distributed, time-evolving, multi-layer snowpack framework. The SnowModel components 
include: (a) quasi-physically based, high-resolution, meteorological forcing distributions (MicroMet; Lis-
ton & Elder,  2006b); (b) simulations of the surface energy balance (EnBal; Liston & Hall,  1995; Liston 
et al., 2007); (c) calculation of multi-layer snow properties including snow depth, density, temperature, and 
SWE (SnowPack-ML; Liston & Hall, 1995; Liston & Mernild, 2012); (d) representation of blowing-snow 
processes (SnowTran-3D; Liston & Sturm, 1998; Liston et al., 2007); and (e) assimilation of ground-based 
and remotely sensed snow property observations (SnowAssim; Liston & Hiemstra, 2008). SnowModel is 
designed to run on spatial increments of 1 m to 10s of km, with a temporal resolution of 10 min to 1 day.
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SnowModel can reproduce high-resolution spatial distributions of snow properties, given topography and 
vegetation information over a spatial domain of interest. This feature is not fully exploited here because our 
study is based on a spatially confined experiment, and the snowpack around the study area is quite uniform. 
Nevertheless, this is a valuable feature regarding synergies between SnowModel and microwave models on 
satellite scales.

A brief overview of the SnowModel main components follows, with emphasis on the physics related to this 
assimilation study.

2.1.1.  MicroMet

MicroMet is a downscaling model designed to provide high-resolution meteorological forcing distributions 
in response to prescribed meteorological data, from either adjacent meteorological stations or assimilated 
atmospheric reanalysis data. These distributions are required when simulating spatial distributions of snow 
properties. MicroMet outputs include air temperature, relative humidity, wind speed and direction, incom-
ing solar radiation, incoming longwave radiation, surface pressure, and precipitation. If solar and longwave 
radiation are not prescribed, they are calculated by MicroMet.

2.1.2.  EnBal

EnBal calculates the energy balance between the snow surface and the atmosphere. Surface temperature 
together with energy and moisture fluxes are simulated in response to the atmospheric conditions provided 
by MicroMet. The surface energy balance model (Equation 1) is dependent on the incoming solar radiation 

siE Q  , the surface albedo sE  , the incoming liE Q  and emitted leE Q  longwave radiation at the surface, the turbulent 
exchanges of latent eE Q  and sensible hE Q  heat, the conductive heat flux cE Q  , and the residual energy available 
for melt mE Q  :

       1 s si li le h e c mQ Q Q Q Q Q Q� (1)

Surface temperature 0E T  is the only unknown variable, thus the surface energy balance equation is solved 
iteratively for 0E T  . In snow presence if T

0
0 C  , it indicates there is energy available for melting. 0E T  is then 

fixed to 0 and the energy balance is solved for mE Q  .

Surface albedo of non-melting snow can be time-dependent, depending on how SnowModel is configured, 
and is different below forest canopies, forest-free areas, and for glacier ice.

2.1.3.  SnowPack-ML

SnowPack-ML is based on the SnowPack sub-model under SnowModel framework (Liston & Hall, 1995), 
reconfigured in a multilayer framework. SnowPack is an evolution model that describes the changes in 
snow depth and SWE in response to the precipitation and melt fluxes defined by MicroMet and EnBal. Snow 
density evolves in response to the weight of the overlying snow (compaction), snow temperature, sublima-
tion of non-blowing snow, and melting. Snow melt decreases the snow depth, and the associated meltwater 
is redistributed in the snowpack until the snow density reaches a maximum threshold value. Wind slabs are 
simulated in response to wind speed variations (Liston et al., 2007, 2020).

The density increase due to compaction follows Anderson (1976):

            1 2exp exps
w s f s sA h B T T A

t� (2)

where sE  (kg m−3) is the snow density, h h
w w

   1 2/  (m) is the snow weight defined as half of the SWE 
wE h  (m), fE T  (K) is the freezing temperature of water, and sE T  (K) is the snow temperature. 1 0.0013E A  m−1, 
2 0.021E A  m3 kg−1, and  0.08E B  K−1 are constants based on Kojima (1967). The SWE is defined to be:

 


 s
w s

w
h� (3)

where wE  (kg m−3) is the water density, and  sE  (m) is the snow depth.

In SnowPack-ML, each snowfall event creates a new snow layer, mimicking the snow stratigraphy found 
in nature. The user defines the maximum number of snow layers, albeit there is no numerical limitation. 
There is an algorithm in SnowPack-ML that merges thin and thermodynamically unimportant snow lay-
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ers, in order to prevent the number of layers from exceeding the predefined maximum. A recent feature of 
SnowPack-ML is the parameterization of grain size (Liston et al., 2020). Grain growth is parameterized by 
a snow-structure sub-model that is part of SNTHERM model (Jordan, 1991). Snow grains grow in response 
to snowpack temperature gradients, and thus vapor pressure gradients, and snow density. The evolution of 
snow grain diameter ( E D ) is given by:





1 vg UD

t D
� (4)

where t  (s) is time, vE U  (kg m−2 s−1) is the mass vapor flux and the parameter   7
1 5.0 10E g  m4 kg−1. The mass 

vapor flux is defined to be:

 
 

v es iT
TU D C
z� (5)

where esE D  (m2 s−1) is the effective diffusion coefficient for snow, iTE C  (kg m−3 K−1) is the ice equilibrium vapor 
variation with temperature, E T  (K) is the snow temperature, and E z (m) is the snow depth. esE D  is given by:

  
       

65

0
1.0 10

es e s
m

TD D
P T

� (6)

where E P (Pa) is the atmospheric pressure, mE T  (= 273.15 K) is the melting temperature, and 0e sE D  (9.2 × 105 m2 
s−1) is the effective diffusion coefficient at   51.0 10E P  Pa and  0E T C . iTE C  is given by:

  
   

 

/1
2 1 L R Ti vi vi w

iT
w

c LC e
R TT

� (7)

where   9
1 7.964 10iE c  kg K m−3, viE L  (=2.838 × 106 J kg−1) is the latent heat of sublimation of ice, and wE R  

(=461.5 J K−1 kg−1) is the gas constant for water vapor.

In contrast to Jordan (1991), SnowPack-ML assumes that vapor fluxes are proportional to the porosity of the 
snowpack. This means that the vapor flow is reduced in denser snow.

2.1.4.  SnowTran-3D

SnowTran-3D is a three-dimensional sub-model that calculates wind-driven snow-depth evolution. The pri-
mary components of SnowTran-3D are: (a) the wind forcing field, (b) the wind shear stress on the surface, 
(c) the snow transport by saltation and suspension, (d) the sublimation of saltated and suspended snow, 
and (e) the accumulation and erosion of snow at the surface. Vegetation information is essential when 
simulating wind-blown snow, so each grid cell has information on vegetation type. There are 24 predefined 
vegetation types that are assigned a canopy height. The canopy height equals the so-called snow-holding 
depth. Snow becomes available for wind transport when snow depth exceeds the snow-holding depth.

2.1.5.  SnowAssim

SnowAssim model is a data assimilation scheme used to calculate the difference between modeled and 
observed SWE distributions (Liston & Hiemstra, 2008). One, or more, observations of SWE are provided at 
specific time steps. SnowAssim calculates the difference between the observed and simulated SWE values at 
these time steps. Based on the differences, the model calculates adjustment factors that are used to modify 
precipitation and melting over the whole period preceding the SWE observation, in order to reproduce the 
observed SWE.

2.2.  The Radiative Transfer Model (MEMLS)

MEMLS approximates the snowpack as a stack of planar horizontal layers. Model input parameters for each 
layer include layer thickness, temperature, density, liquid water content, salinity, and correlation length. In this 
study, salinity of snow is always considered to be zero. The snow scattering coefficient is determined by the 
frequency used, and the density and correlation length of the snow layer. Equations are derived either from 
empirical observations of snow sample measurements (Wiesmann et al., 1998) or based on the Improved Born 
Approximation for coarse grain size (IBA, Mätzler & Wiesmann, 1999). Internal volume scattering is consid-
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ered through a two-flux approximation of a six-flux model (Wiesmann & Mätzler, 1999). The radiative transfer 
in MEMLS accounts for internal refraction and reflection processes in the snowpack. As a simplification, the 
propagation directions of radiation are reduced to six fluxes streaming along and opposed to the three principal 
axes. Trapped radiation is presented by the horizontal fluxes. Up- and downwelling radiation are a function of 
the six-flux parameters. MEMLS takes into account several effects related to evenly layered structures of media; 
a combination of coherent and incoherent treatment is used to calculate reflection, transmission, and refrac-
tion coefficients between layer interfaces. Essentially, coherent treatment is applied when the layer thickness 
approaches a quarter of the simulated wavelength. MEMLS also calculates an effective propagation angle in 
the snowpack to complement the refraction angle given directly by Fresnel equations. The effective angle is 
calculated as a combination of the refraction angle as given by Snell's law and the primary direction of volume 
scattering within the snowpack. The effect becomes significant as volume scattering increases, affecting the 
higher frequencies more. Also, the reflectivity values at layer interfaces are modified by the theoretical effects 
of polarization mixing. Upwelling brightness temperature from the stacked system of snow layers and ground 
is solved by simulating the extinction of upwelling radiation from the ground, self-emission and extinction of 
radiation from the snow medium, as well as the extinction and reflection of downwelling radiation from the sky.

Based on the same physical principles as the original model, an extension to MEMLS to calculate micro-
wave backscatter was published by Proksch et al.  (2015). In the derived "MEMLS3&a" model for backs-
catter, surface reflectivity is decomposed into diffuse and specular components, also taking into account 
slight undulations of the snow surface. These parameters have to be defined separately. The calculation of 
cross-polarization is similarly based on an empirical relation to like-polarized backscatter, which is defined 
by the user. Backscattering from the stacked snow-ground system is solved by calculating the propagation 
of emitted radiation in the reverse direction, taking into account scattering and extinction in snow layers as 
well as reflections at medium interfaces.

2.3.  Simulation Setup for SnowModel and MEMLS

SnowModel simulations were performed using meteorological forcing data from an automatic weather 
station in northern Finland, located in the proximity of our study area (67.366618°N, 26.628976°E). Air 
temperature, relative humidity, precipitation, and wind speed and direction have been measured at the 
weather station since 2006 (https://litdb.fmi.fi/luo0015_data.php). The wind speed sensor is located above 
the canopy, at 22 m height. Wind speed modifications provided by Essery et al. (2016) were used to meet 
SnowModel requirements. SnowModel simulations were performed with assimilation of SWE, to correct 
for possible SWE biases due to, e.g., underestimation of precipitation in the meteorological forcing data, and 
to better reflect the observed conditions. In situ SWE observations from mid-March were used for assimila-
tion. Annual SWE observations were 164, 140 and 176 mm for the years 2010, 2011, and 2013, respectively. 
SnowModel simulations were conducted using a 3 hr time step and a 12-layer maximum snowpack setup, 
allowing the simulation to reflect the naturally evolved multiple-layers observed at the site, while limiting 
the computational stress imposed on microwave emission and backscatter simulations. Hereafter, we refer 
to this SnowModel run as the base run. The base run started on July 1, 2009 and run through June 30, 2013.

SnowModel currently predicts the mean grain diameter ( E D ) as the snow microstructural parameter based 
on SNTHERM, while MEMLS requires an estimate of the snow exponential (auto) correlation length ( expE l  ). 
Thus, prior to inserting SnowModel estimates of grain size in MEMLS, the empirical conversion proposed 
by Wiesmann et al. (2000) was applied:

 exp 0.16l D� (8)

The study by Wiesmann et  al.  (2000) focused in utilizing physically modeled snow properties, such as 
snow microstructure, in MEMLS to simulate microwave radiation. Two physical models, Crocus (Météo 
France, 1996) and SNTHERM were used for that purpose. The linear relationship (Equation 8) was obtained 
after comparing SNTHERM computed profiles of grain diameter to in situ snowpit profiles.

The contribution of the ground surface to the observed backscattering and emission was estimated by em-
pirically fitting early season MEMLS simulations to observations, where the influence of snow on the mi-
crowave signal was minimal. Because early season observations were not available for all seasons, param-
eters acquired for the second season were applied across all years; the period between November 8 and 13, 

https://litdb.fmi.fi/luo0015_data.php
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2010 was chosen. During this period, a snowpack of ∼10 cm was already present, so parameters given by 
SnowModel were used in MEMLS during iteration of the ground parameters. Another option would have 
been to apply observations from completely snow-free conditions available e.g., from the second year, but 
this period showed high variability in both measured backscatter and brightness temperature (TB). This was 
attributed to changes in ground permittivity induced by variations in soil moisture. For the TB simulations, 
the ground reflectivity was iterated to achieve a match between simulated and observed values, assuming 
a ground temperature of 272 K. For the backscatter simulations, realistic soil reflectivity values were com-
bined with an iteration of the portion of specular and diffuse scatter to achieve the match. The downwelling 
sky brightness temperatures are calculated using a statistical model (Pulliainen et al., 1993) using typical 
atmospheric parameters for winter conditions in Finland. Ancillary parameters and model settings used in 
MEMLS are summarized in Table 1.

MEMLS simulations of backscatter and brightness temperature were performed for each time step when 
simulated snowpack states were available from the base run, creating a synthetic set of microwave obser-
vations. The synthetic observations were compared to the real observations of backscatter and brightness 
temperatures. The results are summarized in Section 3.1.

2.4.  Microwave and in Situ Observations From the Study Area

Microwave and in situ observations from the NoSREx campaign (2009–2013; Lemmetyinen et al., 2016) 
were used to evaluate MEMLS and SnowModel predictions. The NoSREx campaign was designed to pro-
vide passive and active microwave observations of snow conditions representative of the boreal forest zone 
(Lemmetyinen et al., 2018, 2016). It was coordinated by the Arctic Research Center of the Finnish Mete-
orological Institute, and it took place in Sodankylä, northern Finland (67.368°N, 26.633°E). Sodankylä is 
seasonally covered by snow that lasts, on average, 200 days per year, from October to May (Merkouriadi 
et al., 2017; Pirinen et al., 2012). The annual maximum snow depth occurs in March and averages over 
80 cm (Essery et al., 2016; Merkouriadi et al., 2017). In winter, soil freezing depth exceeds 2 m (Rautiainen 
et al., 2014) and air temperatures can drop below −30°C. The snow conditions in Sodankylä are typical of 
a boreal forest snowpack (Leppänen et al., 2015; Sturm et al., 1995). The NoSREx measurement site (Inten-
sive Observation Area [IOA]) was located in a clearing amidst a pine forest, 7 km southeast from the town 
of Sodankylä. The ground at the site consists of sandy mineral soil covered by a thin organic layer, and low 
vegetation including shrubs, grass, and lichen.

2.4.1.  Microwave Observations

Two tower-based microwave instruments collected continuous microwave observations over four years, 
2009–2013. In this study, data from years 2010, 2011, and 2013 are used; microwave measurements in 2012 
started late in the season due to problems with instruments (Lemmetyinen et al., 2016) and are left out of 
the analysis here. The active instrument, SnowScat, is a fully polarimetric radar that operates on frequencies 

Frequency 13.4 GHz 16.7 GHz 18.7 GHz 36.5 GHz

Polarization VV VV V V

Simulated quantity Backscatter Brightness temperature

Ground temperature (K) NA NA 272 272

Downwelling sky brightness temperature (K)a NA NA 15 35

Ground reflectivity b(vertical polarization) 0.05 0.047 0.045 0.045

Fraction of specular scatterb 0.69 0.35 NA NA

Incidence angle 50

Scattering model IBA
aDownwelling sky brightness temperature calculated using statistical model (Pulliainen et  al.,  1993). bGround 
reflectivity values were based on optimizing model simulations for early season.

Table 1 
MEMLS Simulation Parameters for Different Frequencies



Water Resources Research

MERKOURIADI ET AL.

10.1029/2021WR030119

7 of 24

from X-to Ku bands (Werner et al., 2010). The passive instrument, SodRad, is a commercial, dual-polariza-
tion radiometer system with four modular, dual-polarization receivers operating from X-to W bands. The 
instruments were deployed on separate towers, but overlooking the same forest clearing.

SnowScat was installed at an elevation of 9.6 m above ground level. A positioner device allowed scans of the 
test area in both azimuth and elevation; scans were performed at four elevation angles (at 60°, 50°, 40°, and 
30° from Nadir), acquiring independent looks from 17 discrete azimuth directions. Each data acquisition 
consisted of measurements at four polarizations (VV, VH, HV, and HH) over the whole frequency range 
of the instrument, as well as a measurement of an internal calibration path. Scans were made nominally 
every three hours during the first seasons and every four hours in consecutive seasons. In post-processing, 
the single-look complex data were sampled to three 2  GHz bands with center frequencies at 10.2, 13.4, 
and 16.7  GHz. An average over the azimuth scan was further taken to reduce radar speckle, yielding a 
single backscattering value corresponding to each elevation for a given scan. Calibration stability was ver-
ified by measuring an external calibration target (sphere) before and after each azimuth-elevation scan 
sequence. The instrument stability for all four seasons of NoSREx was estimated to be ±1 dB (Lemmetyinen 
et al., 2016).

SodRad was installed on a separate platform at a height of 4.1 m overlooking the IOA. From 2009 through 
2012, receivers at 10.65, 18.7, 37, and 90 GHz were applied. In 2012, the 90 GHz receiver was replaced by 
a 21 GHz receiver. The nominal SodRad measurement sequence consisted of scans in elevation at 5° steps 
from 30° to 70° off the nadir. A noise injection technique is used to calibrate SodRad measurements inter-
nally, while absolute calibration was performed using two external loads. Calibration stability was verified 
by performing measurements of the sky between scans; calibration stability was estimated to be better than 
2 K for all channels over the snow season.

In this study, we apply data from SodScat at VV polarization at 13.4 and 16.7 GHz for evaluating model pre-
dictions. The 10.2 GHz band was omitted because it showed minimal response to dry snow (Lemmetyinen 
et al., 2018). The cross-polarized data was omitted from evaluations since the forward model applied in the 
study (MEMLS) calculates cross-polarized backscatter directly from the co-polarized signal using a scaling 
factor. SodRad data at 18.7 and 37 GHz, vertical polarization, were applied in similar evaluations of passive 
microwave simulations. These are typically the frequencies used for passive microwave SWE remote sens-
ing, with the vertical polarization being less sensitive to ice layers and crusts within the snowpack, when 
compared to the horizontal polarization (Rees et al., 2010).

2.4.2.  In Situ Observations of Snow Properties

Snow-pit measurements were taken once a week from the IOA (twice a week for the first season), in the 
proximity of the microwave measurement platforms. New pits were made at a minimum distance of 1 m 
from previous pits, to ensure an undisturbed snowpack. Detailed snow properties measured in the field 
included snow depth and SWE, together with profiles of temperature, density, moisture, stratigraphy (lay-
ering), snow grain size, and grain type. Temperature, density, and moisture were measured at 10 cm inter-
vals. A precision digital thermometer was used to record temperature. Density was measured both using a 
manual density cutter, and the SnowFork instrument (Sihvola & Tiuri, 1986). Data for 2009 density profiles 
consist mostly of SnowFork measurements. Moisture was measured using the SnowFork. For the snow mi-
crostructure, grain size, and type assessment, a sample was taken from each visually identified snow layer. 
Grain size and type were analyzed in post-processing from macro photographs of the snow samples taken 
against a reference grid. The traditional snow grain size, defined as the largest diameter of a typical particle 
(Colbeck, 1990; Fierz et al., 2009), was recorded for each layer. The measurement methods are described in 
detail by Leppänen et al. (2016).

2.5.  Identifying Assimilation Challenges—A Sensitivity Experiment

In physical snow modeling, changes in SWE affect several snow properties, including all snowpack states re-
quired in microwave-based SWE retrieval algorithms: snow microstructure, depth, temperature, and densi-
ty. Microwave models are especially sensitive to snow microstructure. When considering synergies between 
physical snow models and microwave models, it is crucial to examine and quantify how biases in physically 
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modeled SWE, and corresponding changes in all related snowpack states, will affect microwave-based SWE 
retrievals. We developed the following sensitivity experiment (Figure 1) to address that question.

In addition to the base run which was used as a basis of our synthetic set of observations ( ΨE  ), we performed 
10 more SnowModel simulations, in which we perturbed end-of-season SWE in a controlled manner 
(±10%–50%, in 10% increments). The SWE perturbations were produced by applying the SnowAssim model 
described in Section 2.1. Specifically, in each year we perturbed an in situ SWE observation in late March 
from ±10% to ±50%, in 10% increments. For each perturbation, SnowAssim calculated adjustment factors 
that were applied iteratively to precipitation/melting over the whole snow accumulation season prior to the 
SWE observation to achieve the perturbed SWE in late March.

Each of the perturbed simulations predicted snowpack states at a 3 hr time step. The derived “perturbed” 
SWE ( SWEcE  ), correlation length ( exp

cE l  ), and properties c
nE x  of each layer i were used to simulate observables  

( Ψ’E  ) using MEMLS. A local minimum of a cost function was searched numerically using the Nelder-Mead 
method, comparing MEMLS simulated values against the synthetic observations ( ΨE  ), using snow depth as a 
minimization parameter. We used the synthetic microwave observations to remove the effect of uncertain-
ties related to the real observations, and to gain control over the sensitivity experiment.

Because a multiple-layer snowpack representation is used, the inversion algorithm produces scaling factors 
that are applied to the depth of each layer, so that together with a fixed density, each layer yields a SWE val-
ue. A common scaling factor is applied across the whole snowpack. A similar scaling factor can be applied 
to the correlation length of each layer. Assuming that both observation errors and the uncertainty of the 
correlation length estimate are normally distributed, the general cost function takes the form:

   
 

     
 

  





               

2 2 2
SM exp,SM 1 ref ref

1
,ref ,ref

Ψ SWE , , ,… Ψ
CF ,

2 2 2
i n iI

i
i

l x x
� (9)

where 1,… nE x x  are ancillary model parameters, α and β are the scaling factors of layer height and correla-
tion length, refE  and refE  the reference values of the scaling factors,  iE  is the variance of observation ΨiE  , and 
 ,refE  and  ,refE  the variance of the scaling factors α and β. The reference value of the scaling factors is set as  

Figure 1.  Flowchart of the sensitivity experiment scheme.
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refE   ref 1E  to match the reference value to the original SnowModel output. Therefore, the variance of 
the scaling factors denotes the magnitude of deviation allowed from the initial values given by SnowModel 
( SME  ).

In active microwave retrievals, observations of two channels (13.4 and 16.7 GHz, VV-pol) were applied in 
the cost function as individual observations (   2E i  ). The motivation for this was to demonstrate a combi-
nation of frequencies close to recently proposed satellite missions (e.g., Derksen et al., 2019). For passive 
microwaves, the channels 18.7 and 36.5 GHz were similarly applied (   2E i  ) as individual channels, in place 
of the more typical channel difference (18.7–36.5 GHz). Applying a channel difference negates some of the 
effect of snow and ground temperature variations, which is beneficial in a typical retrieval environment 
where information on physical temperature is not available (e.g., Kelly et al., 2003). Here, since also the 
temperature of each snow layer was available from SnowModel, the channels were applied individually.

The uncertainty (variance) of backscattering observations is assumed to be 1  dB, while the uncertainty 
of brightness temperatures is assumed at 2 K. Because constant variances are used for all remote sensing 
observations, the choice of scaling factor uncertainty largely determines how closely the retrieval follows 
the initial values predicted by SnowModel. The variances of the scaling factors were applied here only to 
either fix a given parameter to the reference value (     , 1E  ) or setting the parameter free in the iteration 
(     , 1E  ).

In the sensitivity experiment, retrievals were performed by setting snow depth as a free parameter (    1E  ), 
and fixing all other parameters, including the microstructure ( expE l  ), to the SWE-perturbed SnowModel runs 
(    1E  ). This emulates an approach used in microwave-based SWE retrievals, where a given microstruc-
ture value is kept constant while the cost function is minimized by fluctuating snow depth (as done by e.g., 
Takala et al., 2011). In that manner, we were able to identify the challenges of inducing modeled snowpack 
states to the microwave-based SWE retrievals, when the physical relationship between these parameters is 
not maintained.

2.6.  Proposing Solutions to the Assimilation Challenges

2.6.1.  Look-Up Tables

To account for the physical relationship between the snowpack states, we designed a scheme based on a 
simplified, look-up table approach (Figure 2). We should note that previous work utilizing look-up tables 
have typically applied arbitrary combinations of snow characteristics, for example, a range of snow depths, 
densities and microstructure, to generate look-up tables of remote sensing observables (backscatter, bright-
ness temperature), enabling rapid inversion of a forward model (e.g., Zhu et al., 2018). Furthermore, for 

Figure 2.  Flowchart of the look-up table scheme.
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example, Dai et al. (2012) applied empirically generated relations for snow characteristics (density, grain 
size, and number of layers) to generate look-up tables of brightness temperature where initial snow char-
acteristics are determined based on date. However, in this study, we generate look-up tables of SnowModel 
solutions of snowpack states for a range of perturbation in the SWE. The look-up tables thus describe phys-
ically modeled snow characteristics at a given moment of time for a given SWE, differing from previous 
works where this physical connection was missing; for example, in the study by Dai et al.  (2012), snow 
density and grain size were determined only by the date.

We conducted 20 SWE-perturbed SnowModel runs within the range of ±50% of the base run SWE, in 
±5% intervals. Based on these runs, we created look-up tables consisting of simulated groups of SWE and 
other snowpack states. For retrieving SWE at a given time step, the snowpack states were used to drive 
MEMLS, and the cost function was applied to determine the group providing a minimum difference to ob-
servations. In order to demonstrate the method, we used synthetic microwave observations in place of real 
observations, only this time we added normally distributed random noise corresponding to the combined 
uncertainty of measurements and MEMLS forward simulations (standard deviations of 2, 4, 6, 8, and 10 K 
for brightness temperature and 0.2, 0.4, 0.6, 0.8, and 1 dB for backscatter). A Monte Carlo approach was 
adopted, generating 100,000 variations of the synthetic observations at each noise level; noise was applied 
independently for each channel. In this experiment, both co- and cross-polarized synthetic observations 
(VV and VH) were applied in active microwave retrievals. Retrievals with co-polarized observations alone 
resulted in high sensitivity to observation uncertainty (not shown). The addition of cross-polarized syn-
thetic observations inherently reduces the effect of observation uncertainty by raising the number of inde-
pendent observations (channels) from two to four, emulating also the channel configuration planned for 
CoReH2O (Rott et al., 2010).

2.6.2.  Nudging Algorithm

Look-up table methods can address some computational challenges in e.g., forward model inversion. How-
ever, the season-long lookup tables for perturbed SnowModel runs we applied here at a plot scale, are likely 
not computationally efficient on larger spatial scales, and have to be constrained temporally, or by precision, 
when applied over larger geographical areas consisting of more grid cells. This is because they would re-
quire numerous SnowModel runs in each grid point.

Alternative, cost efficient solutions were examined based on the findings of the sensitivity experiment. 
We used a consistent behavior pattern of the microwave-based SWE retrievals to correct the SnowModel 
SWE by using the SnowModel assimilation scheme (SnowAssim). We created a bias correction nudging 
algorithm that was implemented in each time step based on the following condition: if at E T t retrieved 
SWE( )t  is greater than the modeled SWE( )t  by 5%, then SnowModel SWE( )t  is assimilated with ,SWE ( )t  
(Equation 10), (nudged by 10%) to the opposite direction:

    SWE 1.1 SWEt t� (10)

The SnowModel run was repeated with assimilation at E T t , until the next time step (    1E T t  ), when the 
nudging algorithm was applied again. For this study, we implemented the nudging algorithm once every 
month. However, the time step can be adjusted according to the application's needs.

3.  Results
3.1.  Comparison of Synthetic (Modeled) to Observed Microwave Observations

We created a set of synthetic microwave observations, by directly inserting simulated snowpack states from 
SnowModel's base run and SWE-perturbed runs (±50%) into MEMLS (see Figure 1). Figure 3 depicts a 
comparison between synthetic and real brightness temperatures for vertically polarized channels of 18.7 
and 36.5 GHz, for years 2010, 2011, and 2013, at 50° incidence angle. The shaded areas seen in Figures 3 
and 4 are created by the perturbed runs at ±50% SWE. Table 2 summarizes the statistics of both active and 
passive simulations against observed TB and backscatter for the period from January 1 to March 31 of each 
year. The brightness temperature simulations at 18.7 GHz showed reasonable agreement with the observa-
tions for all years with a bias of −4.8, −1.0, and −0.8 K for 2010, 2011, and 2013, respectively. Simulations 
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Figure 3.  Synthetic (shaded areas) and real (solid lines) observations of V-polarization brightness temperature at 18.7 and 36.5 GHz in 2010 (a), 2011 (b), and 
2013 (c).

Figure 4.  Synthetic (shaded areas) and real (solid lines) observations of VV-polarized backscatter at 13.4 and 16.7 GHz in 2010 (a), 2011 (b), and 2013 (c).
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for 36.5 GHz matched observations closely for 2010 and 2013 (mean absolute error [MAE] less than 6 K), 
but showed an overestimation for 2011 (bias 22 K). Simulations did not capture the high variability of the 
36.5 GHz signal in the early season (note that uninterrupted measurements throughout the winter were 
available only in 2011). However, for the period of January 1 to March 31, the simulations captured well the 
general trend of observed TB, as indicated by an (unbiased) RMSE of less than 5 K and R2 values of over 0.5 
for all channels.

Figure 4 depicts a comparison between simulations and observed backscatter at 13.4 and 16.7 GHz, VV 
polarization, for the same years. Backscattering between January 1 and March 31 is captured well for both 
frequencies in 2010 and 2013 (bias less than 0.8 dB); simulations for 2011 yield a bias of observed backscat-
ter by 1.1 and −2.2 dB for 13.4 and 16.7 GHz, respectively. As in the case of passive microwaves, the general 
trend of increasing backscatter in the January 1 to March 31 period is nevertheless well captured, with an 
(unbiased) RMSE of less than 0.4 dB, and R2 values of over 0.65 for all channels.

A notable feature in the backscatter simulations was the discrepancy between the observations and the 
simulations in the early season. The distinct increase in backscatter apparent in December 2009, November 
2010, and late November–December 2012 was not repeated by the simulations. This has been attributed to 
early season crust formation due to melt-refreeze events, causing a source of high backscattering, followed 
by gradual metamorphism of the crusts evidenced by reduced backscatter (Lemmetyinen et al., 2018; Lin 
et al., 2016).

The shaded areas depicting the range of simulations obtained with ±50% SWE-perturbed SnowModel runs 
reveal an overall low sensitivity of TB in February 2011 and backscatter in February–March 2011 to SWE. 
This is due to the interplay of SnowModel simulated SWE and other snow parameters, in particular correla-
tion length, in the coupled SnowModel-MEMLS system; in these periods, the increase/decrease of SWE in 
the perturbed runs induces a respective decrease/increase in correlation length, which almost negates the 
corresponding simulated TB and backscattering response.

3.2.  Comparison of SnowModel to in Situ Observations

The use of synthetic microwave observations in this study eliminated the effect of uncertainties in Snow-
Model and MEMLS predictions. Nevertheless, we compared SnowModel simulations of snow properties 
to in situ snow profiles to evaluate the overall SnowModel's performance in our study area. SnowModel 
simulations were performed in a multilayer setup (12 layers). For clarity, snow parameters are presented 
separately for the top and bottom halves of the snowpack. Figures 5–7 depict modeled and in situ evolution 
of snow temperature, density, and grain size averaged over the top and bottom halves of the snowpack in 
2010, 2011, and 2013. Here, we present the results of the base run.

Passive Bias (K) uRMSE (K) R2

Year 18.7 GHz 36.5 GHz 18.7 GHz 36.5 GHz 18.7 GHz 36.5 GHz

2010 −4.8 6.2 1.9 2.9 0.6 0.7

2011 −1.0 21.6 1.3 4.7 0.8 0.3

2013 −0.8 1.3 1.8 4.2 0.5 0.8

Active Bias (K) uRMSE (K) R2

Year 13.4 GHz 16.7 GHz 13.4 GHz 16.7 GHz 13.4 GHz 16.7 GHz

2010 0.7 −0.8 0.4 0.4 0.79 0.73

2011 1.1 −2.2 0.3 0.2 0.92 0.91

2013 0.8 0.6 0.5 0.3 0.65 0.84

Table 2 
Summary of Bias, Unbiased RMS Error, and Coefficient of Determination Between Observed and Modeled Brightness 
Temperature (K) and Backscatter (dB) for January 1 to March 31 for Years 2010, 2011 and 2013
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Snow temperature was consistently underestimated at the top half of the snowpack, on average by 5°–7°C 
(Figure 5). The underestimation was especially prominent during the winter months, indicating that low air 
temperatures modulated faster at the top layers of the snowpack compared to the simulations. SnowModel 
does not include a canopy downwelling longwave radiation term. This, in combination with the low wind 
speeds found near the snow surface around forest canopies, means the surface energy budget produces 
unrealistically low surface temperatures, resulting in cooler top layers of the snowpack. A downwelling 
canopy radiation term will be added to SnowModel's surface energy balance in the next code update. At 
the bottom half of the snowpack temperature was mildly underestimated, on average by 0.3°–1.5°C. Snow 
density was commonly underestimated at the top (on average by 18%) and overestimated at the bottom half 
of the snowpack (on average by 31%), with large annual variations (Figure 6). The density underestimation 
at the top is associated with temperature underestimations. The snow densification rate of the bottom layers 
was higher in the simulations compared to the observations. One reason is that, currently, SnowModel does 
not account for the effects of snow microstructure to snow density. Snow density is affected by snow micro-
structure, because the latter affects the snow compaction rate. As an example, in cold snow climates, depth 
hoar formation at the bottom of the snowpack changes the mechanical properties of the snow, and imposes 
resistance to densification. The ability to transport mass from one layer of the snowpack to another layer, 
will be implemented in the next SnowModel code update. Finally, and most importantly, grain size simu-
lations matched exceptionally well to the in situ observations (Figure 7). The mean average bias was at 3%.

3.3.  The Sensitivity Experiment

Figure 8 depicts the results of the sensitivity experiment. Retrievals using synthetic observations were per-
formed by assuming snow depth as a free parameter (    1E  in Equation 3), and fixing all other model 
parameters, including the microstructure ( expE l  ), to the SnowModel run (    1E  in Equation 3). Retrievals 
based on the perturbed runs at ±30% are depicted; also depicted are the SWE evolution based on the base 

Figure 5.  In situ (solid line) and modeled (dashed line) evolution of the snow temperature in 2010 (a), 2011 (b), and 2013 (c). The top (in blue) and the bottom 
(in red) halves of the snowpack are presented separately. In the legend, sp stands for snow-pit and sm for SnowModel.
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Figure 6.  Same as Figure 5 but for snow density.

Figure 7.  Same as Figure 5 but for snow grain size.
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run and on the SWE-perturbed runs (±30%). Total SWE measured from weekly (2011, 2013) and bi-weekly 
(2010) snow-pits is also shown.

When utilizing snowpack states from SWE-perturbed SnowModel runs, and fixing all parameters - except 
snow depth - in the cost function, the microwave-based SWE retrievals were pulled away from valid solu-
tions (Figure 8). The reason is that in physical snow models, as in nature, SWE is inversely related to grain 
size. This happens because metamorphic grain growth is directly related to temperature gradients within 
the snowpack. In thicker snowpacks, temperature gradients are dampened, and so does the grain growth 
rate of the snowpack. Thus, if SWE is overestimated, average grain size will be underestimated as a re-
sponse, and vice versa. In microwave models however, SWE and grain size are both directly, not inversely, 
related to the microwave signatures (e.g., simulated backscatter increases both with increase of SWE and 
increase of grain size/correlation length). In addition, scattering of microwaves is very sensitive to the snow 
microstructure. Therefore, natural changes of grain size that correspond to changes in SWE, dictate the 
simulations of microwave signatures. When the cost function is fixed to a biased grain size, and does not 
account for the natural relationship between SWE and grain size, it adjusts SWE in the wrong direction in 
order to match the observation, resulting in additional deterioration of the retrieval. This pattern was con-
sistent in all years, even for small changes in the modeled SWE (±10%). The problem can in some cases be 
alleviated by adjusting factors E  and E  to enable an actual two-parameter retrieval, where both SWE and 
microstructure are fluctuated in the minimization of the cost function; here, the microstructure was fixed 
in order to demonstrate the full impact of the inverse relation of magnitude of SWE and microstructure in 
the SnowModel outputs.

Figure 9 depicts the MAE of SWE between in situ observations, SnowModel runs and SWE retrievals based 
on these runs. The MAE of both active and passive SWE retrievals is always larger when compared to the 
MAE of the SWE-perturbed SnowModel runs. MAE of active retrievals is 17%–82% larger than the MAE of 
the SWE-perturbed runs. MAE of passive retrievals is 58%–293% larger than the MAE of the SWE-perturbed 

Figure 8.  Retrievals of SWE using synthetic active (red triangles) and passive (green squares) microwave observations, using snowpack states from ±30% SWE 
perturbed runs. Modeled SWE from the base run (blue line) and from the SWE-perturbed runs (dashed blue lines) are shown together with in situ measured 
SWE (blue squares) in 2010 (a), 2011 (b), and 2013 (c).
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runs. We noticed that passive retrievals produced larger biases compared to active retrievals. Also, biases 
are 2–3 times larger when retrievals are guided by runs that overestimate SWE compared to SWE runs that 
underestimate SWE.

3.4.  SWE Retrievals Using Look-Up Tables

Results from the sensitivity experiment indicated that even for small biases in modeled SWE (±10%), the 
corresponding changes in microstructure typically increased the biases in SWE retrievals from microwave 
signatures. To overcome this challenge, the natural relationship between SWE and microstructure needs 
to be considered in SWE retrieval algorithms. One way is to provide the cost function with a set of look-up 
tables: physically simulated groups of all snowpack states. In that manner, SWE and microstructure would 
not be used as minimization parameters independently from one another, and consequently errors related 
to their natural dependence would be mitigated.

Following the method described in Section 2.6, we examined the distribution of bias in SWE retrievals for 
different levels of noise in the synthetic observations. As an example, histograms in Figures 10 and 11 depict 
the distributions on 30 March for each year for passive and active microwave retrievals, respectively. Devia-
tion from the SnowModel base run is depicted as the likelihood of deviation in %, binned in 5% categories. 
The depicted SWE biases are characterized by normal distributions. It is evident however that when noise 
levels increase, the bell curves flatten, increasing the uncertainty of SWE retrievals.

The average standard deviation of the SWE retrievals was calculated every year for March (Table 3). Based 
on the standard deviations, SWE uncertainties ranged from 6% to 36% in passive, and from 8% to 43% in 
active depending on the noise levels. The largest sensitivity to observation uncertainty is apparent for active 
microwave retrievals in 2011, where already modest uncertainty of 0.4 dB leads to a large part of retrievals 
being outside a ±50% uncertainty range. This is due to the low overall sensitivity of the coupled model to 
SWE for this particular season, already apparent in forward model simulations (see Section 3.1).

Figure 9.  MAE between in situ SWE in March and SnowModel base run (black), SnowModel SWE-perturbed runs 
±30% (blue), passive (red) and active (green) retrievals based on the SWE-perturbed runs in 2010, 2011, and 2013.
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3.5.  SWE Retrievals Using a Nudging Algorithm

We used the SWE-perturbed runs of ±30% for testing the nudging algorithm described in Section 2.6. The 
nudging algorithm was implemented once a month to assimilate the SnowModel with microwave signa-
tures, based on the condition that even small biases in modeled SWE pull the retrievals away from valid 
SWE solutions. The results are depicted in Figures 12 and 13, and they correspond to SnowModel SWE un-
derestimation (−30%) and overestimation (+30%) respectively. Results are presented from the perspective 
of SnowModel. The time steps when the nudging algorithm was implemented (first day of each month) are 
indicated in both figures.

Implementing the bias correction nudging algorithm once a month substantially improved the SWE-per-
turbed SnowModel runs (Figures 12 and 13). Green and red lines correspond to SnowModel runs with SWE 
assimilation based on the utilization of passive and active retrievals respectively. This approach is cost effi-
cient for large scale applications, and worthy of further investigation. Possible limitations of this method are 
related to the impact of changes in SWE to the snow microstructure. We hypothesize that in milder snow 
climates changes in SWE will have a smaller impact on the grain growth rate, and potentially invalidate the 
condition we apply here. To investigate that, we created an artificial meteorological data set where we kept 
air temperature at −1°C during the snow season, to maintain mild temperature gradients inside the snow-
pack. We found again that small changes in the modeled SWE consistently pulled the retrieval away from a 
valid solution (not shown). Therefore, the condition for applying the bias correction nudging algorithm is 
valid also in milder snow climates.

Figure 10.  Distribution of SWE bias (%) in passive microwave retrievals on 30 March based on the look-up table method. Different bar colors correspond to 
different noise levels ranging from 2 to 10 K.
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4.  Discussion
Microwave signatures are strongly affected by several snowpack states, but most critically by snow mi-
crostructure. Currently, information on snowpack states is either derived by interpolating sparse in situ 
observations (Takala et al., 2011), or simplified grain growth models (Kelly et al., 2003). Utilizing snowpack 
states from physical snow models is—in theory—an ideal way to improve SWE retrievals from microwaves. 
The main challenge is related to uncertainties in modeled SWE that often derive from uncertainties in the 

Figure 11.  Distribution of SWE bias (%) in active microwave retrievals on 30 March based on the look-up table method. Different bar colors correspond to 
different noise levels ranging from 0.2 to 1 dB.

Year/noise level δTB 2K δTB 4K δTB 6K δTB 8K δTB 10K

2010 7 14 21 27 31

2011 11 21 28 33 36

2013 6 13 19 24 28

δσ0 0.2 dB δσ0 0.4 dB δσ0 0.6 dB δσ0 0.8 dB δσ0 1 dB

2010 8 18 27 32 35

2011 24 35 39 41 43

2013 8 17 24 29 33

Table 3 
Mean Standard Deviation (% of SWE) of March Retrievals From Active and Passive Microwaves
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precipitation forcing. Uncertainties in modeled SWE consequently affect several other snow properties, in 
particular the snow microstructure.

We chose SnowModel as the physical model because it can evolve snow distributions using grid increments 
from 1 m to tens of km, over a wide range of spatial and temporal domains. SnowModel has been widely 
tested in environments where snow can occur, including glaciers and sea ice. Therefore, it is potentially an 
ideal candidate for upscaling the methods to satellite/global scales. The size and the seasonal evolution of 
snow microstructure, the most critical parameter in microwave models, was captured remarkably well by 
SnowModel.

We used MEMLS to simulate passive and active microwave signatures, using the information of snowpack 
states from SnowModel, as MEMLS offers a unified physical approach for simulating both active and pas-
sive microwave signatures with a relatively small number of tuning parameters. The uncertainty of MEMLS 
in studies applying snowpit data to generate microwave observables has been reported as e.g., 7–11 K RMSE 
for brightness temperature at 7–37 GHz (Pan et al., 2015). On the other hand, when using snow-pit data 
with microstructure first optimized using passive observations, Lemmetyinen et al. (2016) reported an un-
biased RMSE between 0.6 and 1.0 dB for backscatter at 10.2 and 16.7 GHz (VV polarization).

A sensitivity experiment quantified the effects of uncertainty in physically simulated SWE to the SWE 
retrievals from microwave signatures, due to the consequent effects in the rest of the snowpack states, 
especially in the snow microstructure. Synthetic observations generated using the coupled SnowMod-
el-MEMLS system, were used instead of real ones, in order to remove random uncertainties related to mi-
crowave observations. Although simulations with the coupled model indicated a reasonable match with 
observed brightness temperature and backscatter (Figures 3 and 4), real microwave observations introduced 
a random element that varied from year to year. Consequently, when real observations were applied, unam-
biguous interpretation of the sensitivity test in Section 3.3 was challenging; in some years retrievals with 
SWE-perturbed SnowModel runs were seemingly close to the in situ measured SWE - this was, however, 

Figure 12.  SWE-perturbed SnowModel runs (−30% end-of-season SWE) (blue line), and SnowModel runs corrected by the nudging algorithm guided by active 
(red line) and passive (green line) microwave observations. In situ measured SWE (blue squares), and dates of implementing the nudging algorithm (black 
lines) in years 2010 (a), 2011 (b), and 2013 (c) are indicated.
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incidental and due to e.g., the simulations for that year under- or overestimating the observed signal. We 
thus chose to use the synthetic observations, which removed this random element, and demonstrated the 
impact of SnowModel-simulated SWE and microstructure on microwave retrievals in a more controlled 
simulation environment. Tests with a large number of cases of real observations are nevertheless expected 
to yield similar results regarding sensitivity to SWE and microstructure, providing that the coupled model 
simulations are not severely unbiased compared to observations.

A look-up table approach was examined to address the challenges identified by the sensitivity experiment. 
In this study, the demonstration was simplified. The retrieval algorithm was fixed to predefined groups 
of SWE and snowpack states to preserve their natural relationship. However, there was no freedom for 
adjustments; when the look-up table combinations were applied strictly, they provided a narrow range of 
solutions available for the retrieval algorithm to implement. The range was narrow due to the inverse rela-
tionship of SWE and average grain size of the snowpack that canceled out their relative effect in microwave 
models, causing small changes in the simulated microwave signatures. This is demonstrated clearly in Fig-
ure 3b, where the real observations are outside the range of synthetic observations that were produced from 
±50% SWE-perturbed runs. In practical applications, adjustments can be induced by allowing a degree of 
freedom to the implemented snow states, e.g., by adjusting the variances of reference values (   ,refE  and  ,refE  
in Equation 3). The final outcome of the retrieval can also be a combination of the original SnowModel run 
and the assimilation retrieval, placing a degree of confidence on both.

Finally, a nudging algorithm was examined to investigate a significantly more cost efficient method com-
pared to the look-up tables. Cost efficient methods are necessary for large scale SWE retrieval applications. 
The results of the nudging algorithm looked promising, managing to improve substantially modeled biases 
in SWE. This method is worthy of further investigation related to its applicability in different snow climates.

Figure 13.  Same as Figure 12 but for SnowModel run perturbed by +30% end-of-season SWE.
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5.  Conclusions
In this study, we identified challenges related to uncertainties in SWE simulations, when assimilating mi-
crowave signatures with physical snow models. We performed a sensitivity experiment over a small area 
in northern Finland, where a data set of in situ, passive and active microwave observations of snow cover 
was available in 2010, 2011, and 2013. We perturbed the simulated SWE in a controlled manner, to examine 
how biases in modeled SWE affect the rest of the snowpack states and, consequently, the microwave-based 
SWE retrievals. To achieve that we emulated a method used previously in microwave-based SWE retrievals: 
setting snow depth as a free parameter, and fixing all other parameters, including the microstructure, to the 
SWE-perturbed SnowModel runs.

The sensitivity experiment revealed a consistent deterioration of the microwave-based SWE retrievals 
when driven by SWE-perturbed simulations. The deterioration occurred even for small SWE perturbations 
(±10%), exhibiting a critical challenge when assimilating microwave signatures with physical snow models. 
In simple words, biases in the physically modeled SWE would induce even larger biases in microwave-based 
SWE retrievals, by introducing an increasingly biased estimate of snow microstructure to the retrieval. 
Microwave-based SWE retrievals guided by ±30% SWE-perturbed simulations, had up to 3 times larger end-
of-season MAE compared to the MAE of the SWE-perturbed simulations themselves. Specifically, MAE 
increased by up to 82% in active and 293% in passive microwaves. MAE of the retrievals was 2–3 times larger 
when SWE was overestimated by the SnowModel. Past studies (e.g., Kontu et al., 2017; Langlois et al., 2012; 
Sandells et al., 2017) have analyzed the capability of physical snow models to produce snow microstructure 
estimates required by the microwave-based SWE retrievals, when models are driven by ideal data producing 
a SWE close to reality. This study examined the impact of microstructure estimates produced under biased 
estimates of SWE, to address more realistic, practical applications.

To overcome this challenge, the retrieval algorithm needs to account for the natural relationship between 
SWE and snow microstructure. We created annual look-up tables with time series of snowpack states pro-
vided by a set of SWE-perturbed SnowModel runs. We guided the retrieval algorithm to look for solutions 
directly from the look-up tables. This way the solutions corresponded to combinations of the snowpack 
states with respect to their natural relationship. We induced noise in the synthetic observations to examine 
the effect of observation uncertainties. The increase in noise levels increased the uncertainty of the retriev-
als. Uncertainty of passive retrievals ranged from 6% for 2 K noise levels to 36% for 10 K noise levels. In 
active retrievals, uncertainty ranged from 8% for 0.2 dB noise levels to 43% for 1 dB noise levels.

For practical applications, a more cost-efficient assimilation method was examined. A bias correction nudg-
ing algorithm was implemented once a month to assimilate the SnowModel with microwave signatures, 
based on the condition that even small biases in modeled SWE pull the retrievals away from valid SWE 
solutions. This method demonstrated a strong potential to improve SnowModel simulations by correct-
ing biases in SWE simulations, often originating from precipitation biases. More sophisticated approaches 
could involve utilization of physical snow models to establish simplified functions between SWE and snow 
microstructure, based on snow aging. More research is required to create a cost-efficient automated syn-
ergetic system between physical and microwave models for application on satellite scales, as well as the 
applicability of other microwave forward models and physical snow models for the purpose.

A system where both physical models and microwave signatures work in synergy can benefit snow remote 
sensing. Our results demonstrate that assimilating microwave signatures with physical snow models face 
critical challenges, associated with the different nature in the relations between SWE and snow microstruc-
ture in these models. However, when the microwave-based SWE retrieval algorithms account for these 
relationships, there is good potential for improving SWE retrievals via synergies. To conclude, this study 
suggests that physical models with the ability to simulate realistic relationships between the snowpack 
properties required for the microwave-based SWE retrievals, such as SnowModel, can be valuable candi-
dates for SWE retrieval applications.
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Data Availability Statement
NoSREx data are publicly available at the ESA campaign data portal (https://earth.esa.int/web/guest/
pi-community/apply-for-data/campaigns). Weather station data in Sodankylä are available at https://litdb.
fmi.fi/luo0015_data.php.
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