
COGNITIVE NEUROSCIENCE

Facilitative effect of repetitive presentation of one
stimulus on cortical responses to other stimuli in
macaque monkeys – a possible neural mechanism for
mismatch negativity

Kana Takaura and Naotaka Fujii
Laboratory for Adaptive Intelligence, RIKEN Brain Science Institute, 2-1 Hirosawa, Wako-shi, Siatama 351-0198, Japan

Keywords: adaptation, auditory, electrocorticogram, roving oddball paradigm

Edited by John Foxe

Received 17 July 2015, revised 14 November 2015, accepted 20 November 2015

Abstract

The event-related potential ‘mismatch negativity’ (MMN) is an indicator of a perceiver’s ability to detect deviations in sensory sig-
nal streams. MMN and its homologue in animals, mismatch activity (MMA), are differential neural responses to a repeatedly pre-
sented stimulus and a subsequent deviant stimulus (oddball). Because neural mechanisms underlying MMN and MMA remain
unclear, there is a controversy as to whether MMN and MMA arise solely from stimulus-specific adaptation (SSA), in which the
response to a stimulus cumulatively attenuates with its repetitive presentation. To address this issue, we used electrocorticogra-
phy and the auditory roving-oddball paradigm in two awake macaque monkeys. We examined the effect of stimulus repetition
number on MMA and on responses to repeated stimuli and oddballs across the cerebral cortex in the time–frequency domain. As
the repetition number increased, MMA spread across the temporal, frontal and parietal cortices, and each electrode yielded a lar-
ger MMA. Surprisingly, this increment in MMA largely depended on response augmentation to the oddball rather than on SSA to
the repeated stimulus. Following sufficient repetition, the oddball evoked a spectral power increment in some electrodes on the
frontal cortex that had shown no power increase to the stimuli with less or no preceding repetition. We thereby revealed that
repetitive presentation of one stimulus not only leads to SSA but also facilitates the cortical response to oddballs involving a wide
range of cortical regions. This facilitative effect might underlie the generation of MMN-like scalp potentials in macaques that
potentially shares similar neural mechanisms with MMN in humans.

Introduction

The ability to detect aberrations in regularized sensory signal
streams is fundamental for adaptive behaviors, but its neural under-
pinnings are poorly understood. One related neural signature is an
event-related potential called ‘mismatch negativity’ (MMN), first
discovered in electroencephalographic (EEG) studies of humans
(Naatanen et al., 1978). Traditionally, MMN is recorded with the
auditory oddball sequence, wherein infrequent (Deviant; synony-
mous here with ‘oddball’) auditory stimuli are randomly embedded
in sequences of a regularly repeated and frequent (Standard) stimu-
lus. Subtracting the neural response to Standard stimuli from that to
Deviant stimuli yields MMN, which is observable regardless of a
subject’s attention to the stimuli or any behavioral tasks (Naatanen
et al., 2012).
One unresolved issue concerning the neural mechanisms of MMN

is whether or not stimulus-specific adaptation (SSA) can solely

explain MMN. SSA is a phenomenon in which the neural response
attenuates with repetitive presentation of a stimulus (Fruhstorfer
et al., 1970; Desimone, 1996). The nature of SSA and its involve-
ment in MMN has been investigated with animal models in the pri-
mary auditory cortex (AI) and subcortical structures. While SSA to
Standard stimuli is thought to play a key role in MMN generation
(Ulanovsky et al., 2003; Perez-Gonzalez et al., 2005; Malmierca
et al., 2009; Antunes et al., 2010), several studies have implied
additional mechanisms (Javitt et al., 1996; Farley et al., 2010; Taa-
seh et al., 2011). Javitt et al. (1996) proposed that stimulus repeti-
tion increases inhibition of neurons sensitive to the repeated
stimulus and decreases the level of inhibition of other neurons that
are insensitive to the stimulus. This notion of a release from inhibi-
tion has much less empirical support than increased inhibition or
response attenuation (i.e., SSA).
The present study therefore sought to determine whether there is

evidence of this mechanism by examining the effect of stimulus
repetition number on the cortical response to auditory stimuli by
electrocorticogram (ECoG) recording in non-human primates
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exposed to the roving-oddball sequence. If stimulus repetition
decreases inhibition of neurons not sensitive to the repeated stimu-
lus, the population response to Deviant stimuli would be facilitated
by an increase in the number of preceding Standard stimuli. We also
assessed the stimulus repetition effect on the cortical responsiveness
to the auditory stimuli, using a ‘many-standards condition’ in which
the stimuli were presented without preceding repetition. While our
principal focus was to decipher the effect of stimulus repetition on
the cortical response to auditory stimuli, our findings have potential
implications for how mismatch activity (MMA) and MMN are gen-
erated (see Discussion). However, the present study did not aim to
test the current theoretical models of MMN.
There are several technical advantages of our approach compared to

traditional EEG experiments. ECoG signal has better spatial resolution
than EEG and contains high-frequency signals associated with popula-
tion-spiking activity around the electrode (Kayser et al., 2007; Ray
et al., 2008; Ray & Maunsell, 2011). Furthermore, in animal models
we can simultaneously record ECoG signals from widespread cortical
regions using chronically implanted electrodes (Nagasaka et al.,
2011). These advantages enable us to explore the repetition-number
effect that is potentially overlooked with other recording modalities.

Materials and methods

All experimental procedures were performed in accordance with the
experimental protocols of the RIKEN Ethics Committee and were in
accordance with the National Institutes of Health Guide for the Care
and Use of Laboratory Animals. All procedures were approved by
the Committee for Animal Experiment at RIKEN (No. H24-2-2-3
(4)) and were in accordance with the National Institutes of Health
Guide for the Care and Use of Laboratory Animals.

Subjects and experimental set-up

Two macaque monkeys, identified as C (male, 7.5 kg) and Q (male,
8.8 kg), were used in the experiments after brain magnetic reso-
nance images (MRIs) were acquired. Before the monkeys were
implanted with subdural ECoG electrodes, they were familiarized
with the monkey chair and experimental settings. The monkeys sat
in a primate chair in a dark, electrically shielded and sound-attenu-
ated chamber with their head fixed in a position with a custom-made
helmet. For auditory stimuli, we positioned a pair of audio speakers
(Fostex, Japan) on the right and left sides, at a distance of ~ 80 cm
from the head. We used MATLAB� (Mathworks, Natick, MA,
USA) and Psychophysics Toolbox (Brainard, 1997; Pelli, 1997) to
present auditory stimuli.

Electrode implantation

Subdural electrodes were surgically implanted. The monkeys were
anesthetized by administration of atropine (0.05 mg/kg, intramuscu-
lar), ketamine (5 mg/kg, intramuscular) and pentobarbital (20 mg/
kg, intravenous). Throughout surgery we monitored the heart rate,
blood pressure, body temperature, SpO2 (peripheral capillary oxygen
saturation), and reflex response to noxious stimulation, adjusting the
dose of pentobarbital accordingly. In the subdural space we chroni-
cally implanted a customized multichannel ECoG electrode array
(Unique Median, Japan; Nagasaka et al., 2011), embedded with 2.1-
mm-diameter platinum electrodes (1-mm diameter exposed from a
silicone sheet). The center-to-center inter-electrode distance was
5 mm. Both monkeys were implanted with 128 ECoG electrodes, a
reference electrode in the subdural space and a ground electrode in

the epidural space above the right hemisphere (the reference and
ground electrodes were 5-mm 9 10-mm rectangular platinum
plates). To localize the electrodes, we acquired post-operative X-ray
images and co-registered them with the MRIs (Fig. 1A). We manu-
ally identified the location of each electrode by projecting the elec-
trodes in the X-ray images onto the cortical surface reconstructed
from the MRIs. In Fig. 1A we depict implanted electrodes on the
dorsal and ventral surfaces with tilted orientations to indicate the
cortical curvature of those areas. For monkey Q, 10 electrodes are
shown beneath the orbitofrontal cortex outside the cortical boundary.
Colors represent the grouping of the electrodes for Table 1. We
roughly classified the electrodes into six groups, e.g. three groups in
the frontal lobe (prefrontal cortex, orbitofrontal cortex and pre-motor
cortex), parietal cortex, temporal cortex and occipital cortex, based
on the electrode locations relative to anatomical landmarks. Note
that we classified the electrodes into six groups to concisely summa-
rize the results shown in Fig. 3, and thus the classification may not
be strictly correct. For example, we classified some electrodes on
the anterior bank of the central sulcus (presumably on the primary
motor cortex) into the group ‘pre-motor cortex’.

Stimulus design and data acquisition

ECoG signals were recorded while the monkeys were passively
exposed to the auditory stimulus sequences (passive condition),
which is a typical condition in human subjects studies of MMN. We
used two types of auditory stimulus sequences: a roving-oddball
sequence (Baldeweg et al., 2004; Haenschel et al., 2005; Garrido
et al., 2009; Costa-Faidella et al., 2011; Schmidt et al., 2012) and a
control sequence. In the roving-oddball sequence, trains of pure
tones of the same pitch separated by a fixed inter-tone interval were
presented without any inter-train interval, and each train was fol-
lowed by another train of tones that differed in pitch (Fig. 1B). The
number of tones in each train was 3, 5 or 11, and we used 20 kinds
of pure sinusoidal tones of 64 ms duration, including a 7-ms rise
and a 7-ms fade time, separated by 1/4 octave, in the range 250–
6277 Hz (average intensity 65 dB SPL). Thus, each roving-oddball
sequence contained 3 9 20 trains of pure tones. The order of the
frequency for the trains was randomized within each block of 20
trains so that a train of a certain frequency was separated from
another train of the same frequency by 19 trains of other frequen-
cies, on average. Then, the order of the tone number for the trains
was pseudo-randomly defined. We took the last tone in the train of
n repetitions (n = 3, 5, 11) and the first tone in the subsequent train
as a pair of Standard and Deviant stimuli for the condition of n-
repetitions. Thus, theoretically, once a given stimulus served as
Standard, the stimulus appeared as Deviant after 19 9 (3 + 5 + 11)/
3 = 120 tones (~ 60 s) and once a given stimulus served as a Devi-
ant, the stimulus appeared as a Deviant after 20 9 (3 + 5 + 11)/
3 = 127 tones (~ 64 s; inter-deviant time interval, IDI), on average.
Note that this holds true for almost all Deviants regardless of the
number of tones in the preceding train or the condition. Figure 1C
shows the distributions of IDIs in the actual dataset. For the first
presentation of each stimulus in one session, we counted the number
of tones preceding the stimulus. The distributions of IDIs were not
significantly different across the conditions (one-way ANOVA,
P = 0.043, F2 = 3.14, but no paired comparisons reached the crite-
ria of significance in the post hoc two-sided tests with Bonferroni
correction for monkey C; P = 0.20, F2 = 1.64 for monkey Q). Fig-
ure 1D shows the distributions of the magnitude of pitch differences
between Standard and Deviant stimuli. They were not statistically
significantly different among the conditions in either monkey
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(0.4 < P, F2 < 1). Therefore, the difference in the cortical activity
across the conditions cannot be attributed to the difference in pitch
between Standard and Deviant stimuli. To balance the number of
Standard and Deviant stimuli, we added one tone differing in pitch
from the last train at the end of the sequence, resulting in 381 tones
in one roving-oddball sequence. The stimulus onset asynchrony was
503 ms and the overall probability of each tone in one
sequence was ~ 5% (19/381). As a control sequence we adopted the
many-standards condition (Jacobsen & Schroger, 2001; Farley et al.,
2010; Fishman & Steinschneider, 2012). We presented the 20 types
of pure tones comprising the roving-oddball sequence with the same
stimulus onset asynchrony as the oddball sequence in the pseudoran-
dom order so that the overall probability of each tone in the control
sequence was equal to that in the roving-oddball sequence (5%). We
considered all tones in the control sequence as Controls. The starting
time of each stimulus sequence and ECoG signals were recorded at
1 kHz by using a Cerebus Data Acquisition System (Blackrock
Microsystems, Salt Lake City, UT, USA).
Experimental data were obtained over 5 and 4 days for monkey C

and monkey Q, respectively. We presented one control sequence
and/or four oddball sequences in one experimental session. In total,
we recorded ECoG signals for six sessions in each monkey. When
we conducted more than two sessions in 1 day, the sessions were
separated by 30 min during which time the monkeys performed
another experiment involving a fixation visual stimuli task. When
we collected the data for the present study, the display for the fixa-

tion task was turned off and the equipment to deliver the reward
was removed.

Data analysis

Pre-processing and transformation into the time–frequency domain

We removed 50-Hz line noise from the continuous ECoG data in
each channel using the multi-taper method implemented as a
MATLAB� function (rmlinesc.m) in an open-source Chronux Tool-
box (http://chronux.org; Mitra & Bokil, 2008) and resampled the
data to 500 Hz. From the cleaned continuous data, we extracted
1709-ms epochs beginning 503 ms before the onset of the Standard
for the roving-oddball sequence and 1208-ms epochs beginning
503 ms before the stimulus onset for the control sequence. We re-
referred the signals with respect to the median across all electrodes
at each time point. We extracted 1006-ms epochs starting 503 ms
before each stimulus onset and defined each epoch as one trial, for
Standard, Deviant and Control, respectively. For event-related poten-
tial (ERP) analysis, we corrected the baseline by subtracting the
mean across time points then averaged the signal across trials.
Figure 2A (right panel) shows an example of ERPs recorded from
one electrode on the temporal cortex (left panel).
We examined the effect of repetition number in the time–fre-

quency domain to take advantage of the property that ECoG signals
contain high-frequency activity (> 80 Hz) associated with spiking

Table 1. Number n of electrodes showing significant MMA

Monkey C Monkey Q

Rep3 Rep 5 Rep 11 Rep 3 Rep 5 Rep 11

n Prop n Prop n Prop n Prop n Prop n Prop

Prefrontal 3 0.27 1 0.09 7 0.64 11 0.61 7 0.39 14 0.78
Orbitofrontal 0 – 0 – 0 – 5 0.50 5 0.50 10 1.00
Pre-motor 14 0.42 14 0.42 19 0.67 11 0.37 9 0.33 16 0.53
Parietal 4 0.33 6 0.5 8 0.67 1 0.08 0 0 7 0.54
Temporal 17 0.43 21 0.53 22 0.55 11 0.44 14 0.56 16 0.64
Occipital 4 0.13 4 0.13 1 0.03 1 0.03 8 0.25 12 0.38

Prop, n as a proportion of the total number of the electrodes in each area. For monkey C, no electrode was classified in the orbitofrontal cortex.
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Fig. 1. Experimental design. (A) Locations of the 128 subdural electrodes in each monkey. In monkey Q, 10 electrodes were located under the orbitofrontal
cortex. Colors indicate the groups of electrodes defined in Table 1. (B) Schematic of the roving-oddball sequence. One sequence consisted of 60 trains of pure
tones (20 frequencies 9 3 types of repetition number). We took the last tone in each train of n-tones (n = 3, 5 or 11) and the first tone of the subsequent train
as a pair of Standard and Deviant stimuli for the condition of n-repetitions. (C) Distribution of the IDI (see Methods). (D) Distributions of the pitch differences
between Standard and Deviant stimuli. In (C) and (D), purple, green and yellow lines indicate the 3-, 5- and 11-repetitions conditions respectively. Std, Stan-
dard; Dev, Deviant.
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activity of the population near the electrode (Kayser et al., 2007;
Ray et al., 2008; Ray & Maunsell, 2011). We estimated the spectro-
gram using the multi-taper method, where a half-bandwidth (W) is
defined by W = (tp + 1)/2T, with tp and T being the number of
tapes and the size of the time window in s (Mitra & Bokil, 2008).
We used tp = 2 and T = 0.18 s, resulting in a half-bandwidth of
8.3 Hz. We estimated the time-course of the spectral power by slid-
ing the time-window by 4 ms. We obtained a single-trial estimate of
the power spectrogram up to 150 Hz. The number of trials was
1440 each for Standard and Deviant (480 for each condition) and
480 for Control. In each trial, we subtracted the median across time
at each frequency point to remove the overall trend in each trial.
We then normalized the power with z-score transformation at each
frequency point, using the median and interquartile range across all
time points of the Standard, Deviant and Control stimuli. Figure 2B
shows example spectrograms for Standard (left panel) and Deviant
(right panel) trials after normalization. We normalized the Standard,
Deviant and Control trials using the same values (the median and
interquartile range across all the time-points in all trials) to avoid a
bias potentially inherent in the normalization techniques with a pre-
stimulus baseline period. If any pre-stimulus modulation exists and
if such a modulation is specific to one experimental condition, the
normalization procedure with pre-stimulus baseline would cause an
artificial difference across the conditions, which could affect the
comparison of the strength of the response across the conditions
(see next section on MMA). We avoided this potential artifact by
calculating a z-score for all conditions.

MMA and response to Standard and Deviant stimuli

In each condition and for each electrode, we assessed the signifi-
cance of the difference between the Standard and Deviant trials
using the cluster-based correction for multiple comparisons (Maris
& Oostenveld, 2007). This cluster-based analysis allowed us to
determine significant differences without any assumption about the
time–frequency distribution of the cortical activity. We subtracted
the normalized power in Standard trials from that in Deviant trials
at each time and frequency point and calculated the median across
the trials (see example in Fig. 2C, left panel), which we abbreviated
to DS0. We generated the null distribution of the difference by shuf-
fling a half of the Standard and Deviant trials (240 = 480/2) 1000
times, which we abbreviated DSi (i = 1 . . . 1000). At each time and
frequency point in the 300-ms epoch just after stimulus onset, we
transformed DSi (i = 0 . . . 1000) into a z-score, using the median
and interquartile range across 1001 samples. Then, we corrected for

multiple comparisons over time and frequency using a nonparamet-
ric cluster-based method (Maris & Oostenveld, 2007). In each DSi,
we gathered all time and frequency points with z-scores correspond-
ing to P-values < 0.025 or > 0.975 into one cluster based on adja-
cency in time and frequency, and calculated cluster-level statistics
by considering the sum of the z-scores within each cluster. We took
the smallest or largest cluster-level statistics as a representative value
of DSi. We regarded DS0 as significant when the cluster-level statis-
tics of DS0 were in the top or bottom 2.5% of the cluster-level
statistics of DSi (i = 1. . .1000). An example of a significant cluster
is shown in Fig. 2C (right panel). We obtained empirical P-values
by taking the proportion of the samples with larger or smaller clus-
ter-level statistics than SD0. When we identified electrodes with sig-
nificant MMA, we additionally corrected for multiple comparisons
with the false-discovery rate (FDR) at q = 0.05 (Benjamini & Hoch-
berg, 1995) across electrodes and conditions. We examined both sig-
nificant increment and significant decrement in power in Deviant
trials compared with Standard trials and found that the decrement in
power did not survive the FDR correction in any electrodes and in
any conditions. Thus, we conducted the following analysis on the
strengths of MMA and of the response to Standard and Deviant
stimuli only for electrodes with a significant increment in Deviant
trials in any one condition.
To quantify the strength of MMA, we defined the region of inter-

est in the time–frequency space for each electrode as all the time–
frequency points incorporated in any significant cluster for the three
conditions. Within the region of interest, we calculated the sum of
the difference in the normalized power between Standard and Devi-
ant trials in each pair of the trials and for each condition. We also
quantified the strength of the responses to Standard and Deviant
stimuli by calculating the sum of the normalized power within the
region of interest in Standard and Deviant trials within each condi-
tion. We assessed the repetition number effect on the strength of
MMA and the strength of the response to Standard and Deviant
stimuli, using Friedman’s test (a = 0.05) with FDR correction
(q = 0.05) and a post hoc two-sided sign test (a = 0.05) at the pop-
ulation level (across the electrodes) and at the single-electrode level.

Responsiveness to Deviant and Control stimuli

To further examine the effect of the stimulus repetition on the cortical
response to Deviant stimuli, we assessed the responsiveness of each
electrode to Deviants, and to the Control stimuli that were physically
identical to Deviant stimuli but presented without preceding repeti-
tion. We defined the ‘responsiveness’ based on whether or not a sig-
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nificant power increase or decrease occurred in comparing the spec-
tral powers before and after the stimulus onset. We compared the
post-stimulus activity in the 0.3-s epoch just after stimulus onset (75
time-points) to the baseline matrix. To generate the baseline matrix,
we first calculated the mean normalized power for the 0.05 s just
before stimulus onset at each frequency point in each trial, resulting
in one vector for each trial. We then created a matrix copying the
vector 75 times and took the resultant matrix as a baseline matrix of
each trial. We made the baseline matrix of the same size as the post-
stimulus activity so that we could conduct cluster-based analysis that
allowed us to compare the cortical activity before and after the stimu-
lus onset without any assumptions regarding the time and frequency
distribution of the auditory response (see Data analysis subsection
MMA above for details on the cluster-based analysis). We calculated
the difference of the normalized power at each time and frequency
point between the post-stimulus and baseline matrix and assessed the
significance by generating the null distribution (N = 1000).

Results

Repetition-number effect on the distribution of MMA

First, we defined which electrodes showed MMA for each condition
and examined the repetition-number effect on the spatial distribution
of MMA. Figure 2 shows an example of the response to the Stan-
dard and Deviant (B) and MMA (C) in the time–frequency domain.
Because the decrement in the spectral power did not survive FDR
correction in any electrodes and in any conditions, hereafter we refer
to the significant increment in the spectral power in Deviant trials
compared with Standard trials as MMA.
We observed a facilitative effect of stimulus repetition on the dis-

tribution of MMA. As the number of stimulus repetitions increased,
MMA was observed in more widely distributed cortical regions and
the MMA of each electrode became statistically robust. Figure 3
summarizes the effect of the stimulus repetition on the distribution
of the electrodes with MMA (A and D), the proportion of the elec-
trodes with MMA (B and E) and the time–frequency pattern of
MMA as a population (C and F). When the stimulus was repeated
three times (the rep 3 condition, top panels in A and D), MMA
occurred mainly in the electrodes on the temporal cortex and addi-
tionally in the dorsal part of the frontal cortex, although they were
sparse in monkey C. When the stimulus was repeated 11 times (the
rep 11 condition, bottom panels in A and D), MMA in the frontal
cortex became statistically stronger (larger circles in bottom panel
compared with smaller circles in the top panels of Figs 3A and D)
and MMA emerged in more electrodes, spreading over the dorsal
and ventral part of the premotor cortex and around the intraparietal
sulcus in both monkeys.
As expected from these observations, the proportion of electrodes

with MMA increased as a function of repetition number (Figs 3B
and E). The proportions of the electrodes with MMA were 33, 36
and 45% in monkey C and 31, 34 and 59% in monkey Q, for each
repetition number or condition. Table 1 shows the number of the
electrodes with MMA in each cortical area (see the color code in
Fig. 1A). As shown in the inset below the panel for the 11-repeti-
tions condition described in Figs 3C and F, MMA as a population
was in the range 0–0.2 s after the stimulus onset and peaked at
~ 0.1 s in both monkeys, which is compatible with previous studies
of MMA in primates (Javitt et al., 1992, 1994, 1996; Gil-da-Costa
et al., 2013). MMA in the time–frequency domain comprised two
components. One was in the low-frequency range below ~ 30 Hz
and another was in the high-frequency range > 80 Hz. In mon-

key Q, MMA that was observed in the lower frequency range in the
3-repetitions condition (Fig. 3F, top panel) disappeared in the 5-
repetitions condition (Fig. 3F, middle panel), because the cluster
with the strongest statistical power shifted from the low- to high-fre-
quency component in the electrodes with MMA in the 3-repetitions
condition. We also examined the effect of repetition number on
ERPs by the same cluster-based method used in the frequency
domain analysis, but we did not discern a coherent pattern that was
consistent between the monkeys (data is not shown).

Repetition-number effect on the strengths of MMA and of the
responses to Standard and Deviant stimuli

Next, we investigated the effect of stimulus repetition on the
strength of both MMA and the response to Standard and Deviant
stimuli, focusing on the electrodes that showed significant MMA in
any one of the conditions (78 electrodes for monkey C and 89 elec-
trodes for monkey Q). For each electrode, we quantified 3 measures
in each condition (see Data analysis subsection MMA above for
details) and compared them across the conditions at the single-elec-
trode and population levels.
We observed a significant increment in MMA that was mainly

due to an augmentation of the response to Deviant stimuli rather
than to an attenuation of the response to Standard stimuli.
Figures 4A and B shows an example of the response to Standard
and Deviant stimuli, and the difference between them (Fig. 4C) in
each condition. As for ERPs (Fig. 4A, middle and bottom panels),
only the 11-repetitions condition (yellow lines) showed differences
from the other conditions (i.e., in the peak ~ 50 ms in Standard tri-
als and in the late component after 150 ms in Deviant trials), and
these were slight. ERPs in the 3- (light gray lines) and 5-repetitions
(dark gray lines) conditions were nearly the same in Standard and
Deviant trials. On the other hand, in the time–frequency domain
(Figs 4B and C) we observed that the high-frequency component
above 70–80 Hz that was observed ~ 100 ms after stimulus onset
become stronger with increase in the number of stimulus repetitions,
both in the response to Deviant stimuli (Fig. 4B, right column) and
in the difference between Standard and Deviant trials (Fig. 4C). In
this example electrode, the low-frequency component was refractory
to the number of repetitions. We observed a similar trend for the
repetition-number-sensitive high-frequency component and less sen-
sitive low-frequency component in several electrodes on the tempo-
ral cortex of both monkeys. Outside the temporal cortex we did not
detect a similar frequency-dependent sensitivity that was specific to
a region or consistent between the monkeys.
Figure 5 provides a summary of the relationship between the num-

ber of the stimulus repetitions and the strength of MMA (C and F),
the response to Standard (A and D) stimuli, and the response to
Deviant (B and E) stimuli in each monkey. As expected, in the popu-
lation-level analysis (panel i in Figs 5C and F), MMA became larger
with the increase in the number of repetitions in both monkeys
(Friedman’s test, P < 0.0001 in both monkeys, which survived FDR
correction conducted across MMA and the responses to Standard and
Deviant stimuli; q = 0.05). At the single-electrode level (panel ii), an
effect of repetition number was observed (P < 0.05) in 20 and 42
electrodes for monkey C and for monkey Q, respectively. Among
them, five and seven electrodes survived FDR correction (q = 0.05,
represented by black lines in panel ii and black markers in panel iii).
Likewise, the strength of the response to Deviant stimuli increased as
a function of repetition number at the population level (panel i in
Figs 5B and E, P < 0.0001 in both monkeys, which survived FDR
correction) and in 10 and 36 electrodes (P < 0.05) for monkey C
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and monkey Q, respectively. Three and eight electrodes, respec-
tively, survived FDR correction (panels ii and iii in Figs 5B and E).
Note that we observed some electrodes on the temporal cortex that
showed statistically robust increments of response to Deviant stimuli
in both monkeys (black triangles in panel iii of Figs 5B and E). As
for the response to Standard stimuli, the repetition-number effect was
significant (P < 0.0001) at the population level in monkey Q (panel i
in Fig. 5A) but not in monkey C (P > 0.05, panel i in Fig. 5D),
although we observed a trend for a decrement in response at several
electrodes with the increase in the repetition number. Eleven and
twelve electrodes showed the repetition-number effect (P < 0.05) for
monkeys C and Q, respectively, but none of them survived FDR cor-
rection (panel ii and iii in Figs 5A and D).
We designed the roving-oddball sequence so that the distributions

of IDI were similar across Deviant stimuli after 3, 5 and 11 repeti-
tions (Fig. 1C). To further confirm that larger responses to Deviant
stimuli after more repetition were not due to the longer IDI and thus
weaker SSA, we investigated the effect of IDI on the response
strength to Deviant stimuli by calculating their correlation coefficient
on a single-trial basis for each electrode (Fig. 6A). The length of
IDI had little effect on the response strength, i.e. correlation coeffi-
cients were nearly zero in most electrodes (see the absolute values
in Fig. 6). Taking the correlation coefficient as a measure for the
effect of IDI, we also found that the IDI effect did not coincide with
the facilitative repetition-number effect (Fig. 6B). While we
observed the repetition-number effect in the electrodes on the tem-
poral cortex in both subjects (triangles in Figs 5B and E), the rela-
tively larger IDI effects were outside the temporal cortex (larger
circles in Fig. 6C). We performed the same analysis for the time

interval between Deviant and the latest presentation as Standard for
a given stimulus and obtained similar results (data is not shown).
Thus, we concluded that the stronger response to Deviant stimuli
after more repetitions could not be attributed to SSA.

Repetition effect on cortical responsiveness

As shown in Fig. 3, we observed a spread of MMA as repetition
number increased that involved a wide range of cortical regions. This
raised the possibility that a sufficiently high number of repetitions
can lead to activation of cortical regions that are not activated by
auditory stimuli when they are presented with few or no preceding
repetitive presentation of one stimulus. To test this, we examined the
responsiveness of each electrode to Deviant stimuli and Control stim-
uli presented in random order without repetition (a schematic of the
control sequence is shown in Fig. 7A), comparing the spectral pow-
ers before and after stimulus onset. We defined the electrodes that
displayed a significant increment (Fig. 7) or decrement (Fig. 8) in
spectral powers as ‘responsive’ electrodes. Note that we defined the
responsiveness for Deviant and Control stimuli separately.
Figures 7B and D demonstrates which electrodes yielded a signif-

icant increment in the spectral power when the stimuli were pre-
sented as Control (panel i) and as Deviant (panels ii, iii and iv).
Figs 7C and E (left panels) show the distribution of the electrodes
with an increment in power to Deviant stimuli in at least one of the
conditions, but not to Control stimuli (34 and 26 electrodes in mon-
keys C and Q, respectively). The electrodes responsive specifically
to Deviant stimuli were observed over the dorsal part of the frontal
cortex and the anterior part of the superior temporal gyrus in both
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monkeys. The electrodes around the intraparietal sulcus showed a
similar trend, although they did not survive the correction for
multiple comparisons (FDR correction, q = 0.05) in monkey Q
(gray circles in panel iv of Fig. 7D). The effect of repetition
on responsiveness was most prominent when we compared the
11-repetitions condition (panel iv) with Control (panel i). Fifty-one
and forty-six electrodes elicited a significant power increment to
Deviant stimuli in the 11-repetitions condition, while 27 and 30
electrodes responded to Control for monkey C and for monkey Q,
respectively. In monkey C, a repetition effect was also observed in
the 3- and 5-repetitions conditions. A significant power increment
was observed in 45 (3-repetitions) and 42 (5-repetitions) electrodes.
In monkey Q, a repetition effect was not clear in the 3- or 5-repeti-
tions conditions. Thirty-four electrodes showed an increment in the
power (P < 0.025) in each condition, and 28 and 27 electrodes sur-
vived FDR correction in the 3- and 5- repetitions conditions, respec-
tively. Figure 7F shows an example of the responses to Control and
Deviant stimuli in each condition as recorded from one exemplar
electrode on the frontal cortex (represented by a yellow circle with
red edge in Fig. 7E). The left panel of Fig. 7F shows ERPs for
Control and Deviant stimuli in the example electrode.
We also observed decrements in spectral power specific to Devi-

ant stimuli (Fig. 8), although we could not discern a coherent
pattern in the spatial distribution or repetition-number effect that
was consistent between monkeys. The number of electrodes with a
significant power decrement to Control and Deviant stimuli were 9,
10, 11 and 14 in monkey C and 12, 29, 23 and 21 in monkey Q. In
each monkey, electrodes 17 and 33 showed a power decrement

specifically to Deviant stimuli. These electrodes were scattered over
the cortex; areas included the occipital and temporal cortices, the
ventral premotor cortex and the area around the inferior parietal
sulcus. The decrement in power started ~ 0.2 s after stimulus onset
(right panel in Figs 8B and D), which is after MMA. Thus, the
decrement in the power in these electrodes might be the result of
MMA, which may influence cognitive functions (e.g., shift of atten-
tion, elevated arousal level) following change detection.

Discussion

The present study constitutes the first report on the stimulus-repeti-
tion effect on MMA and on the responses to Standard and Deviant
stimuli, as determined by intracranial recording across cortical
regions. In the time–frequency domain we found that, as the number
of auditory stimulus repetitions increased, the cortical regions
exhibiting MMA become more widely distributed. In addition,
MMA became enhanced as a function of the number of stimulus
repetitions, which was mainly due to augmentation of the response
to Deviant stimuli. We also observed a small attenuation of the
response to Standard stimuli. Additional analysis revealed that the
stronger response to Deviants after more repetitions could be not
explained by either the length of IDI or the time interval between
Deviant and the latest presentation of Standard. Thus, we conclude
that the facilitative repetition-number effect observed on the
response to Deviant stimuli cannot be attributed to SSA. We further
found that a subset of the electrodes outside the temporal cortex
yielded a significant power increment only when the stimuli were
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presented after sufficient repetition of one stimulus. Below,
we will discuss our results with regard to previous findings, and
the implications of our study to the current theoretical models of
MMN.

Effect of the repetitive presentation of one stimulus

The present results seem compatible with the proposal by Javitt
et al. (1996) that repetitive presentation of a stimulus enhances the
response to different stimuli (e.g., Deviant). Literature on how the
repetitive presentation of one stimulus affects processing of another
stimulus is sparse. Several studies have demonstrated that intensive
exposure to one stimulus leads to a decrement in the response to
the adaptation or repetition stimulus (SSA) and reorganization of
the stimulus-tuning properties in AI (Condon & Weinberger, 1991;
Ulanovsky et al., 2003; Parto Dezfouli & Daliri, 2015), primary
visual cortex (Dragoi et al., 2000; Ghisovan et al., 2009) and MT
(Kohn & Movshon, 2004). Additionally, some of these studies have
reported an increased response to different stimuli (Dragoi et al.,
2000; Ulanovsky et al., 2003). However, in these studies the adap-
tation stimulus was presented more than several hundred times or
continuously over tens of seconds. Thus, their findings are not rele-
vant to mechanisms underlying MMN–MMA. The present study
demonstrates that 11 consecutive presentations of one stimulus is
sufficient to facilitate the response to different stimuli at the neural
population level, suggesting that there is a facilitative effect that
serves as a neural mechanism for MMN–MMA. Although specula-

tive, the repetition of one stimulus might induce short-term plastic-
ity in synaptic efficacy in intrinsic and corticocortical circuits
(Garrido et al., 2009), priming the brain to be more responsive to
stimuli other than the repeated one. Potential physiological mecha-
nisms such as whether such plasticity occurs in a neuron-specific
manner, as proposed by Javitt et al. (1996), remain to be investi-
gated. One weakness of the present study is that the number of the
repetitions and IDI co-varied. We concluded that the repetition-num-
ber effect could not be attributed to SSA because the IDI distribu-
tions were similar across conditions when we focused on stimuli
with the same frequencies. However, if deviants exert a forward
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suppressive effect on the cortical response regardless of the stimulus
feature, the stronger deviant response after more repetition might be
due to a longer IDI. A future study with a control sequence in
which only the deviants are presented with the same IDIs as the
roving-oddball sequence might be useful for testing this possibility,
although we need to take into account the effect of the temporal
predictability of the stimuli. In such a control sequence, stimulus
presentation timing is unpredictable whereas in the roving-oddball

sequence the stimuli are presented on a fixed-time interval and are
thus temporally predictable.

Repetition effect in the temporal cortex

Our finding of repetition-number sensitivity in the temporal cortex
comports with previous findings that neurons in the temporal cortex,
specifically in AI, are sensitive to the presentation probability of
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each stimulus in stimulus sequences (Ulanovsky et al., 2003; von
der Behrens et al., 2009; Farley et al., 2010; Taaseh et al., 2011),
or to the periodicity embedded in the sequence (Yaron et al., 2012).
Using subdural electrodes we demonstrated that the net activity of
the neuronal populations residing in the temporal cortex can be
modified by the statistical structure of the auditory stimulus
sequence, similarly to neurons in AI, although the context of the
effect in this study was opposite to the context in these previous
works. While we found a context-dependent facilitative effect on the
auditory response, the effect of the context emerged as suppression
in the earlier studies. Given that AI is buried within the lateral sul-
cus in macaque monkeys, the activity observed at the electrodes on
the temporal cortex is not likely to arise from AI. Subdural elec-
trodes on the cortical surface, as in our study, cannot sample much
signal from AI. Use of smaller and denser electrode arrays (Viventi
et al., 2011) would be helpful in examining which cortical regions
contain a neuronal population that displays a stronger response to a
Deviant stimulus when the preceding stimulus is repeated more
times.

Possible factors explaining the discrepancies of this study
from the previous studies in humans

Our results differed in several aspects from the findings of previ-
ous studies combining the roving-oddball sequence and EEG
recording in human subjects (Baldeweg et al., 2004; Haenschel
et al., 2005; Garrido et al., 2009; Costa-Faidella et al., 2011; Sch-
midt et al., 2012). In previous studies, a repetition-number effect
on the response to Standard stimuli, and/or on MMN, has been
consistently demonstrated, while an effect on the response to Devi-
ant stimuli was either not observed (Haenschel et al., 2005; Costa-
Faidella et al., 2011) or was weaker than the effect on the
response to Standard stimuli (Baldeweg et al., 2004). For instance,
in Baldeweg et al. (2004) the effect of the response to Deviant
stimuli only became clear when the stimulus was repeated at least
18 times. In contrast we observed a remarkable effect on the
response to Deviants after 11 preceding repetitive stimuli, and the
repetition-number effect on the response to Standard was less
robust. Below we deliberate on the possible factors that may
explain these discrepancies.
Our observation of repetition-number effects on the response to

Deviant stimuli, contrary to all previous studies except that of Bal-
deweg et al. (2004), may be due in part to differences in the record-
ing modality. We recorded cortical activity with subdural electrodes
while the previous studies used scalp electrodes. Recording with
subdural electrodes can more specifically sample neural activity
generated by the neuronal populations localized near the electrodes
(~5 mm2), a spatial resolution that cannot be attained by recording
with scalp electrodes (Crone et al., 2006; Buzsaki et al., 2012).
Indeed, a blurring or smearing effect of the skull has been repeat-
edly reported (Srinivasan et al., 1996, 1998; van den Broek et al.,
1998; Wolters et al., 2006) and EEG is thus considered to reflect
net neural activity, i.e. the mixture of the signals coming from func-
tionally divergent neuronal populations across cortical regions over
10 cm2 (Srinivasan et al., 1998). Thus, the signal of a small number
of populations showing the repetition-number effect on the response
to Deviant stimuli can be masked by the activity of other popula-
tions in the signal recorded from scalp electrodes.
Differences in the analytic approach between studies may also

have a substantial impact. ERPs are much more reflective of low-
frequency signals than higher ones. In extracellular field potentials,
such as those in EEG and ECoG, the magnitude of spectral power

scales as 1/fn with n = 1–2 (Pritchard, 1992; Miller et al., 2009).
Calculation of ERPs does not include normalization procedures that
cancel out the 1/fn power scaling effect, thereby rendering low-fre-
quency signals dominant. In contrast, spectrograms, such as those in
this study, are generated by decomposition into and normalization at
each frequency point, which enabled us to investigate activity in the
high-frequency range (Fig. 4) and led to the finding of repetition-
number sensitivity of the response to Deviant stimuli. Therefore, the
absence of the repetition-number effect on the response to Deviants
in the early studies might be due to the combination of scalp elec-
trodes and analysis in ERPs.
While analysis of ERPs is not relevant for high-frequency signals,

it can reveal other aspects of cortical evoked activity aside from
changes in spectral powers, which may underlie discrepancies
between studies concerning the repetition-number effect on the
response to Standard. Importantly, neural events that are irrelevant
to spectral-power changes presumably had a major effect in previous
studies but were not statistically robust in our analyses. ERPs can
be generated by spectral power changes and/or reset of the ongoing
oscillatory activity such as the alpha and theta oscillations (Makeig
et al., 2002; Fell et al., 2004; Fuentemilla et al., 2006, 2008), which
is observable in analysis of phase synchronization across trials.
Moreover, a prior EEG study has demonstrated that MMN in the
scalp frontal electrodes arise from a combination of power changes
and phase reset of low-frequency signals (Fuentemilla et al., 2008).
Thus, the amplitude of MMN in the scalp frontal electrode is likely
to depend on both the strength of power changes and phase reset.
We therefore might have underestimated the repetition-number effect
on the response to Standard stimuli, because we focused our analy-
sis on spectrograms that represent only the spectral power changes.
Additionally, the cluster analysis (Maris & Oostenveld, 2007) we
adopted detected only one component that yielded a statistically
most robust difference between Standard and Deviant trials in the
spectrogram. Thus, it is possible that we have overlooked compo-
nents showing response attenuation to Standard stimuli with the
increase in the number of repetitions.
We also need to consider the possibility of species differences.

Several studies have discussed the similarities of MMN-like activity
in non-human primates to MMN in humans (Javitt et al., 1992;
Ueno et al., 2008; Gil-da-Costa et al., 2013; Komatsu et al., 2015),
but they were different between species when examined using an
oddball sequence with more abstract stimulus features (Honing
et al., 2012). Further studies in non-human primates involving more
subjects and analysis using the grand-average ERP across subjects,
with special focus on a specific ERP component, as in studies in
humans, would be helpful in settling this issue.

MMA in the frontal cortex

We observed a repetition-number effect on MMA both inside and
outside the temporal cortex. With the increase in the repetition num-
ber, MMA occurred in more widely distributed electrodes on the
frontal and parietal cortices. These regions contained electrodes that
yielded a spectral power increment only after sufficient repetition of
one stimulus. Considering these finding in conjunction with the
observation that the response to Deviant stimuli in the temporal cor-
tex grew as a function of repetition number, the most straightfor-
ward interpretation of these data is that only when a stimulus was
repeated sufficiently was the response of the temporal cortex to a
Deviant stimulus vigorous enough to trigger a cascade of corticocor-
tical interactions resulting in a widely distributed MMA involving
the frontal and parietal cortices. The idea that the frontal cortex is
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driven by Deviant stimuli only when the preceding stimulus is
repeated many times comports with the finding by Sato et al. (2000)
that the frontal MMN generator becomes active only when the prob-
ability of the Standard was sufficiently high (> 90%) in the oddball
sequence.
Frontal cortex involvement in MMN has been suggested by other

studies with different analytic methods and/or recording modalities
(Giard et al., 1990; Deouell et al., 1998; Muller et al., 2002; Mol-
holm et al., 2005; Boly et al., 2011) but, within the large body of
literature concerning MMN, studies showing frontal MMN are in
the minority (Deouell, 2007). This might be partially because of
insufficient repetition number. Although we have speculated that the
frontal cortex is a downstream component of corticocortical cas-
cades, the precise role of the frontal cortex in MMN generation
remains an open question. Garrido et al. (2009) suggested that
changes in synaptic efficacy through repetition within AI, and
between AI and another region, underlies MMN. The frontal cortex
might be involved in such plastic changes of corticocortical connec-
tivity. Further analysis to estimate the functional and directional
connectivity measures among the electrodes would reveal dynamic
changes both in bottom-up and top-down signal flow involving the
frontal cortex and provide new insights into the functional role of
the frontal cortex in the generation of MMN.

Implications for existing models of MMN

The aim of the present study was to test the stimulus-repetition
effect proposed by Javitt et al. (1996). While we do not intend to
commit to or challenge any theoretical models for MMN in humans
based on our findings, they do have some potential implications for
improving the current models.
May & Tiitinen (2010) proposed the ‘adaptation model’ of MMN

in which the change-detection mechanism would rely on changes in
synaptic connectivity through repetition, or through adaptation to one
stimulus. They further postulated that MMN is the resultant modifica-
tion of an auditory-evoked response known as N1, which is observ-
able irrespective of context and is associated with the obligatory
processing of auditory signals. Jaaskelainen et al. (2004) provided
evidence in support of this idea in demonstrating the same source of
MMN and N1 in the human auditory cortex. Several recent studies
have explored deviant-specific neuronal activity other than the obliga-
tory response with combination of the oddball sequence and many-
standards condition, but did not observe such activity in macaque sen-
sory cortices (Fishman & Steinschneider, 2012; Kaliukhovich &
Vogels, 2014) or in the human auditory association cortex (Eliades
et al., 2014). Whether or not the many-standards condition is relevant
for investigating the obligatory auditory response is still debatable.
Practically, however, it allows us to present stimuli physically identi-
cal to the Deviants by maintaining equal probability, but in a different
context. Our finding that a subset of the electrodes on the frontal cor-
tex showed a spectral power increment to Deviant stimuli only after
sufficient repetition of one stimulus suggests the possibility that devi-
ant-specific activity exists outside the sensory cortices. MMN might
be generated by neural mechanisms different from the obligatory
auditory processing and instead involve a wide range of cortical
regions outside the sensory cortex. Thus, while our findings argue for
a significant role of adaptation, they suggest that MMN might be gen-
erated from a neural mechanism that is different from N1 and
involves areas outside the temporal cortex. However, further studies
are required to fill the gaps in human and non-human primate studies.
The adaptation model is often contrasted with the memory-based

(Naatanen et al., 2012) or predictive coding (Friston, 2005) model

of MMN. These models propose that MMN arises through a process
that compares the incoming sensory input with the memory trace of
the Standard stimulus or with a prediction signal endogenously gen-
erated in the brain. The comparison process might be implemented
by the afferent input carrying the information of Deviant stimulus
into a cortical circuit in which synaptic connectivity has already
changed through adaptation. Future studies investigating what neural
phenomena occur during the repetition of a Standard stimulus in
inter-areal signal flows and synaptic efficacy might lead to integra-
tion of the above models.

Conclusions

Our results show that the repetitive presentation of one stimulus
facilitates the response of the brain to the other stimuli, involving
widespread cortical regions such as the frontal and parietal cortices,
thereby implying that the repetitive presentation of one stimulus
primes the brain to deploy more resources to the stimuli breaking
the regularity. The facilitative effect of the stimulus repetition may
contribute to the generation of MMN-like scalp potential in non-
human primates that are expected to be an animal model of MMN
in humans.
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