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Abstract

Increasingly large Genome-Wide Association Studies (GWAS) have yielded numerous vari-

ants associated with many complex traits, motivating the development of “fine mapping”

methods to identify which of the associated variants are causal. Additionally, GWAS of the

same trait for different populations are increasingly available, raising the possibility of refin-

ing fine mapping results further by leveraging different linkage disequilibrium (LD) structures

across studies. Here, we introduce multiple study causal variants identification in associated

regions (MsCAVIAR), a method that extends the popular CAVIAR fine mapping framework

to a multiple study setting using a random effects model. MsCAVIAR only requires summary

statistics and LD as input, accounts for uncertainty in association statistics using a multivari-

ate normal model, allows for multiple causal variants at a locus, and explicitly models the

possibility of different SNP effect sizes in different populations. We demonstrate the efficacy

of MsCAVIAR in both a simulation study and a trans-ethnic, trans-biobank fine mapping

analysis of High Density Lipoprotein (HDL).

Author summary

Genome-Wide Association Studies (GWAS) have successfully identified numerous

genetic variants associated with a variety of complex traits in humans. However, most var-

iants that are associated with traits do not actually cause those traits, but rather are corre-

lated with the truly causal variants through Linkage Disequilibrium (LD). This problem is

addressed by so-called “fine mapping” methods, which attempt to prioritize putative

causal variants for functional follow-up studies. In this work, we propose a new method,

MsCAVIAR, which improves fine mapping performance by leveraging data from multiple

studies, such as GWAS of the same trait using individuals with different ethnic back-

grounds (“trans-ethnic fine mapping”), while taking into account the possibility that

causal variants may affect the trait more or less strongly in different studies. We show in
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simulations that our method reduces the number of variants needed for functional follow-

up testing versus other methods, and we also demonstrate the efficacy of MsCAVIAR in a

trans-ethnic, trans-biobank fine mapping analysis of High Density Lipoprotein (HDL).

Introduction

Genome-Wide Association Studies (GWAS) have successfully identified numerous genetic

variants associated with a variety of complex traits in humans [1–3]. However, most of these

associated variants are not causal, and are simply in Linkage Disequilibrium (LD) with the

true causal variants. Identifying these causal variants is a crucial step towards understanding

the genetic architecture of complex traits, but testing all associated variants at each locus using

functional studies is cost-prohibitive. This problem is addressed by statistical “fine mapping”

methods, which attempt to prioritize a small subset of variants for further testing while

accounting for LD structure [4].

The classic approach to fine mapping involves simply selecting a given number of SNPs

with the strongest association statistics for follow-up, but this performs sub-optimally because

it does not account for LD structure [5]. Bayesian methods that did account for LD structure

were developed [6, 7], but were based upon the simplifying assumption that each locus only

harbors a single causal variant, which is not true in many cases [8]. Additionally, many early

methods required individual-level genetic data, whereas many human GWAS often provide

only summary statistics due to privacy concerns. CAVIAR [8] introduced a Bayesian approach

that relied only on summary statistics and LD, accounted for uncertainty in association statis-

tics using a multivariate normal (MVN) distribution, and allowed for the possibility of multi-

ple causal SNPs at a locus. This approach was widely adopted and later made more efficient by

methods such as CAVIARBF [9], FINEMAP [10], and JAM [11].

There is growing interest in improving fine-mapping by leveraging information from mul-

tiple studies. One of the most important examples of this is trans-ethnic fine mapping, which

can significantly improve fine mapping power and resolution by leveraging the distinct LD

structures in each population [12–14], as seen in methods such as trans-ethnic PAINTOR [15]

and MR-MEGA [16]. Intuitively, the set of SNPs that are tightly correlated with the causal

SNP(s) will be different in different populations, allowing more SNPs to be filtered out as

potential candidates. However, the varying LD patterns also present a unique challenge in the

multiple study setting that trans-ethnic fine mapping methods must handle. Additionally,

while there is evidence that the same SNPs drive association signals across populations [12, 17,

18], there is also heterogeneity in their effect sizes [13, 17, 18], presenting another challenge.

Existing methods either assume a single causal SNP at each locus [16, 19] or do not explicitly

model heterogeneity [15], limiting their power [20].

In this paper, we present MsCAVIAR, a novel method that addresses these challenges. We

retain the Bayesian MVN framework of CAVIAR while introducing a novel approach to

explicitly account for the heterogeneity of effect sizes between studies using a Random Effects

(RE) model. Our method requires only summary statistics and LD matrices as input, allows

for multiple causal variants at a locus, and models uncertainty in association statistics and

between-study heterogeneity. The output is a set of SNPs that, with a user-set confidence

threshold (e.g. 95%), contains all causal SNPs at the locus.

We show in simulation studies that MsCAVIAR outperforms existing trans-ethnic fine

mapping methods [15] and extensions of methods such as CAVIAR [8] to the multiple study

setting. We further demonstrate the efficacy of MsCAVIAR in a trans-ethnic, trans-biobank
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on GitHub: (https://github.com/nlapier2/

MsCAVIAR). Code and instructions to replicate our

results are also available on GitHub: (https://github.

com/nlapier2/mscaviar_replication). The UK

Biobank HDL Cholesterol dataset can be

downloaded from https://broad-ukb-sumstats-us-

east-1.s3.amazonaws.com/round2/additive-tsvs/

30760_raw.gwas.imputed_v3.both_sexes.tsv.bgz.

The Biobank Japan HDL Cholesterol dataset can be

downloaded by accessing http://jenger.riken.jp/en/

result and clicking the "Download" button next to

"High-density-lipoprotein cholesterol (HDL-C)

(autosome)". The 1000 Genomes data was

downloaded by using the following script https://

github.com/gkichaev/PAINTOR_V3.0/blob/master/

PAINTOR_Utilities/CalcLD_1KG_VCF.py;

instructions are available at https://github.com/

gkichaev/PAINTOR_V3.0/wiki/2a.-Computing-

1000-genomes-LD.
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fine mapping analysis of High Density Lipoprotein. MsCAVIAR is freely available at https://

github.com/nlapier2/MsCAVIAR.

Results

MsCAVIAR overview

Our method, MsCAVIAR, takes as input the association statistics (e.g. Z-scores) and linkage

disequilibrium (LD) matrix for SNPs at the same locus in each study (Fig 1A). The LD matrix

can be computed from in-sample genotyped data or appropriate reference panels such as the

1000 Genomes project [21] or HapMap project [22]. MsCAVIAR computes and outputs a

minimal-sized “causal set” of SNPs that, with probability at least ρ, contains all causal SNPs,

and ideally contains far fewer SNPs than the set of significant SNPs obtained via meta-analysis

(Fig 1B).

By our definition of a causal set, every causal SNP must be contained in the set with high

probability, but not every SNP in the set needs to be causal. Concretely, each SNP can be

assigned a binary causal status: 1 for causal or 0 for non-causal. So long as none of the SNPs

outside of the causal set are set to 1, the assignments are compatible with our definition of a

causal set. We can represent these causal status assignments in a binary vector with one entry

for each SNP denoting its causal status; we call such a vector a “configuration” and denote it as

C. For each configuration C compatible with the causal set, we compute its (posterior) proba-

bility in a Bayesian manner: the probability of a configuration of SNPs being causal given the

association statistics can be computed by modeling a prior probability for that configuration

and a likelihood function for the association statistics given the assumed causal SNPs given by

C (see Methods for details).

The overall likelihood function can be decomposed into a product over the likelihood func-

tion for each study, since we assume that the studies are independent. More specifically, we

assume that there is a true global effect size for a SNP over all possible populations, around

which the effect sizes for that SNP in different studies are independently drawn according to a

heterogeneity variance parameter (Methods). This allows MsCAVIAR to model the fact that

Fig 1. Overview of MsCAVIAR. (A) Simulated Z-scores for SNPs at a quantitative trait locus in two different populations: East Asians (top)

and Europeans (bottom), shown by their −log10(p-value). LD matrices for these populations were derived using data from the 1000

Genomes project. These are the input files to MsCAVIAR. (B) Meta-analysis results for this locus, showing many significant SNPs. Also

displayed are the SNPs that are in the causal set that MsCAVIAR returns (red stars) and the truly causal SNPs (black stars).

https://doi.org/10.1371/journal.pgen.1009733.g001
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effect sizes of a SNP across different studies are related, but not equal. Because we expect the

summary statistics to be a function of their LD with the causal SNPs, the parameters of the

likelihood function for each study are different, assuming the studies have different LD pat-

terns. By computing the product over the likelihood of each study, we are able to account for

their different LD patterns to determine the likelihood over all the studies.

The posterior probability for a causal set is then computed by summing the posterior prob-

abilities of all compatible configurations, and then dividing by the sum of the posterior proba-

bilities for all possible configurations. We start by assessing causal sets containing only one

SNP, and then causal sets containing two SNPs, and then three SNPs, and so on until a causal

set exceeds the posterior probability threshold ρ. In practice, ρ is set to a high value such as

95%.

MsCAVIAR improves fine mapping resolution in a simulation study

We now describe our simulation study to evaluate the performance of MsCAVIAR as com-

pared with other methods. We selected two samples of 9,000 unrelated individuals from the

UK Biobank [23], one with European ancestry and the other with Asian ancestry. In order to

generate realistic fine mapping scenarios, we centered 100kbp windows around SNPs that

reached genome-wide significant association with High-Density Lipoprotein cholesterol in the

UK Biobank [23] summary statistics released by the Neale lab [24]. From these windows, we

selected three loci that reflected high, medium, and low patterns of LD as defined by the pro-

portion of SNPs with at least 90% LD (32%, 25%, and 8%, respectively). We then obtained the

imputed genotype data for these loci for our samples in the UK Biobank. The loci were filtered

for missing genotypes (> 0%) and low minor allele frequency (< 1%). The loci with low,

medium, and high LD had 144, 126, and 154 SNPs, respectively.

We then simulated causal SNPs and their effect sizes bi � N ð 5:2ffiffiffiffiffiffi
9000
p ; 1Þ, for the cases of 1, 2,

or 3 causal SNPs randomly chosen within each locus. For simplicity, we take the absolute value

of the effect size and restrict causal SNPs to being positively correlated with each other. We

then used GCTA [25] to simulate phenotypes using different heritability levels: 0.2%, 0.4%,

0.6%, 0.8%, and 1%, times the number of causal SNPs. Concretely, GCTA simulates the pheno-

types y according to y = Xβ + e, where X is the standardized genotype matrix for the causal var-

iant(s), β is the vector of causal variant effect sizes, and e is a vector of environmental noise

terms where each ei ¼ s2
gð1=h

2 � 1Þ. In other words, the environmental variance is scaled to

achieve the desired heritability. Thus, modulating the heritability affects the strength of the

association signal between variants and the phenotype, while drawing different βi for different

causal variants allows for the modeling of heterogeneity.

Finally, we run a linear regression using fastGWA [26] to generate the summary statistics.

We simulated 20 replicates (re-drawing the causal SNPs and their effect sizes) for each level of

heritability and number of causal SNPs for a total of 900 simulations.

Using this data, we compared MsCAVIAR to the trans-ethnic mode of PAINTOR [15] and

to CAVIAR [8] run on Asians and Europeans, individually (Fig 2). For each number of causal

SNPs (1, 2, or 3), we averaged the results across all simulated scenarios. For each method, we

provided the in-sample LD and the summary statistics described above. All methods were run

with posterior probability threshold ρ� = 0.95, so methods with 95% or higher sensitivity were

considered “well-calibrated” (dashed line in Fig 2A). MsCAVIAR’s heterogeneity parameter

was set to τ2 = 0.52 (Methods). We also evaluated methods for the size of their returned causal

sets (Fig 2B) because, conditioned on having a well-calibrated recall, it is preferable to return a

small causal set. This can be thought of as higher “precision”, as non-causal SNPs in the causal

sets can be thought of as “false positives”.
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All of the methods in this assessment were well-calibrated (Fig 2A), which is expected, as

previously shown for CAVIAR [8] and PAINTOR [15]. For each number of causal SNPs,

MsCAVIAR and PAINTOR returned substantially smaller set sizes than CAVIAR run on

either population individually, highlighting the benefit of utilizing information from multiple

studies.

With one causal SNP in the locus, MsCAVIAR and PAINTOR had similar causal set sizes,

with MsCAVIAR’s mean and median set sizes being 18.7 and 15.0 and PAINTOR’s being 17.6

and 14.0, respectively. When there were two causal SNPs simulated, MsCAVIAR’s causal sets

were smaller on average than PAINTOR’s, and the difference increased when three causal

SNPs were simulated. When two causal SNPs were simulated, MsCAVIAR’s mean and median

set sizes were 41.6 and 36.5, respectively, while PAINTOR’s mean and median set sizes were

46.4 and 45.5, respectively. Finally, with three causal SNPs, MsCAVIAR had mean and median

set sizes of 52.4 and 50.0, respectively, and PAINTOR’s were 60.1 and 64.5, respectively.

As the goal of most statistical fine mapping methods is to prioritize variants for functional

follow-up, it lends the question of how informative a variant’s posterior probability is to its

causal status. We, therefore, sort the SNPs in descending order of posterior probability to

determine on average how many SNPs are added to the causal set before the causal SNPs are

placed in the causal set.

We evaluated this quantity for MsCAVIAR, PAINTOR, and CAVIAR run on the Asian

and European populations (Fig 2C). MsCAVIAR and PAINTOR were generally better at pri-

oritizing variants than CAVIAR, again highlighting the importance of utilizing multiple stud-

ies when possible. On average, MsCAVIAR was able to capture the causal variant(s) with fewer

SNPs than PAINTOR.

Trans-Biobank fine mapping of high density lipoprotein loci

In order to evaluate the performance of MsCAVIAR on real data, we performed a trans-ethnic,

trans-biobank fine mapping analysis of High Density Lipoprotein (HDL) using summary sta-

tistics from the UK Biobank (UKB) [23, 24] and Biobank Japan (BBJ) [27, 28] projects. These

studies involved 361,194 and 70,657 people, respectively. The UKB summary statistics,

obtained from the Neale lab [24], were generated using only White British individuals.

Fig 2. Comparison of sensitivity, precision, and set sizes using simulated data. We compare MsCAVIAR, PAINTOR, and CAVIAR with c 2 {1, 2, 3}

causal variants implanted with results averaged over 20 replicates for 3 loci and 5 levels of heritability for all 3 values of c. (A) Bar graph indicating the

sensitivity of each method with a dashed line to reflect the expected posterior probability, ρ, of recovering all causal SNPs (B) Box plots showing the

average set sizes returned by the methods. Each box is the interquartile range of causal set sizes with the middle black line representing the median, and

the white crosses showing the mean. (C) Bar graph displaying the average the number of SNPs in descending order of posterior inclusion probability

(PIP) until 1, 2, or 3 causal SNPs is identified. Stacked bars represent increasing numbers of causal SNPs identified, until the true number of causal

SNPs (x-axis) are identified.

https://doi.org/10.1371/journal.pgen.1009733.g002
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To generate loci for fine mapping, we centered 1 megabase windows around genome wide-

significant peak SNPs (p-value� 5 � 10−8), discarding all SNPs that did not reach even mar-

ginal significance (p> 0.05), as they were highly unlikely to be informative and would slow

down analyses. We also excluded all loci with fewer than ten SNPs in each study after filtering

SNPs with p> 0.05, as fine mapping may not be seen as necessary or may even be trivial for

existing methods when there are only a few strongly associated SNPs. Two very large loci were

excluded for computational reasons. We excluded loci from chromosome six, where there

were numerous statistically significant SNP effect sizes due to the presence of human leukocyte

antigen (HLA) regions.

The procedures described above yielded 185 loci consisting of 29,479 SNPs in total. Individ-

ual locus sizes ranged from 11 to 755 SNPs. All but two SNPs in the loci had a minor allele fre-

quency of at least 1% at least one of the studies. Linkage disequilibrium (LD) matrices were

generated from the 1000 Genomes project [21], with “European” and “East Asian” as the pop-

ulation names, using the “CalcLD_1KG_VCF.py” script from the PAINTOR [29] GitHub

repository. We used the 1000 Genome project to generate LD to reflect the common situation

where summary statistics are available but not the full genotyped data [8, 10].

We ran CAVIAR [8], the trans-ethnic mode of PAINTOR [15], and MsCAVIAR on these

loci, and evaluated their causal set sizes, since these methods have been shown to be well-cali-

brated and no ground truth is available (Fig 3). For MsCAVIAR, we set the heterogeneity

parameter τ2 (Methods) to its default value of 0.52. For CAVIAR, we evaluated its performance

when applying it to only the Asian (BBJ) data or to only the European (UKB) data. For all

methods, we set the posterior probability threshold ρ� to 95% and set the maximum number

of causal SNPs to 3.

Fig 3. Comparing fine mapping resolution in trans-ethnic HDL analysis. Comparison of the results of MsCAVIAR when applied to 185 loci from

two high-density lipoprotein (HDL) GWAS, White European people from the UK Biobank [23, 24] and Japanese people from Biobank Japan [27, 28],

versus trans-ethnic PAINTOR [15] and applying CAVIAR [8] to each population individually. The y-axis is the size of the causal set for each locus. The

boxes represent the interquartile range of causal set sizes identified by each tool, the lines inside the boxes represent the median, and the whiskers

extend to the non-outlier extremes. Outliers are represented as dots above or below the whiskers.

https://doi.org/10.1371/journal.pgen.1009733.g003
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While the original loci totaled 29,479 SNPs, averaging 159.3 SNPs per locus, the causal sets

returned by MsCAVIAR totaled 9,390 SNPs, averaging 50.8 SNPs per locus with a median of

31 SNPs. Meanwhile, PAINTOR’s causal sets totaled 9,118 SNPs (49.3 average, 34 median),

CAVIAR’s sets using the UKB data totaled 11,538 SNPs (62.4 average, 44 median), and CAVI-

AR’s sets using the BBJ data totaled 18,520 SNPs (100.0 average, 70 median). Thus, similarly to

our simulation study’s findings, MsCAVIAR and PAINTOR generally returned smaller causal

set sizes than CAVIAR, and MsCAVIAR’s median causal set size was slightly smaller than

PAINTOR’s. In contrast with the simulation study, MsCAVIAR’s average causal set size was

slightly larger than that of PAINTOR’s. A full list of the loci we identified and the causal set

sizes returned can be found in Table A in S1 Text.

As an additional way of viewing the results, we generated scatter plots of the causal set sizes

at each locus for MsCAVIAR compared to those of PAINTOR and CAVIAR (Fig 4). This

visualizes the comparative causal set sizes at individual loci. The scatter plots and their associ-

ated lines of equality reveal that MsCAVIAR’s set sizes were consistently smaller than CAVI-

AR’s across almost all loci, with one notable exception in which CAVIAR’s causal set size was

substantially smaller than MsCAVIAR’s. The comparison with PAINTOR illustrates how

MsCAVIAR’s median causal set size was smaller than PAINTOR’s but its average was higher:

MsCAVIAR returned slightly smaller causal set sizes than PAINTOR for most loci, but in

some cases, MsCAVIAR’s causal set size was much larger than PAINTOR’s, dragging MsCA-

VIAR’s average causal set size above that of PAINTOR.

Discussion

In this work, we introduced MsCAVIAR, a method for identifying causal variants in associated

regions while leveraging information from multiple studies. Our approach requires only sum-

mary statistics as opposed to genotype data and handles heterogeneity of effect sizes, differing

sample sizes, and different LD structures between studies, making trans-ethnic fine mapping

an ideal application. We demonstrated that our method is well-calibrated and improves fine-

mapping resolution in simulation studies. MsCAVIAR is available as free and open source

software at https://github.com/nlapier2/MsCAVIAR.

We make several important assumptions in this model, which may not always be true. It

has been shown that many causal SNPs are shared across populations [12, 17, 18]. MsCAVIAR

is designed to leverage this phenomenon for increased power; however, causal variants may be

Fig 4. Comparison of methods’ set sizes for each locus in the trans-ethnic HDL analysis. Comparison of the returned causal set

sizes of MsCAVIAR when applied to two high-density lipoprotein (HDL) GWAS, White European people from the UK Biobank [23,

24] and Japanese people from Biobank Japan [27, 28], versus trans-ethnic PAINTOR [15] and applying CAVIAR [8] to each

population individually. In each scatter plot, each point reflects a specific locus, and the x-coordinate is MsCAVIAR’s returned

causal set size, while the y-coordinate is a different method’s causal set size. Diagonal lines representing equal set sizes were plotted

for each scatter plot. Points above the line represent loci where the alternate method had a larger causal set size than MsCAVIAR,

while points below the line indicate the opposite.

https://doi.org/10.1371/journal.pgen.1009733.g004
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unique to one population. In those instances, MsCAVIAR’s model doesn’t match the data, so

it may not be well-calibrated or it may return large causal sets. If one population has an obvi-

ous GWAS signal while the other population(s) lack even a marginally significant signal in the

same locus, applying CAVIAR to the population with signal may be more appropriate.

We also assume that all studies are drawn with equal heterogeneity τ2. This is unlikely to be

true if multiple studies are from a single population while another study is from a different

population. In such a scenario, we recommend grouping the studies by population, running

fixed effects meta-analysis on each group, and then running MsCAVIAR on the results for the

different groups. Concretely, the input summary statistics for MsCAVIAR should be the

results from the meta-analysis of each population, and the input LD matrices should be

derived from either the genotype data (if available) or the appropriate reference panels for

each population. However, it is still possible that even ostensibly different populations may be

more similar to each other at certain loci than other populations. Therefore, we plan to extend

our method to handle this case in future work.

In practice, we set the τ2 parameter to a fixed value, which was chosen to give power to

detect both small and large amounts of heterogeneity (Methods, “Parameter Setting in Prac-

tice”). This value could, in principle, be adjusted based on the apparent heterogeneity present

in the data. However, care would have to be taken to not overfit the parameter to the summary

statistics in each locus, since the heterogeneity of different causal SNPs can vary across loci

and some causal SNPs may be missed when the heterogeneity parameter is overfitted. Future

work could develop a procedure for fitting this parameter.

Several methodological extensions to MsCAVIAR are possible as well. MsCAVIAR aims to

return a causal set that contains all causal SNPs in a locus, while another fine mapping method,

SuSiE [30] solves a complementary problem by returning one or more credible sets that each

contain at least one causal SNP. The advantage of the former approach is its completeness in

terms of identifying all causal signals, while the advantage of the latter approach is its ability to

separate distinct causal signals within a locus into separate sets. A future extension to MsCA-

VIAR could aim to accomplish the benefits of both by returning a causal set with all causal

SNPs, and then partitioning this set into distinct subsets with separate causal signals.

Functional information can in principle be factored into MsCAVIAR’s model by modifying

the prior distribution P(C) so that not every variant has the same prior probability of being

causal, as described in the CAVIAR paper [8]. However, setting these priors arbitrarily can

yield misleading results, and future work is needed to determine how best to model various

functional priors in the context of MsCAVIAR’s model.

Finally, stochastic search could be used to speed up MsCAVIAR in cases where there are

possibly many causal variants [10, 31]. MsCAVIAR’s runtime is largely determined by the

number of SNPs in the locus and the number of causal SNPs allowed: if there are M total SNPs

and up to K are allowed to be causal, then there are potentially up to M
K

� �
causal status vectors

to evaluate. Thus, runtime can become an issue when there are many SNPs in a locus or many

studies, and especially when users desire to allow for more than three possibly causal SNPs at a

locus. Stochastic search can help reduce the search space by not evaluating every possible com-

bination of causal SNPs, though this involves managing the risk of missing the optimally mini-

mal causal set.

Methods

Overview of the MsCAVIAR model

In this section, we expand upon the high-level discussion of the method given in “MsCAVIAR

Overview”. We briefly describe the search for the minimal-sized causal set of SNPs and the
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generative model behind it. In the following subsections, we describe the computational details

in depth.

As discussed in the “MsCAVIAR Overview” section, our method takes as input the associa-

tion statistics (i.e. Z-scores) and linkage disequilibrium (LD) matrix at the same locus for each

study. MsCAVIAR computes and outputs a minimal-sized “causal set” of SNPs that, with

probability at least ρ, contains all causal SNPs. By our definition of a causal set, every causal

SNP must be contained in the set with high probability, but not every SNP in the set needs to

be causal. Concretely, each SNP can be assigned a binary causal status: 1 for causal or 0 for

non-causal. So long as none of the SNPs outside of the causal set are set to 1, the assignments

are compatible with our definition of a causal set. We can represent these causal status assign-

ments in a binary vector with one entry for each SNP denoting its causal status; we call such a

vector a “configuration” and denote it as C. For a putative causal set of SNPs K, we define CK

as the set of causal configurations that are compatible with this causal set—the set of vectors

with no ‘1’ entries for SNPs not in K.

For each configuration C� compatible with the causal set, we compute its (posterior) proba-

bility in a Bayesian manner:

PðC�jSÞ ¼
PðSjC�ÞPðC�Þ
P

C2CPðSjCÞPðCÞ
ð1Þ

where S denotes the summary statistics for all input studies, and C is the space of possible

causal status indicator vectors (including those not compatible with the causal set).

We must now define the likelihood P(S|C) and the prior P(C). For the prior, we assume that

each variant is equally likely to be causal, with probability γ, and thus the prior probability

P(C) is

Ym

j¼1

gCjð1 � gÞ
1� Cj

ð2Þ

where Cj is the jth entry (SNP) in C. The likelihood for P(S|C) can be written as

SjC � N ð0;Sþ SSCSÞ ð3Þ

where S is a block-diagonal matrix where each block corresponds to one study’s LD matrix

and SC is a matrix modeling the covariance structure between the causal SNPs. Further

computational details on the model are provided in the subsections below, but we will make

two statements here for clarity.

The first being that the likelihood function in Eq 3 depends on the assumption that the

summary data Sq for each study q is independently distributed as such: SqjLq � N ðSqLq;SqÞ

where Sq is the LD matrix for the study and Λq is its non-centrality parameters. This is then

coupled with the assumed prior forLqjC � N ð0;SCq
Þ where SCq

is the covariance structure

between causal SNPs for study q. Using the distribution of Λq as a conjugate prior, the overall

distribution in a single study is SqjC � N ð0;Sq þ SqSCq
SqÞ. This is restated and more fully

described in the following section (“Fine mapping in a single study”), particularly in Eqs 8–11.

The second being that Eq 3 also depends on the assumption of how the causal variants in

each study relate to one another. We began by concatenating the non-centrality parameters

across Q studies where each contains M SNPs to create the QM-length vector vec(Λ). The dis-

tribution of vec(Λ) is vecðLÞ � N ð0;ScÞ where Sc can be written using the following
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Kronecker product (�)

SC ¼ ðt
2IQ þ s21Q1T

QÞ � diagð1causalÞM ð4Þ

where σ2 corresponds to the non-centrality parameter’s variance as seen in the per-study set-

ting (see Eq 10) which we assume is identical across studies and where τ2 captures the hetero-

geneity between studies (see Eq 21). Let 1Q1T
Q be a matrix of all 1s, IQ an identity matrix, and

diag(1causal)M be an (M ×M) diagonal matrix whose diagonal entries are given by the (1 ×M)

indicator vector 1causal whose entries m are 1 if SNP m is causal and 0 otherwise. The Kro-

necker product for SC is stated again as Eq 26 in the section “Efficient meta-analysis” where it

is more fully described.

With these clarifications on the likelihood function P(S|C), we now proceed to how we cal-

culate the posterior probability that K contains all the causal SNPs:

PðCKjSÞ ¼
X

C��CK

PðC�jSÞ ð5Þ

The goal is then to find the minimum-sized set K� that has a posterior probability of at least

ρ�, called the “ρ� confidence set”:

PðCK� jSÞ � r� ð6Þ

This is done by evaluating causal configuration vectors with only one non-zero element,

and then those with two non-zero elements, and so on until the end condition above is met. In

practice, we limit the search space C by allowing the user to set the maximum number of causal

SNPs allowed to 3 by default.

As stated previously, the following subsections explain the derivation of

SjC � N ð0;Sþ SSCSÞ, the structure of SC, and computational efficiency details. We begin

by reviewing fine mapping in a single study, and then proceed to the multiple study case.

Fine mapping in a single study

We now describe a standard approach for fine mapping significant variants from a genome-

wide association study (GWAS). In the GWAS, let there be N individuals, all of whom have

been genotyped at M variants. For each individual n, we measure a quantitative trait yn, result-

ing in the N × 1 column vector Y of phenotypic values. We denote G as the N ×M matrix of

the genotypes where gnm 2 {0, 1, 2} is the minor allele count for the nth individual at variant m.

We standardize G according to the population proportion p of the minor allele and denote this

as X where xij 2 f
� 2pffiffiffiffiffiffiffiffiffiffiffi
2pð1� pÞ
p ;

1� 2pffiffiffiffiffiffiffiffiffiffiffi
2pð1� pÞ
p ;

2� 2pffiffiffiffiffiffiffiffiffiffiffi
2pð1� pÞ
p g.

We assume Fisher’s polygenic model, which means Y is normally distributed and each vari-

ant xm has a linear effect on Y. We, therefore, have the following model:

Y ¼ m1þ
XM

m¼1

bmxm þ e ð7Þ

where βm is the effect size of variant xm and e is the variation in Y not explained by additive

genetic effects and follows the Gaussian distribution e � N ð0; s2
e IÞ.

We now model the observed summary statistics S = [s1, . . ., sm] according to

SjLC � N ðSLC;SÞ ð8Þ
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where S represents the pairwise Pearson correlations between the genotypes. LC ¼ ½lC1
. . . lCM �

represents the true standardized causal effect sizes of each SNP, where each entry lCm ¼ 0 if

SNP m is non-causal and lCm 6¼ 0 otherwise.

The distribution of ΛC can be defined as:

LCjC � N ð0;SCÞ ð9Þ

where C = {0, 1}M is an M × 1 binary vector indicating whether each variant is causal, and

SC ¼

0; if i 6¼ j:

s2; if i is causal:

�; if i is not causal:

8
>>><

>>>:

ð10Þ

and where � is a small constant to ensure that the matrix SC is full rank. (We later relax the

need for SC to be full rank in “Handling Low Rank LD Matrices”). Here, and below, we use

the shorthand σ2 to represent the variance of the lCm (see the subsection “Extending MsCA-

VIAR to different sample sizes” for details on this parameter). The off-diagonals of SC are zero

because the effect sizes of causal variants are independent of one another.

We use the shorthand Λ = SΛC to refer to the non-centrality parameters (NCPs) of the sta-

tistics of all SNPs, which are induced by Linkage Disequilibrium (LD) with the causal SNPs.

Thus, SjL � N ðL;SÞ. Since Λ = SΛC and LD structure is symmetric (S = ST), we have the

following distribution for Λ|C:

ðLjCÞ � N ð0;SSCSÞ ð11Þ

We will now define γ as the probability of a variant being causal, which makes the causal

status for the mth variant a Bernoulli random variable with the following probability mass

function: f ðcm; gÞ ¼ gcmð1 � gÞ
1� cm . We assume the causal status for each variant is indepen-

dent of the other variants, leading to the following prior for the our indicator vector:

PðCÞ ¼
QM

m¼1
gCmð1 � gÞ

1� Cm . Assuming that each variant has a probability γ of having a causal

effect, the prior can then be written as follows:

PðL;CÞ ¼ PðLjCÞPðCÞ ¼ f ðL; 0;SCÞ
YM

m¼1

gCmð1 � gÞ
1� Cm ð12Þ

where f(Λ, 0, SC) is the probability density function shown in Eq 11.

We determine which variants are causal by calculating the posterior probability of each

configuration C� 2 C, where C is the set of all possible configurations, given the set of summary

statistics:

PðC�jSÞ ¼
PðSjC�ÞPðC�Þ
P

c2C PðSjcÞPðcÞ
¼

R

LC�
PðSjL;C�ÞPðL ¼ SLC� ;C�ÞdLC�

P
c2C

R

Lc
PðSjL; cÞPðL ¼ SLc; cÞdLc

ð13Þ

For us to calculate the posterior probability of C� given S, we need to integrate over all pos-

sible values for the non-centrality parameters of the causal variants in Λ in order to get the val-

ues of Λ that makes observing S most probable.
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Efficient computation of likelihood functions

The integral above is intractable in the absence of parametric assumptions about the data. For-

tunately, a closed-form solution is available due to the fact that, when a conjugate prior is mul-

tivariate normally distributed, its predictive distribution is also multivariate normal. As shown

above, SjL � N ðL;SÞ and ðLjCÞ � N ð0;SSCSÞ. The predictive form of S is then

S � N ð0;Sþ SSCSÞ ð14Þ

However, computing the likelihood of S with this distribution is still computationally

expensive. Consider the multivariate normal probability density function, assuming the vari-

able Z below is MVN distributed with mean μ and covariance matrix S:

f ðZ; m;SÞ ¼
1

ffiffiffiffiffiffiffiffiffiffiffiffi

ð2pÞ
M

q

jSj

expð�
1

2
ðZ � mÞTS� 1ðZ � mÞÞ ð15Þ

For S, the covariance matrix is S + SSCS, which has dimension (M ×M), where M is the

number of SNPs in each study. Taking the determinant or inverse of this covariance matrix, as

required by the above likelihood function, would take O(M3) time. Here, we demonstrate how

to compute this likelihood efficiently, leveraging insights from several studies that have

explored this topic [9, 10, 32].

We need to compute ST(S + SSCS)−1S and |S + SSCS| (note that our μ is 0). We can factor

out S from both of the equations above:

STðSþ SSCSÞ
� 1S ¼ STS� 1ðI þ SCSÞ

� 1S ð16Þ

jSþ SSCSj ¼ jSjjI þ SCSj ð17Þ

Notably, STS−1 and |S| can be computed once and re-used for every causal configuration

SC. Below, we assume S is of full-rank; Lozano et. al [32] show how to address the low-rank

case.

We use the Woodbury matrix identity [33], below, to speed up the matrix inversion equa-

tion:

ðAþ UEVÞ� 1
¼ A� 1 � A� 1UðE� 1 þ VA� 1UÞ� 1VA� 1 ð18Þ

Here, we set A = IM×M, E = IK×K where K is the number of causal SNPs per study, and UV =

SCS. In particular, U is the (M × K) matrix of rows corresponding to causal SNPs in SC. We

are taking advantage of the fact that rows corresponding to non-causal SNPs are zeros and

thus do not affect the matrix multiplication. Similarly, V is the corresponding columns of S,

and is (K ×M). Applying the Woodbury matrix identity to our case, we get:

ðIM�M þ SCSÞ
� 1
¼ ðIM�M þ UVÞ� 1

¼ I� 1
M�M � I� 1

M�MUðI
� 1
K�K þ VI� 1

K�KUÞ
� 1VIM�M

¼ IM�M � UðIK�K þ VUÞ� 1V

ð19Þ
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Crucially, we are now inverting a (K × K) matrix instead of an (M ×M) matrix, where K�
M since most SNPs are not causal [32]. We use Sylvester’s determinant identity [34] to speed

up the determinant computation as follows:

jIM�M þ UVj ¼ jIK�K þ VUj ð20Þ

Similarly, we are computing the determinant of a (K × K) matrix instead of an (M ×M)

matrix. Using these speedups, the computation of the likelihood function of S is reduced from

O(M3) to O(K3) plus some O(MK2) matrix multiplication operations, which is tractable under

the reasonable assumption that each locus has at most K = 3 causal SNPs. In the “Efficient

meta-analysis” subsection below, we discuss the computational complexity and the use of

these efficient matrix computations in the multiple study setting.

Fine mapping across multiple studies

As GWAS continue to grow in size, frequency, and diversity, there is an increasing need for

fine mapping methods that leverage results from multiple studies of the same trait. A simple

approach is to assume that there is one true non-centrality parameter for every variant; there-

fore ΛC is identical across studies. This approach is referred to as a fixed effects model. In this

case, the qth study’s LCq
¼ LC.

While there is evidence that many causal SNPs are shared across populations [12, 17,

18], the assumption that the true causal non-centrality vector ΛC is the same across studies

is unrealistic, especially when the studies are measured in different ethnic groups [13, 17,

18].

We relax this assumption by utilizing a random effects model, in which each study q is

allowed to have a different ΛCq. Under this model, a causal SNP m has an overall mean non-

centrality parameter, which we denote with the scalar lCm , from which the non-centrality

parameter for SNP m in each study q, denoted by the scalar lCmq , is drawn with heterogeneity

(variance) τ2. According to the polygenic model, lCm is distributed as lCm � N ð0; s2Þ; there-

fore, lCmq is distributed as lCmq � N ðlCm ; t
2Þ. Consequently, the vector ΛCm for this SNP

across all studies will have the following distribution:

LCm � N ð0; s211T þ t2IÞ ð21Þ

where Q is the number of studies, 1 is a (Q × Q) matrix of 1s, and I is the (Q × Q) identity

matrix. Intuitively, since the SNP m was drawn with variance σ2, this variance component is

shared across studies, while the variance component τ2 is study-specific and therefore it is only

present along the diagonal of the covariance matrix. If a variant is not causal, its true effect size

should be zero. We construct a matrix ΛC of size (MQ ×MQ), where M is the number of SNPs

and each row corresponds to the Q-length vector ΛCm corresponding to SNP m. In practice,

we ensure that this matrix is full-rank by drawing the non-causal SNPs according to

LCm � N ð0; �IÞ, where � is a small constant.

From this we will now build out the posterior probability of P(C�|Sq)similarly to Eq 13.

Now instead of LCq
¼ SqLC for study q, we have to account for Lq ¼ SqLCq

where LCq
is

drawn from a multivariate normal distribution. This means we have to integrate over the
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domain-space of LCq
to as well as ΛC to describe PðC�jSqÞ ¼

PðSq jC�ÞPðC�ÞP
C2C

PðSq jCÞPðCÞ

PðC�jSqÞ ¼

R

LC�q
PðSqjLq;C�Þ

R

LC�
PðLq ¼ SqLC�q

jLC� ;C�ÞPðLC� ;C�ÞdLC�dLC�q
P

c2C PðSqjLq; cÞ
R

Lcq
PðSqjLq; cÞ

R

Lc
PðLq ¼ SqLcq

jLc; cÞPðLc; cÞdLcdLcq

ð22Þ

Efficient meta-analysis

Now that we have described the distribution of each SNP in our meta-analysis, we show how

to jointly analyze them. We begin by explicitly defining the structure of the covariance matrix

between studies by way of a small example with three SNPs at a locus in two different studies.

Since the covariance of a matrix is undefined, we denote vec(ΛC) as the vectorized form of the

original matrix (ΛC). Concretely:

vecðLCÞ ¼ vec

lC11
lC21

lC12
lC22

lC13
lC23

2

6
6
6
4

3

7
7
7
5

0

B
B
B
@

1

C
C
C
A
¼

lC11

lC12

lC13

lC21

lC22

lC23

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

ð23Þ

Assume SNPs 1 and 3 are causal and SNP 2 is not causal. Then the vectorized form of the

non-centrality parameters given the causal statuses has the following multivariate normal dis-

tribution:

(vec(¤C)jvec(C)) » N

0
BBBBBBBBBBBB@

2
6666666666664

0

0

0

0

0

0

3
7777777777775

;

2
6666666666664

¾2 + ¿2 0 0 ¾2 0 0

0 ² 0 0 0 0

0 0 ¾2 + ¿2 0 0 ¾2

¾2 0 0 ¾2 + ¿2 0 0

0 0 0 0 ² 0

0 0 ¾2 0 0 ¾2 + ¿2

3
7777777777775

1
CCCCCCCCCCCCA

ð24Þ

We call the covariance matrix above SC. Viewing SC as having a block structure, the blocks

along the diagonal represent SNPs from the same study, while off-diagonal blocks represent

SNPs from different studies. Here SC is (3 � 2 × 3 � 2) = (6 × 6); in general, for M SNPs and Q
studies, SC will be (MQ ×MQ). In other words, there will be an (Q × Q) grid of (M ×M)

blocks. Within each block, the diagonal represents each SNP’s variance, while the off-diagonal

represents covariation between different SNPs. As SNPs are assumed to be independent, these

are always 0. There are two variance components: the global genetic variance σ2 from which

the global mean non-centrality parameter for a SNP is drawn, and the heterogeneity between

studies τ2. When a SNP is causal, its variance (its covariance with itself in the same study) will
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contain both variance components (τ2 + σ2), while its covariance with the same SNP in a dif-

ferent study will be σ2, because they were drawn from the same overall non-centrality parame-

ter with variance σ2 but were drawn separately with variance τ2.

The SC above, leaving aside � for now, can alternately be written in the more-compact form

SC ¼
t2 þ s2 s2

s2 t2 þ s2

" #

�

1 0 0

0 0 0

0 0 1

2

6
6
6
4

3

7
7
7
5

ð25Þ

where� represents the Kronecker product operator. This can be further condensed and gen-

eralized into:

SC ¼ ðt
2IQ þ s21Q1T

QÞ � diagð1causalÞM ð26Þ

where Q is the number of studies, M is the number of SNPs, 1Q1T
Q is the (Q × Q) matrix of all

1s, IQ is the (Q × Q) identity matrix, and diag(1causal)M is an (M ×M) diagonal matrix whose

diagonal entries are given by the (1 ×M) indicator vector 1causal whose entries m are 1 if SNP

m is causal and 0 otherwise.

As with CAVIAR, the � entries along the diagonal are small numbers to ensure full rank.

Also note that the CAVIAR model is a specific case of this model, in which there is only one

study and thus there is no τ2 component. The CAVIAR SC has the same structure as the upper

left block in the SC above, when there are 3 SNPs and τ2 is set to 0.

The efficient computation properties for the single-study case also apply to the multiple-

study case. In the latter setting, the matrices that need to be inverted are (MQ ×MQ) instead of

(M ×M), where M and Q are the number of SNPs in a locus and the number of studies, respec-

tively. Consequently, in the Woodbury matrix identity equations, U and V are (MQ × KQ) and

(KQ ×MQ), respectively, where K�M is the number of causal SNPs, and the matrix given by

the Woodbury identity is (KQ × KQ). Sylvester’s determinant identity gives a matrix of this

size as well. The computation time is thus reduced from O(M3Q3) to O(K3Q3).

Handling low rank LD matrices

The methods described above assume that the Linkage Disequilibrium (LD) matrix is full

rank, in order to invert this matrix in the process of computing the Multivariate Normal

(MVN) likelihood function. In practice, this is often not the case, because SNPs are sometimes

in perfect LD. This can even happen when SNPs are not in perfect LD due to many highly cor-

related SNPs being a linear function of each other. CAVIAR [8] employs a method to add a

small amount of random noise to the diagonal of the LD matrix to avoid this, but we found

this adjustment to be insufficient to avoid the latter situation when LD matrices were suffi-

ciently large, especially with blocks of high-LD.

Lozano et al [32] developed a method for computing the MVN likelihood function when

the LD matrix is low rank. MsCAVIAR implements this method and thereby avoids the afore-

mentioned low rank issue. We briefly describe the method below on an intuitive level, but

readers should refer to the work by Lozano et al [32] for the full derivation.

Since the LD matrix S is positive semi-definite, it can be eigendecomposed as follows:

S ¼WOWT ð27Þ

where W is the matrix of eigenvectors, such that the i-th column of W is the i-th eigenvector of

S, and O is a diagonal matrix that consists of eigenvalues of S where the i-th diagonal element
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of S is the i-th eigenvalue of S. Lozano et al. then introduce a new set of summary statistics S0

= O−1/2WTS which, using some algebra, is shown to have the joint distribution

S0 ¼ O
� 1=2WTS � N ð0; I þmBSCBTÞ ð28Þ

where I is the identity matrix, m is the number of SNPs, and B = O−1/2WT. Since I + mBSCBT

is full rank, we can compute the likelihood function for S0, even when S is not full rank.

In order to evaluate the likelihood function for our original summary statistics S, we first

transform the original summary statistics S to S0 via S0 = O−1/2WTS, and then apply the above

procedure to evaluate the likelihood function for S0. This obviates the need for the � parameter

previously used to ensure full rank in the definition of SC, so we now define SC in the single

study setting as

SC ¼

(
0; if i 6¼ j or SNP i is not causal:

s2; if SNP i is causal:
ð29Þ

Extending MsCAVIAR to different sample sizes

In “Fine mapping across multiple studies”, we discussed the MsCAVIAR model, in which the

non-centrality parameters lCmq for SNP m in each study q are drawn around a global mean

non-centrality parameter lCm � N ð0; s2Þ with variance τ2, such that lCmq � N ðlCm ; t
2Þ. We

note that lCm is itself a function of the non-standardized effect size βm, where lCm ¼
bm
ffiffiffi
N
p

se
and

bm � N ð0; s2
gÞ. Thus, lCm and its variance σ are functions of the sample size N. Since the sam-

ple size may not be consistent across the studies, this lCm is an oversimplification that cannot

be used when different studies have different sample sizes. Below, we show how to model the

lCmq for each study while taking into account possibly different sample sizes.

We will again draw the qth study’s non-centrality parameter for variant m according to this

model. Each study q has its own sample size Nq and environmental component seq , and we

draw it with heterogeneity parameter τ2 as previously defined, so

lCmq � N ð
bm
seq

ffiffiffiffiffiffi
Nq

q
; t2Þ ð30Þ

We will now operate under the standard assumption that the trait has unit variance and

variance explained by any particular SNP is small, thus σe� 1.

S ¼WOWT ð31Þ

Using our previous definition for a single study, we now have

LjC � N ð0;SCÞ ð32Þ

where

SC ¼

(
0; if i 6¼ j or SNP i is not causal:

s2; if SNP i is causal:
ð33Þ
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We now define σ2 more formally to be s2
gNq for the qth study, in the single study setting. In

the multiple study setting, when we consider our matrix

SC ¼
t2 þ s2 s2

s2 t2 þ s2

" #

�

1 0 0

0 0 0

0 0 1

2

6
6
6
4

3

7
7
7
5

ð34Þ

the σ2 along the diagonal is defined identically to the precise single study definition; however,

when modeling multiple studies, this adjustment changes the covariance between causal vari-

ant for two studies. We now define s2 ¼
ffiffiffiffiffiffiffi
Nq1

p ffiffiffiffiffiffiffi
Nq2

p
s2
g for two studies q1 and q2 with popula-

tion sizes Nq1 and Nq2. Note that if two studies have the same population size N, we get the

original definition of s2 ¼
ffiffiffiffi
N
p ffiffiffiffi

N
p

s2
g ¼ Ns2

g .

Parameter setting in practice

Traditionally, the effect size b � N ð0; s2
gÞ would be derived as a notion of the per-snp herita-

bility. Here we do not define s2
g as such, but rather treat it as an abstraction: we avoid making

any assumptions on how heritable the given trait is and how that heritability is partitioned

between loci. The way we set this parameter in practice is as a parameter for statistical power.

If study q1 has the smallest sample size, we set this value such that s ¼ s2
gNq1 ¼ 5:2 for all vari-

ants. This value corresponds to the traditional genome-wide significant Z-score of 5.2, for

which the two-sided Wald test p-value is 5 × 10−8, which is considered significant by (conser-

vatively) correcting for multiple testing [35]. Then the NCP for variant m in the corresponding

study q1 is lCq1;m
� N ð5:2; t2Þ. For another study q2 with larger sample size, its NCP is drawn

as lCq2;m
� N ð5:2

ffiffiffiffiffi
Nq2

Nq1

q
; t2Þ.

This value of s2
g may not represent the actual heritability partitioning, but we set the param-

eter this way in our method for the practical purpose of giving MsCAVIAR power to fine map

borderline significant variants in the smallest study. Similarly, we set τ2 = 0.52 by default, e.g.

10% of the value of s ¼ s2
gNq1, with the value chosen to give power to detect both small and

large amounts of heterogeneity. We empirically observed that small misspecifications in the

heterogeneity parameter do not have a substantial adverse effect (Fig G in S1 Text).

Supporting information

S1 Text. Additional simulations and a table of the real data results.

(PDF)
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