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A B S T R A C T   

Improving system security can be achieved through people identification. Among various 
methods, electroencephalography-based (EEG-based) identification is a dependable way to pre
vent identity theft and impersonation. Due to the distractions present in the identification envi
ronment, such as lack of focus, mental engagement, small body movements, blinking, and other 
noises, it is essential to analyze data that reflects these conditions. The present research aims to 
advance practical EEG-based identification by studying data with mental preoccupation and 
developing a suitable algorithm. 

In this article, data from a study conducted on a group of 109 individuals has been analyzed. 
The data is categorized into two groups: focused data and waiting data. The article describes 
preprocessing the data and extracting three types of features, including Statistical, Frequency, and 
Wavelet. Then, a deep neural network (DNN) is used to classify the data. The DNN utilizes a 
multilayer, fully-connected neural network, with the number of layers and neurons varying based 
on the data type. Optimization and regularization methods are employed to improve the accuracy 
of the results. The DNN achieved an average accuracy of 99.19% for frequency features over all 
subjects in the focused data category, while the waiting data category showed an accuracy of 
97.81%.   

1. Introduction 

In today’s world, identification passwords are commonly used for various purposes. When authenticating, the local operating 
system or server compares the user’s information with the database. If the information matches, the user is granted access to resources 
according to the rules. This way, organizations can safeguard their information by ensuring that only authorized users can access it. 

Traditional methods, like user passwords and smart cards, are susceptible to attacks. Biometric systems have become an essential 
means to enhance security. These systems measure personal traits to verify individuals. The most significant biometric systems include 
fingerprint scanning, voice recognition, iris recognition, and face detection. The dependability of an identification system is crucial, 
and its confidence level should match its intended application. 

Many security systems use biometric technology, such as fingerprint recognition. However, this technology has some security 
vulnerabilities [1]. Voice recognition is another low-cost option that can be forged through simulators [2]. Iris detection is a 
dependable option, but it is more complicated and also vulnerable to counterfeiting [2]. Face detection is quick and precise, but it can 
be defeated by anti-surveillance masks [2]. 
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The EEG is a cost-effective and non-invasive way of recording brain signals. However, analyzing these signals for identification 
purposes can be challenging due to the influence of a person’s mood, tension, and mental state. This makes it difficult to forge EEG 
signals in threatening situations [3]. EEG is particularly resistant to decoding and cannot be replaced with another person’s brain 
signals. These factors make EEG an essential tool for developing biometric systems for high-security purposes [4]. 

When defining a biometric system, it is important to consider essential features that make it effective against forgery and imitation. 
The EEG’s existence of these features is examined by the 

Following [5].  

• Resilience 

EEG-based identification systems are suitable for authentication due to the invisibility and non-copyable nature of EEG data, 
providing resistance against forged identities.  

• Universality 

Every person’s EEG signals are always present, making security applicable at all times.  

• Uniqueness 

Each person’s EEG signals are unique, which can enhance accuracy in detection.  

• Accessibility 

There is a growing trend towards developing affordable and easy-to-use EEG headsets, which has led to increased convenience and 
reduced prices for EEG products. 

In addition to structural differences, the human brain also has functional differences that arise from variations in memory, per
sonality, and cognitive patterns. A study conducted in 1998 by Stassen et al. [6] on patients with mental illnesses revealed that the 
mental traits of family members were more alike during periods of rest. Research in 2007 demonstrated the heritability of alpha and 
beta power in the occipital region [7]. 

Research conducted by DeGenrau et al. [8] in 2008 revealed that the 8–16 Hz frequency is inherited. This study led to the concept of 
“brainprinting", which suggests using EEG as a form of authentication. This approach takes into consideration differences in brain 
structure and genetic inheritance. 

In 2013, the Yeom team [9] achieved 86.2% accuracy for ten users using event-related potential (ERP). In this study, N170 and 
N250 were used as temporal features. 

In 2015, Dai et al. [4] recorded the motor cortex signals of 16 individuals while at rest. They achieved an accuracy rate of 93% using 
the support vector machine (SVM) method. However, 

The limitation of this study was the small number of participants in the experiments. 
In 2016, Bashar et al. [10] were able to achieve an accuracy rate of 87.3% by filtering the signals in the frequency range of 0.5–59 

Hz. This range includes delta, theta, alpha, beta, and a part of the gamma pattern. The classification for this study was performed using 
statistical features with the SVM. 

In 2016, Corb et al. [11] examined the open-eye and closed-eye state data recorded by Physionet. They utilized the phase-lag index 
and graph theory in their study, which resulted in 94.3% and 90.5% accuracies for the gamma and alpha bands, respectively. 

In 2016, Rodrigues et al. [12] conducted a study on 109 individuals using the imagery-movement section and obtained an 87% 
performance on 32 channels. They utilized the autoregressive model and the flower pollination algorithm in their research. The data 
used in the present article is the same as that used in the study of Rodrigues and his colleagues. 

A study conducted by Mo et al., in 2017 [13] involved 16 participants and focused on feature extraction. The features were divided 
into four groups: spectral entropy, approximate entropy, sample entropy, and fuzzy entropy. Their results indicated that the fuzzy 
entropy feature presented the highest accuracy of 90.7% when used with SVM classification. 

In 2019, Yu et al. [14] conducted EEG recordings using nine channels. The study aimed to extract the low-frequency component in 
SSVEP signals, which includes ERP transient responses. Visual stimulation was used on eight people, and the convolutional neural 
network (CNN) achieved 97% performance. 

In 2020, a study led by Zhang [15] had 46 participants in a 7-min resting experiment with a single channel. The data was cate
gorized into three groups of features. The Rayleigh quotient (RQ) method was used to determine the best features. The most accurate 
outcome was achieved using SVM, with an accuracy of 95.48%. 

An experiment was conducted in 2020 using auditory evoked potential, achieving 94.5% accuracy through frequency features and 
LDA classification [16]. 

In 2020, Barayeu et al. [17] conducted a study on data presented in this article. They used a VGG-like NN-SVM decoder and an 
inception-like NN-SVM decoder on 64 channels, achieving accuracies of 90.68% and 93.40%, respectively. 

The present study aims to investigate EEG-based systems for adults with normal conditions who can maintain self-control and 
remain calm for a certain period. The research is specifically focused on analyzing data while the participants are at rest. Conducting 
EEG-based identification outside of a laboratory setting can be difficult as it is hard to determine the users’ thoughts, imagery, or 
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activities before resting. Hence, it is essential to investigate EEG-based identification in waiting conditions. This article examines the 
effects of mental busyness on outcomes. Hence, it is necessary to create identification tasks that take into mental busyness. The primary 
objective of this article is to create an appropriate algorithm and analyze data that considers mental busyness. 

The second section of the article covers various processing techniques, including preprocessing, feature extraction, dimensional 
reduction, and classification. The baseline data classification is demonstrated in the third section, proving that the algorithm remains 
unaffected by eye conditions. Next, the waiting data is analyzed, which is contaminated with disturbances caused by the mind and 
body movement. Finally, the last section delves into the content presented in the previous sections. 

2. Materials and methods 

2.1. EEG dataset 

The data presented is taken from the EEG Motor Movement/Imagery Dataset on the Physionet website. A significant number of 
subjects are required to create a biometric database. Although the Physionet dataset is not designed for this purpose, it can be effective 
due to its extensive subject pool. 

The dataset contains over 1500 EEG recordings lasting one to 2 min each, collected from 109 volunteers. Brain signals were 
recorded using the BCI2000 system (http://www.bci2000.org) during various imagining-motion tasks. The data includes 64 EEG 
channels with a 10-10 system with a sampling rate of 160 Hz. Each volunteer participated in 14 runs, as follows [18,19].  

• In the baseline state, two tasks last for 1 min each - one with open eyes and the other with closed eyes. 

The following tasks last for 2 min. Each task is done with three different runs [18,19]. The execution pattern for these tasks is shown 
in Fig. 1.  

• During the task, a target will appear on either the left or right side of the screen. The subject will then open and close his/her 
corresponding fist until the target disappears. After this, there will be a 4-s relaxation period before repeating the task for another 4 
s.  

• In another task, the target will appear on the left or right side of the screen, and the subject will imagine opening and closing his/her 
corresponding fist until the target disappears. Again, there will be a 4-s relaxation period before repeating the task for another 4 s.  

• When a target appears at the top or bottom of the screen, the user should open and close both fists (for top targets) or both feet (for 
bottom targets) until the target disappears. Then, the subject should take a 4-s break before repeating the task for another 4 s.  

• When a target appears at the top or bottom of the screen, the subject should imagine opening and closing both fists (for top targets) 
or both feet (for bottom targets) until the target disappears. Then, they should take a 4-s break before repeating the task for another 
4 s.  

a) Open- and closed-eye Data 

The open-eye and closed-eye data to create the OC dataset are combined, which is defined for 109 individuals. The dataset includes 
a 2-min task with a sampling rate of 160 Hz. With 4-s trials, there are a total of 30 trials.  

b) Waiting Data 

The duration of tasks was mentioned as 2 min at a sampling rate of 160 Hz. However, for subjects 88, 92, 100, 104, and 106, the 
tasks were completed in less than 2 min. By removing the data of these subjects, data gathering remains for 104 people. The data is then 
used to create a 6-min dataset called BW by extracting the expectancies between imagery-movement and movement tasks. Considering 
4-s trials, 90 trials exist. Fig. 2 provides different steps to the proposed algorithm. 

Two main steps are required to complete the identification process. The first step involves identifying the username and adding the 
necessary information to the database. In the second step, a unique password is created for the user to use for identification. This article 
will focus on the second step. The objective is to classify each individual, assuming all 109 individuals have been correctly identified. 
To achieve this, EEG is recorded for 4 s and then analyzed to identify the individual. 

2.2. Preprocessing 

Proper preprocessing of EEG signals is essential to enhance the accuracy and reliability of the classification outcomes. EEG signals 

Fig. 1. The general pattern of performing a task.  

Y. Akbarnia and M.R. Daliri                                                                                                                                                                                        

http://www.bci2000.org


Heliyon 10 (2024) e25999

4

are frequently plagued with various types of noise, artifacts, and unwanted physiological activities, which may hinder the classification 
process and cause imprecise results [20]. 

The notch filter is used to remove the 50 Hz noise. Another type of noise is the base noise signal, caused by respiration, electrode 
impedance changes, and excessive body movements. Removing the base noise signal before processing to avoid adverse effects on 
results is important. The removal process involves analyzing 1-s windows and creating a 5-order polynomial model for each channel. 
The model is then subtracted from the main signal [20]. 

To improve accuracy in noisy EEG recordings, researchers use a technique called common average reference (CAR). This technique 
involves calculating the average of each sample across all channels and then subtracting that value from each channel. CAR helps to 
detect small effects and improves the signal-to-noise ratio [20,21]. 

The removed outlier filter eliminates anomalies in EEG signals from various sources like muscle activity, eye blinks, or electrode 
movements. This method produces a more consistent signal and enhances the signal-to-noise ratio without reducing data. The filter 
calculates 10% of upper and lower data amplitudes at each electrode and removes the top and bottom 10% as outliers, replacing them 
with the highest and lowest values of the middle 90% [22]. 

The Discrete Wavelet Transform (DWT) is a signal processing technique that helps to eliminate unwanted noise while retaining 
significant information in the signal. The signal is divided into two segments - approximation and detail. The approximation segment 
contains the low-frequency components of the signal, while the detail segment contains the high-frequency components or noise. The 
first step in this technique is to remove the detail segment, which contains the noise, while retaining the approximation segment. The 
approximation segment represents a cleaner version of the original EEG signal [23]. 

2.3. Feature extraction 

Feature extraction is a process that transforms raw data into a more useable format for further analysis. Its main objective is to 
extract the most significant information from the data that can distinguish between different categories or classes. By selecting the 
most informative features, the classification algorithm can concentrate on the essential aspects of the data, which ultimately leads to 
improved accuracy in the classification process [24].  

a) Statistical Features 

This article discusses seven categories of statistical features for 64 channels, which add up to a total of 448 features in the time 
domain. Additionally, the trials are split into windows, with each window consisting of a quarter of a trial. The seven statistical feature 
sets are then recalculated for each window, resulting in 28 features. These calculations are performed for all 64 channels, resulting in a 
total of 1792 features. Altogether, 2240 statistical features are extracted. In equations (1) to (7), Xi represents each sample in the 
column of the feature matrix and N denotes the length of the columns [24].  

• Mean 

μ=
1
N

∑N

i=1
Xi (1)    

• Standard deviation (STD) 

S=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N − 1

∑N

i=1
|Xi − μ|2

√
√
√
√ (2) 

Fig. 2. Different steps of the proposed algorithm.  
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• Median 

M =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

X
[

n + 1
2

]

if n is odd

X
[n
2

]
+ X

[n
2
+ 1

]

2
if n is even

(3)    

• Variance 

V =
1

N − 1
∑N

i=1
|Xi − μ|2 (4)    

• The skewness or asymmetry of the data around the mean, where σ is the standard deviation. 

Skew=

∑N

i=1
(Xi − μ)3

(N − 1)σ3 (5)    

• Kurtosis 

K =

∑N

i=1
(Xi − μ)4

(N − 1)σ4 (6)    

• Power 

power=
∑

(input × input)
Input length

(7)    

b) Frequency Features 

The Fourier transform is a mathematical technique that changes signals from the time domain to the frequency domain [24]. The 
classifier can use the frequency value and amplitude height of the peaks in the frequency spectrum as inputs. To create features, we 
select the top five frequencies with the highest amplitudes for each channel, leading to a total of 10 features (five frequencies with their 
corresponding amplitudes). Therefore, with 64 channels, there are 640 features available. 

There are six powers in the second group of frequency features, namely Delta (0.4–4), Theta (4–8), Alpha (8-13), Beta (13–30), 
Gamma 1 (13–50), and Gamma 2 (50–60). These bands create 384 features for every 64 channels. Additionally, the trials are split into 
windows, with each window consisting of a quarter of a trial. Then, the six power sets are recalculated for each window, resulting in 24 
features. These calculations are performed for all 64 channels, resulting in a total of 1536 features. Therefore, a total of 2560 frequency 
features can be extracted.  

c) Wavelet Features 

Fig. 3. Coefficients CWT in the first channel, first trial, first person. left) BW data, right) OC data.  
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For signals like EEG that are constantly changing, wavelet transforms are appropriate for analysis. Unlike sine waves, wavelets are 
localized and can provide both time and frequency information. Wavelet algorithms require selecting a mother wavelet with a short, 
transient waveform. In this article, wavelet db2 is chosen as the mother wavelet [24].  

• Continuous Wavelet Transforms 

The use of continuous wavelet transform (CWT) for feature extraction is not a widely used method. In Fig. 3, the coefficients 
obtained through the use of the db2 mother wavelet can be seen. Fig. 3 has three axes: Coefficients, Scales a, and Time b. From each 
axis, we extract the five highest amplitudes, resulting in a total of 15 features. These features are obtained by converting the “Scales a" 
axe to the frequency domain, from “Time b" and from the coefficients. When these three feature groups are combined, they produce 
960 features for 64 channels [23,24].  

• Discrete Wavelet Transforms 

This paper uses the discrete wavelet transform (DWT) technique, which involves sampling wavelet functions at the sampling rate of 
160 Hz. The optimal number of divisions in DWT needs to be determined. The length of the signal is denoted as N, while the number of 
divisions is represented by m. As per the concept of DWT, the signal undergoes high-pass and low-pass filtering. Formula (8) can be 
used to calculate the length of the signal N′, after downsampling by a factor of 2 [23,24]: 

N′ = round
(

N − 1
2

)

+ m (8)  

In this method, the main signal is divided into approximations and details. This process is repeated until the remaining signal matches 
the mother wavelet. In each step, the length of the approximation is compared to the previous step. When the length of the 
approximation in stage t matches the length in stage t-1, the number of divisions in the previous step is considered the final limit of 
divisions [23,24]. 

In this dataset, the division rate is 10. According to Formula (9), the optimal number of divisions with useful information can be 
defined: 

Best decompose=
decompose

2
(9) 

Fig. 4. Signal with the best number of divisions, from the first channel, first trial, and first person in the OC data.  
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Based on the data, it appears that using five divisions is the optimal choice, as illustrated in Figs. 4 and 5. The top row of these 
figures depicts the primary signal for the first channel, trial, and person. The second row displays the approximation and detail for the 
first division. As mentioned in the preprocessing section, the first detail is removed as it is considered to be noise. 

2.4. Normalization and dimension reduction 

Normalization before the classification process prevents certain features from dominating the learning algorithm. It helps ensure 
that all features contribute equally to the learning algorithm. Z-Score normalization can be defined according to Formula (10), where 
norm data is the scaled value, Xi is the original value, μi is the mean of the feature, and σi is the standard deviation of the feature [25]: 

Norm data=
xi − μi

σi
(10) 

Dimension reduction involves transforming a large number of variables into a smaller set that retains most of the information. One 
common technique for dimension reduction is principal component analysis (PCA). This technique shows the directions with the 
highest variance in data analysis. The number of components required to analyze the data depends on the number of features and the 
variance present. In this paper, the dimensions of all features are reduced by considering 90% of their variance. Formula (11) can 
indicate the required quantity [26]: 

explain variance=
the sum of the eigenvalues of the selected features

sum of total eigenvalues
(11)  

2.5. Classification  

a) Validation Method 

It’s necessary to reserve some data and their labels for testing sets to prevent overfitting. One way to achieve this is by using the 
repeated random sub-sampling validation method, which involves dividing the data into training and testing subsets. The model is 
trained on the training data, while the accuracy of predictions is evaluated using the test data. This method is not affected by the 
number of divisions. In this article, the test data is divided into testing and validation [27,28]. For BW data, the ratio of training to test 
is 85 to 15, while for OC data, the ratio is 75 to 25. The upcoming section looks into the use of DNN in classification. 

Fig. 5. Signal with the best number of divisions, from the first channel, first trial, and first person in the BW data.  
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b) Deep Neural Network (DNN) 

The human brain receives information from the surrounding environment, processes it, and then produces a response. Neural 
networks are a type of machine learning that mimics this process. They take in multiple inputs, process the information through 
neurons in hidden layers, and produce an output using an output layer [29]. 

The perceptron model is a basic type of artificial neural network in machine learning. It has four main parameters: input nodes, 
weights and bias, net sum, and an activation function. At the start, the model multiplies the input values by their respective weights 
and then adds them together to create the weighted sum. This sum is then passed through the activation function ‘f’ to produce the 
desired output. When multiple perceptrons are combined, they create a layer. Several layers can be admixtured to form a multilayer 
perceptron (MLP). An MLP can have multiple hidden layers between the input and output layers [29]. 

In this article, the activation function in the initial layers is considered RELU, and the output layer is Softmax. The learning rate 
decreases according to formula (12) per epoch, in which t represents the period in the neural network [29]: 

Fig. 6. The general model of deep neural network structure.  
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learning ratet = learning ratet− 1 ∗ 0.099 (12) 

Neural networks often encounter the issue of overfitting, which causes high accuracy in predicting training data but poor accuracy 
in predicting test data. This occurs when the model concentrates too much on features unique to the training data. Regularization 
methods can effectively eliminate overfitting. 

Dropout is a crucial regularization method in deep learning. It involves randomly setting some weights to zero, eliminating certain 
perceptrons and their connections during each epoch. As a result, each iteration produces a unique set of outputs, leading to more 
accurate information about the training data and improving accuracy when dealing with new data [30]. In this study initially, 50% of 
the neurons are removed in each layer, and this percentage is ultimately determined based on the neural network’s performance. 

In a neural network, the distribution of inputs changes every time the previous layer’s parameters are updated, which slows down 
the training process. Therefore, high-quality initialization and a low learning speed are necessary. Batch normalization is a technique 
used in neural networks to improve convergence rates and performance. It normalizes the input of each layer on every batch, resulting 
in a Gaussian distribution in neurons [31]. 

One way to improve optimization is through batch gradient descent, which uses average gradients during training. The mini-batch 
method is more efficient, dividing samples into smaller categories and reducing variance in parameter updates. This approach requires 
less storage space than full-batch and results in more consistent outcomes [32]. 

As a last step in optimization, error optimization is employed. To achieve this, the adaptive gradient algorithm, also referred to as 
ADAM, is utilized to optimize the neural network swiftly and effectively. It’s important to note that the foundation of this algorithm is 
gradient descent [33]. 

The number of layers and neurons in a neural network is determined by the training process and the type of data. Fewer layers are 
needed for OC data, while BW data needs more layers. In the next section, it will be demonstrated that both OC and BW data will 
require 3 and 5 layers, respectively. 

Two widely used regularization techniques for models are L1 and L2. They both involve adding a regularization term to the general 
cost function to reduce the values of weight matrices and obtain a simpler model [34]. The L1 and L2 methods effectively improve the 
dispersion of results in the BW data. However, since this scatter is not observed in the OC data, these methods are not used for this data. 

Fig. 7. The deep neural network structure of OC data.  
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Cost function= Loss + Regularization term (13) 

When trying to compress a model, L1 is more effective as it sets the weights to zero, while L2 only brings them closer to zero. 
However, if compression is not the goal, L2 is typically preferred [34]. The λ parameter controls the impact of L2 and is initially set to 
0.001. It can be adjusted as needed until the desired results are achieved. 

The general model of the neural network is illustrated in Fig. 6. The number of input neurons corresponds to the number of features 
obtained from PCA. Fig. 6 depicts the arrangement of layers with orange blocks, starting from the first layer to the Nth layer. The 
number of layers and neurons in the neural network varies depending on the type of data used. Fig. 6 also shows the activation function 
for each layer. The output is shown with a green block that employs the Softmax activation function. Subsequently, the parameters 
determined for each data will undergo examination based on the mentioned methods. 

In Fig. 7, a 3-layer neural network that utilizes OC data analysis has been shown. Table 1 shows the parameters of the neural 
network structure, such as the number of layers and neurons, dropout percentage, and learning rate. The batch gradient considers 256 
samples. The number of epochs for training data is 500 while utilizing PCA-derived features. 

In Fig. 8, a 5-layer neural network that utilizes BW data analysis has been shown. Table 2 shows the parameters of the neural 
network structure, such as the number of layers and neurons, dropout percentage, and learning rate. The batch gradient considers 256 
samples. The number of epochs for training data is 500 while utilizing PCA-derived features. 

In this section, a comparison is made between different techniques used in deep neural networks. Each technique is removed from 
the neural network, and the neural network’s parameters are adjusted based on the new conditions. The resulting outcomes are then 
examined. It is important to note that each technique is removed individually to observe its effect on the neural network, and no two 
methods are eliminated simultaneously. This comparison is done on the statistical features of BW data. 

The initial stage involves utilizing a 5-layer neural network to scrutinize BW statistical features without some of the preprocessing. 
The neural network structure is outlined in the “Preprocessing effect" column of Table 3. The general design of the neural network 
structure is displayed in Fig. 6. The input signal for the “Preprocessing effect" neural network is derived from the 0.4–60 Hz range, and 
a notch filter is applied while no other filters are used. 

A 5-layer neural network is used to analyze BW statistical features without normalization. The neural network structure is outlined 
in the “Batch normalization effect" column of Table 3. 

The dropout method is used in the neural network to prevent overfitting. The absence of this method leads to an increase in 
overfitting. Additionally, the neural network’s complexity needs to be reduced due to the over-training of neurons. Therefore, a 4-layer 
neural network with 300 neurons in each layer is the appropriate choice for this type. The neural network structure is outlined in the 
“Dropout effect" column of Table 3. 

3. Results 

The present study aims to enhance the practical application of EEG-based identification by analyzing data with mental preoccu
pation and creating an appropriate algorithm. It is essential to consider varying levels of focus while processing data rather than solely 
relying on entirely focused data. This section delves into the outcomes of DNN classification using both OC and BW data. Firstly, the 
data is preprocessed, and three sets of features are extracted for each dataset. The steps before the classification process are executed 
using Matlab 9.8, and the classification is accomplished using Python 3.9. The final result of the neural network is an average of 10 
repetitions. A computer with a CPU corei 7, 2.60 GHz processor, Windows 11, 16 GB of RAM, and SSD storage are utilized for this 
study.  

A. OC Data 

The results obtained from the neural network used for OC data classification (Fig. 7) are shown in Table 4. The details about the 
neural network’s architecture and parameters are presented in Table 1. Additional information about the architecture is presented in 
the Materials and Methods Section. 

It is important to check the accuracy of results, but other performance metrics are also helpful. Table 5 displays these metrics.  

B. BW Data 

The results obtained from the neural network used for BW data classification (Fig. 8) are shown in Table 6. The architecture and 
parameters of the neural network are presented in Table 2. Additional information about the architecture is presented in the Materials 

Table 1 
The parameters of the deep neural network structure for OC data.   

Statistical Frequency Wavelet 

1 Features 232 240 283 
2 Layer 3 3 3 
3 Neurons 200 300 350 
4 Dropout 40 40 40 
5 Learning rate 0.02 0.005 0.01  
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Fig. 8. The deep neural network structure of BW data.  

Table 2 
The parameters of the deep neural network structure for BW data.   

Statistical Frequency Wavelet 

1 Features 302 351 365 
2 Layer 5 5 5 
3 Neurons 450 450 500 
4 Dropout 35 35 30 
5 Learning rate 0.01 0.01 0.01 
6 L2 0.002 0.0015 0.004  
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and Methods Section. Other performance metrics are presented in Table 7. 
Table 8 shows the effect of applied techniques on the data. Refer to Table 3 for neural network configurations. Details are in the 

Materials and Methods Section. The succeeding section will delve into the consensus regarding the tables mentioned in this part.  

C. Consensus of Results 

Tables 4 and 6 show that after the frequency features, the wavelet features had the best results. Fig. 9 provides a comparison of the 
results from Tables 3 and 6 Researchers analyze the frequency characteristics of EEG data in different frequency bands to identify 
patterns and specific traits, such as attention, memory, decision-making, extroversion, introversion, emotional stability, and impul
sivity [35–38]. Therefore, using the unique patterns and features captured through frequency analysis, it is possible to gain a deeper 
understanding of individual identification through EEG signals. 

When working with DNN models, various challenges may arise. These challenges include maintaining high-quality data recordings, 
the number of subjects, and performing additional calibration steps, all of which can lead to errors. 

There are ways to improve DNN accuracy, like Dropout and batch normalization. Simplifying the model with L2 can also help. EEG 
signals often have noise and artifacts, but preprocessing methods can improve this. 

Fig. 10 compares the results from Table 8. Removing filters decreases accuracy by 7.93% in comparison to using all methods. Also, 
removing the normalization method reduces accuracy by 3.23% and dropout by 1.79%. Removing L2 decreases accuracy by 0.21% but 
increases scattering by 1.75%. Using the L2 method in the identification process reduces scatter hazards. 

4. Discussion 

Initially, the OC data was classified. The high results obtained from the data suggest that the presented process is not affected by the 
eye’s position, which is significant for identification algorithms. 

Movement, lack of concentration, and the movement decision before identification can impact brain signals. As a result, the brain 

Table 3 
Neural network parameters, in examining the effect of removing each technique from the proposed neural network model for statistical BW data.   

Preprocessing effect Batch normalization effect Dropout effect L2 effect 

1 Features 173 302 302 302 
2 Layer 5 5 4 5 
3 Neurons 500 400 300 450 
4 Dropout 20 30 – 35 
5 Learning rate 0.01 0.01 0.01 0.01 
6 L2 0.0005 0.001 0.002 – 

The L2 method is crucial for achieving convergence, and removing it leads to increased variability in results. A 5-layer neural network to scrutinize 
BW statistical features without L2 is used. Table 3 shows the neural network structure in the “L2 effect" column. 

Table 4 
DNN classification results for OC data.   

Statistical Frequency Wavelet 

1 Performance 96.79 % 99.19 % 98.26 % 
2 STD 0.98 0.48 0.73 
3 Time(s) 46.14 44.57 43.27  

Table 5 
Performance metrics of OC data.   

Accuracy (std) Precision (std) Recall (std) F1_score (std) 

Statistical 96.79% (0.98) 98.77% (0.70) 99.68% (0.87) 96.90% (0.73) 
Frequency 99.19% (0.48) 99.20% (0.63) 99.85% (0.56) 99% (0.66) 
Wavelet 98.26% (0.73) 98.30% (0.82) 99.84% (0.84) 98.20% (0.63)  

Table 6 
DNN classification results for BW data.   

Statistical Frequency Wavelet 

1 Performance 93.18 % 97.81 % 97.35 % 
2 STD 0.72 0.70 0.78 
3 Time (s) 124.23 120.86 144.01  
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data collected during complete rest will be different from the data recorded when the individual is at rest between tasks. The reason for 
utilizing BW data is to account for varying levels of focus rather than relying solely on data from highly focused individuals. 

The use of 64 channels makes EEG-based identification difficult, but reducing the number of channels will be done in future studies. 
In this article, the main focus is on mental busyness and its effect on results. Hence, the paper aims to develop a suitable algorithm and 
analyze the BW data. 

While this method has some benefits, it also comes with disadvantages. In this research, efforts were made to reduce their 
disadvantages. 

This method requires several preprocessing steps that may remove certain high-frequency components that are not necessarily 
noise. Consequently, this can lead to the loss of important signal details or features that could be useful for classifying purposes. The 
selection of features in certain categories may create a bias that affects classification performance. Future research should examine 

Table 7 
Performance metrics of BW data.   

Accuracy (std) Precision (std) Recall (std) F1_score (std) 

Statistical 93.18% (0.72) 93.40% (0.84) 97.71% (0.99) 93.10% (0.87) 
Frequency 97.81% (0.70) 98.00% (0.67) 97.47% (0.74) 97.70% (0.82) 
Wavelet 97.35% (0.78) 97.50% (0.71) 98.61% (0.97) 97.20% (0.79)  

Table 8 
Comparison of results, in examining the effect of removing each technique from the proposed neural network model for statistical BW data.   

Preprocessing effect Batch normalization 
Effect 

Dropout effect L2 effect 

1 Performance 85.25% 89.95% 91.39% 92.97% 
2 STD 1.10 0.89 0.87 2.54 
3 Time (s) 115.32 89.32 89.32 117.26  

Fig. 9. The results of different feature groups are compared. Error bars show the standard deviation.  

Fig. 10. The effects of removing each technique from the proposed neural network model for statistical BW data are compared. Error bars indicate 
standard deviation. It is important to note that each technique is removed individually to observe its effect on the neural network, and no two 
methods are eliminated simultaneously. 
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feature interaction. Interpreting DNN classification can be challenging due to its black-box nature, which makes it hard to understand 
how decisions are made. This lack of interpretability can limit the insights we can gain from analyzing such models. Moreover, it is 
crucial to be mindful of overfitting, particularly when dealing with high-dimensional data. 

The method proposed in this paper has several advantages. The approach combines preprocessing, feature extraction, dimen
sionality reduction, normalization, and DNN classification for brain signals, providing a comprehensive solution. Accurately extracting 
relevant features from brain signals is crucial, and the preprocessing phase plays a vital role in achieving this goal. Eliminating un
wanted noises and artifacts can greatly enhance the signal-to-noise ratio and enable more accurate and meaningful feature extraction. 
This is particularly important in EEG-based identity recognition, where capturing subtle patterns and features in brain signals is 
necessary to differentiate between individuals. Utilizing DNN to analyze brain signals offers numerous advantages. These computa
tional models have shown exceptional performance in various fields and can improve the accuracy of classification by learning 
complex patterns. The techniques described in the Materials and Methods section have been implemented to prevent overfitting and 
aid in resulting convergence. 

The process of identification depends on time. While training DNN networks may take a while, the testing phase is usually short. 
Tables 4 and 6 provide the duration of the test phase, depending on the system’s features. By utilizing robust systems and decreasing 
the number of channels, time can be further reduced. 

As mentioned earlier, EEG-based identification can be categorized into two types: rest-based and task-based. This section will 
analyze the outcomes discussed in previous articles. Table 9 displays the results from the OC data in a resting state. The findings in this 
article show better performance compared to the other studies. In Table 10, BW data is considered as imagery-movement tasks and 
movement task data. As can be seen in this table, the obtained result in this case is also superior to other articles. 

5. Conclusions and future work 

In this paper, an appropriate algorithm is discussed that considers mental busyness while analyzing data. The data of 109 par
ticipants underwent a five-step preprocessing in the initial stage, followed by computation of statistical properties, frequency, and 
wavelet. 

The performance of the data was evaluated using DNN classifications. This involved the application of normalization, dropout, L2, 
and batch gradient methods to improve neural network performance. The effectiveness of these methods in improving the neural 
network’s performance and achieving convergence of results was demonstrated. 

Based on the OC data, the algorithm displayed low sensitivity to eye conditions and showed a 99.19% accuracy for frequency 
features using DNN. After identifying the optimal algorithm, it was used to assess the performance of BW data. The neural network 
used for this data was notably more complex than that of OC data. The highest success rate achieved was 97.81% for frequency features 
on BW data. Furthermore, it was clear that the DNN approach performed better than shallow methods such as SVM. The neural 
network method is superior to other classification methods because it can efficiently learn and extract complicated patterns from the 
data. Neural networks are non-linear models by nature, which enables them to capture intricate relationships and non-linear de
pendencies present in the data. This flexibility allows them to model complex patterns more accurately than linear classifiers. 
Additionally, neural networks can adapt and learn from new data, making them suitable for scenarios where patterns change over 
time. 

In the case of EEG identification, an important factor is the ease of recording information. The performance of a DNN for EEG 
analysis can be affected both positively and negatively by increasing the number of channels. To summarize, increasing the number of 
channels in an EEG can enhance feature extraction, improve spatial resolution, and potentially improve DNN performance. However, it 
can also introduce challenges related to data quality, higher dimensionality, and data collection limitations. Therefore, future research 
aims to pinpoint specific areas of the brain with personality characteristics and adjust channels accordingly. Generally, identification is 
a process where even a small increase in results can be significant, so it is important to implement methods to improve the performance 
of the identification process. 
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Table 9 
Biometric systems using resting-state EEG patterns.  

Reference/ 
Year 

Channels Subjects Features Methodology Performance 

[4], 2015 14 16 power spectral density (PSD) SVM 93% 
[10], 2016 5 9 multiscale shape description (MSD), multiscale wavelet packet statistics (WPS) and 

multiscale wavelet packet energy statistics (WPES) 
SVM 87.3% 

[11], 2016 64 109 phase locking value (PLV) core sub- 
network 

94.3% 

[15], 2020 1 46 statistical, frequency, and wavelet SVM 95.48% 
This paper 64 109 statistical, frequency, and wavelet DNN 99.19%  
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