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ABSTRACT: An accurate understanding of uncertainty is needed to properly interpret Controlled
methane emission estimates from upstream oil and gas sources in a variety of contexts, Release Data
from component-level measurements to yearly jurisdiction-wide inventories. To
characterize measurement uncertainty, we examine controlled release (CR) data from »
Inventories

five different technology providers including quantitative gas imaging (QOGI), tunable
diode laser-absorption spectroscopy (TDLAS); and airborne near-infrared hyperspectral 90%
(NIR HS) imaging. We introduce a novel empirical method to develop probability Meas(u]\r; ;nems P
distributions of measurements given a true emission rate using the CR data. The : Credibility interval
approach includes flexible likelihoods which capture complex relationships in the data.

An algorithm which provides the distribution of the true emission rate given a measurement is also developed, which synthesizes the
measurement with the CR data and external information about the possible true emission rate. The results show that flexible models
that accommodate complex nonlinear behavior are needed to adequately model measurement error. We also show that measurement
error can vary under different conditions. We demonstrate that measurement uncertainty can be reduced by performing repeated
measurements. A limitation of the study is that the collected CR data is collected under controlled conditions that may differ from
those in industrial settings. As new CR data become available, the models presented in this paper can be refit to consider more
diverse scenarios. The methodology can be extended to explicitly model different conditions to improve performance.
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H INTRODUCTION best trade-off between cost and emissions reductions, as high
quantification uncertainty can impair the cost-effectiveness of
LDAR programs.5 Furthermore, methane emissions measure-
ments are used to develop broader jurisdiction-wide and global
inventories,” ® which are needed to assess progress towards
emissions reduction targets and to inform policies and
regulations, but these decisions can only be made in the
context of uncertainty. For example, the well-known “gap”
between inventories compiled from “top-down” (aircraft or
satellite-based modalities) and “bottom-up” techniques (hand-
held or in-situ technologies) is partially explained by the
uncertainties attached to individual measurements.”’ Given
the high global warming potential of methane and the large
volumes involved, variations in inventory estimates have a far
reaching impact on climate modeling.

A wide range of technologies have been deployed to quantify
emissions from the oil and gas industry, including quantitative
optical gas imaging (QOGI) using mid-wavelength infrared

Methane is responsible for approximately 30% of the rise in
global temperatures since the industrial revolution and is the
second most important climate forcing mechanism, only after
carbon dioxide.”” Approximately 60% of methane emissions
come from anthropogenic sources,’ and deep and rapid
reductions in these sources are crucial in order to avoid the
worst outcomes of climate change.” Emissions from the oil and
gas sector (approximately 40 % of anthropogenic sources
globally') are more amenable for reductions compared to
some other sources, through opportunities created by
emerging technology and improved operational practices.
Doing this requires instrumentation that can detect and
quantify methane emissions to assess regulatory compliance,
develop effective and science-based policy, design and deploy
cost-effective emission mitigation strategies, and for climate
modeling.

Methane emission measurements can only be interpreted
properly in the context of uncertainty. This aspect is
particularly important in view of existing and emerging
methane emissions regulations and reduction commit-
ments,”” " e.g, to answer the question “with what probability
is this facility compliant with a particular regulation?” Methane
leak detection and repair (LDAR) programs should also be
optimized with quantification uncertainty in mind to give the
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Figure 1. Technologies studied in the measurement campaigns. A: QOGI camera used by operator A, B: QOGI camera used by operator B, C:
QOGI camera used by operator C, D: airborne NIR HSI, and E: truck-based TDLAS driven by Paule Lapeyre. Photos B and C from Michael

Nagorski. Other photos from Kyle J. Daun.

(MWIR) cameras;'°~"? stationary'® and mobile'*~'® methane

concentration sensors; and airborne®'” and satellite-based'®
measurements. All of these systems utilize a measurement
model that relates direct observations and auxiliary inputs to
the methane emission rate. Often the measurement model
consists of a spectroscopic sub-model that connects some
radiometric measurement to a column density (ppm X m) or
path-averaged concentration estimate (ppm), and an advection
sub-model, usually informed using anemometry data. The
output of the inversion procedure is typically a point estimate
of the methane emission rate from the source (e.g., kg/h).

Approaches for quantifying methane emission uncertainty
may be categorized as either physics-based or data-driven.
Physics-based approaches address uncertainty associated with
measurement noise, uncertain model inputs, and, especially,
the model errors induced by the approximations and
simplifications needed to derive a tractable measurement
model, in an explicit way. As an example, Montazeri et al.'’
derive formulas for different error components of QOGI
estimates, with the aid of virtual data generated from a
computational-fluid dynamics large eddy simulation (CFD-
LES). Caulton et al.'® developed uncertainties for emission
estimates obtained from a truck-mounted concentration sensor
and inverse Gaussian plume model by accounting for
uncertainty in the Gaussian model diffusion coeflicient,
emission source and height, and wind speed and stability
class. Cambaliza et al.”’ developed uncertainties for emission
estimates inferred from aircraft-based concentration measure-
ments using different values for the background carbon dioxide
and methane, depth, changes in the convective boundary layer
height, and perpendicular wind speed parameters.

While physics-based approaches can provide insights into
the uncertainty of methane emission estimates obtained from
specific technologies and how they should be deployed to
minimize these uncertainties, they also have several key
drawbacks. First, they require detailed knowledge of the
measurement model, which may be very complex or
completely unknown due to proprietary aspects of the
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technology. Second, the results of a physics-based uncertainty
analysis are specific to a given technology and would therefore
need to be derived separately for every system of interest.
Third, results of a purely physics-based uncertainty estimate
may not agree with what is observed in real-world scenarios
due to missing or inadequate modelling of uncertainty sources.
Moreover, existing physics-based uncertainty analyses do not
include methods or procedures for how the results should be
applied in practice, and there is a lack of consistency in
reporting of the results.'® For example, most physics-based
approaches do not show how their results should be used to
derive a 95% confidence interval based on a given measure-
ment from the technology.

Data-driven approaches to uncertainty quantification rely on
a statistical model which compares true and measured emission
rates from controlled-release data. The statistical model can
then be used to predict future measurements given a true
emission rate, or inverted to give a confidence interval for the
true emission rate given a measurement. Data-driven
approaches have two key benefits over physics-driven
approaches: (1) they are fitted to field data, meaning the
results will likely resemble what is actually observed in the
field, and (2) the statistical framework can be leveraged to
provide unified and consistent guidelines for how the results of
the uncertainty analysis should be used in practice.

Data-driven approaches require controlled-release data. To
this end, many single- or double-blinded measurement
campaigns have been conducted with the goal of assessing
the performance of methane emissions quantification technol-
ogy.'”*'~** However, data-driven approaches employed on
these measurements have mainly been limited to linear
regression approaches,'””'~** with the exception of Conrad
et al,”> who provide an approach to derive the distribution of
the true emission rate given a measurement from an airborne
methane detection and quantification technology. A limitation
of these approaches is that the models have a constant
relationship between uncertainty and the true emission rate
(either strictly additive or multiplicative). Also, existing
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approaches often do not account for the possibility that a
technology may detect methane when there is none being
released. Finally, there is a lack of reporting on how the
methods should be applied in different scenarios, such as in
performing field measurements in LDAR programs or as part
of measurement-based surveys.

Uncertainty in quantifying methane emissions using
detection and quantification technology can be decomposed
into uncertainty due to missed detection of sources (“detection
uncertainty”) and uncertainty in the measurements when
methane is detected (“measurement uncertainty”). In this
work, we introduce a flexible framework to elucidate
measurement uncertainty that can be applied to any
technology modality and illustrate its use. The models are
derived from single-blind controlled release (CR) data from
two field campaigns carried out using four methane detection
and quantification technologies, as well as CR data reported by
Conrad et al.”® The framework allows for the derivation of two
important probability distributions: (1) the distribution of
non-zero measurements given the true emission rate and (2)
the distribution of the true emission rate given a successful
measurement. The first distribution is a building block to the
second distribution, and has the potential to be incorporated
into simulation software that models LDAR programs such as
FEAST, LDAR-Sim, and AROFemp.”°”*®* The second
distribution is an important input to simulation methods
used to derive measurement-based inventory estimates as
proposed by Johnson et al.”’ Our approach to deriving the
second distribution also incorporates context-specific prior
information into the analysis, such as knowledge of the
emission rate distribution typical for a type of facility or
component. The results of the analysis are data-driven and the
design of the measurement campaigns allows for the
assessment of the potential real-world effectiveness of the
measurement uncertainty results.

B MATERIALS AND METHODS

Methane Quantification Technologies. We demon-
strate the analysis procedure using CR data from four methane
quantification technologies, three of which were evaluated in
the measurement campaigns: QOGI; truck-mounted tunable
diode laser-absorption spectroscopy (TDLAS) and airborne
near-infrared hyperspectral (NIR HS) imaging. We also
consider an airborne TDLAS system (“Gas Mapping LiDAR
” (GML) from Bridger Photonics, Inc.) based on data reported
in Conrad et al.”> Examples of the technologies investigated in
the campaigns are shown in Figure 1.

Quantitative Optical Gas Imaging (QOGI). QOGI systems
are almost exclusively based on a mid-wavelength infrared
(MWIR) camera that contains a cold filter centered on the
3.34 ym methane band. Intensity entering the camera aperture
is imaged through the cold-filter and onto a focal plane array
(FPA) that produces a pixel intensity. The camera data is then
analyzed in near real-time by software on a peripheral tablet.
The measurement model is composed of a spectroscopic sub-
model that generates a column density map of the gas, and an
advection model that infers a 2D projected velocity field from
the apparent plume motion between successive images. These
quantities are then combined to obtain a mass flow rate (e.g,
kg/ s).

The reliability of QOGI-derived emission estimates depends
on factors that include measurement distance between the
plume and the camera, thermal contrast between the plume
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and the background, wind speed, and leak rate.>303!

Identifying favorable measurement scenarios draws consid-
erably on operator experience.”” Three QOGI systems were
deployed by three operators of varying experience, as
summarized in Table 1.

Table 1. Description of QOGI Operators and Equipment
Characteristics

Operator Experience System Campaign
A Professional FLIR GF320 with Providence 1
QL320 (v. 3.0.0.5)
B Professional, new ~ OPGAL EyeCGas (v. 1.0.24) 2
to system
C Novice FLIR GFx320 with FLIR 1 and 2

QL320 (v. 1.4.1)

QOGI Operator A used a FLIR GF320 camera with a
Providence QL320 tablet (v. 3.0.0.5); QOGI Operator B used
the OPGAL EyeCGas (v. 1.0.24), and QOGI Operator C used
a FLIR GFx320 camera with the FLIR QL320 Tablet (v.
1.4.1). Notably, while Operator B was an experienced QOGI
operator, they were unfamiliar with the OPGAL system during
the measurement campaign. QOGI Operator A was highly
experienced and familiar with their equipment, while QOGI
Operator C was a novice, having less than six months of
experience with the system.

Truck-Mounted TDLAS. Methane releases were also
quantified using a truck-mounted TDLAS system (Boreal
Laser GasFinder 3 VB). The absorptance, and therefore
methane column density (e.g, ppm'm), is inferred through
wavelength-modulation spectroscopy (WMS)* and then
converted to a path-average concentration (ppm). The Boreal
GasFinder3-VB system consists of a TDLAS operating at 1653
cm™! in wavelength modulated spectroscopy mode. The laser/
detector and retroreflector define three measurement paths
within a 1.3 m long perforated measurement cell mounted
behind the cab of a pickup truck. The truck traversed the
plume at distances ranging from 50 to 100 m downwind of the
release point. Methane concentrations were measured at one
second intervals; these concentrations and wind speeds
obtained from an ultrasonic anemometer operated by the
service provider were then processed using a backwards
Lagrangian stochastic quantification algorithm™**° to obtain a
release estimate for each plume transect.

Airborne NIR HS Imaging. The airborne NIR HS system
(GHGSat-AV) consists of a downward-looking wide-angle
Fabry—Perot imaging Fourier transform spectrometer that
operates between 1630-1655 nm,’® mounted inside an
aircraft.”” The aircraft overflew the releases at approximately
1500 m above ground level at 240 km/h. Thermal emission
from the gas and ground is negligible over this wavelength
range; instead, the camera images sunlight transmitted through
the atmosphere, reflected from the ground, and transmitted
back to the camera. The methane column density is inferred
from the attenuation of the transmitted light via a multilayer
spectroscopic model, and then combined with an advection
model*® using wind data from an online weather model to find
the emission rate.

Airborne TDLAS. Bridger’s airborne GML system consists of
two tunable diode lasers, and a sensor that detects the ground-
reflected laser light. One laser is used for range finding and
determining ground reflectivity, while the other scans the 1651
nm CH, absorption line to determine column density. The

https://doi.org/10.1021/acsestair.4c00030
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lasers move in a conical pattern, which forms an ellipsoidal
swath on the ground. Reflected light from the range-finding
and methane-absorbing lasers are combined to form a column
density via WMS. The column density estimates across the
swath are used to form a 3D plume concentration map, which
is combined with an advection model using wind speed from
online weather data to obtain a release rate.”

Measurement Campaign Design and Execution. The
QOG], truck-mounted TDLAS, and airborne NIR HS imaging
systems were evaluated through two CR measurement
campaigns executed at Carbon Management Canada
(CMC)’s Newall County Research Station near Brooks,
Alberta, the first during April 20—26, 2022, and the second
during September 25—October 1, 2022. Providers conducted
measurements and analyzed data in the same way they would
deploy in “real world” scenarios. In a small minority of the
cases, the technology providers provided a “void” or “null”
measurements due to sensor failures, or, in the case of the
airborne NIR HS measurements, excessive cloud cover. The
number of these instances are provided in the SI 1. In almost
all of these cases the technology provider included an
explanation for why the inferred rate was not included.

The conditions of the CRs have important implications for
the model results. Measurement error depends on confounding
“real world” factors such as complex aerodynamics from nearby
structures and reflecting surfaces in the case of radiometric
measurements that are not reflected by the ideal conditions of
the CR measurement campaign. The statistical model is fit to
data collected under a certain set of conditions (range of true
emission rates, meteorological conditions, etc.). Model
predictions should only be considered reliable under
conditions similar to those that prevailed during the CRs.*
To maximize the observed meteorological conditions in our
CR data, we conducted two campaigns at different times of
year. We consider a range of release rates that correspond to
realistic scenarios from O to 80 kg/h. Finally, we performed
releases from a variety of industrially relevant scenarios,
including 1.7 m, 3.4 m, and 4.8 tall stacks, a 14-m tall unlit
flare, and a storage tank.

Due to the location of the measurement campaigns and
modality of several technologies, it was not possible to carry
out fully double-blinded CRs where the technology providers
were unaware of the existence, location, and release rate of
CRs, which is considerably more challenging compared to the
single-blind releases in this study. Due to this limitation, our
study focuses on quantifying measurement uncertainty rather
than detection error.

Information on releases and meteorological conditions are
provided in SI 1. A summary of the number of controlled
releases completed for each technology provider and campaign
is given in Table 2. Additional data was taken from the CR
studies of the Bridger GML system reported by Conrad et al.”
to demonstrate the applicability of the methods. Anonymized
release and emissions estimates data from both trials are
available at https://github.com/augustinewigle/methaneUQ.
Service providers did not have access to meteorology data;
instead, they conducted their own on-site measurements or
relied on third-party weather models, as they would when
deploying the technology in a practical scenario. Service
providers then compiled their own estimates and provided
them to the academic team.

Deriving Measurement Error Models Using Con-
trolled Release Data. We propose a statistical model that
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Table 2. Summary of Technologies, Providers, and
Available Data from the Measurement Campaigns and
External Sources”

Technology N, N,
QOGI Operator A 117 0
QOGI Operator B 0 71
QOGI Operator C 14 106
Truck TDLAS 142 125
Aerial NIR HSI 46 37

“N, and N, refer to the number of observations collected for a given
technology during the first and second campaigns, respectively.

answers the following question: For a given true emission rate,
what range of measurements could be expected, given the
observed CR data, considering model error and measurement
noise? As discussed in the Measurement Campaign Design and
Execution section, the models described in this section are
conditional on the data used to fit the models. That is, their
prediction accuracy can only be guaranteed for measurements
made under similar conditions. Additionally, the model is fit
only to data where methane was detected, and therefore does
not account for missed detections. The implications of this are
discussed in the Results and Discussion section.

Novel Flexible Model. Let Q; be the true emission rate
corresponding to the ith observation in the measurement
campaign, and M; be the corresponding emission rate
estimated by the technology for the ith observation, i = 1, ..,
n where n is the total number of observations for the given
technology. Here, we describe a likelihood that models the
relationship between Q; and M, given that methane was
detected.

The relationship between Q; and the bias and variability of
M; can be complicated, since both the bias and the variability
may change over the range of Q;. Additionally, the relationship
between Q; and M; may not be strictly linear, such as the case
in Figure 2. The model must also account for the fact that all
technologies may report a “false positive”, that is, estimating a
non-zero M; when Q, = 0.

A flexible likelihood that fulfills these requirements is given
by

log(M,) = log(¢) + ¢, (1)
where

€ ~ N(0, 67) 2)
and

¢ = median(M,)

This likelihood is normal on the log scale, which corresponds
to a log-normal likelihood on the measurement scale; a
justification for this treatment is given below. The median of
M; is modeled by a continuous piece-wise function of Q;:

aO + alQi + aZQiZ Qi S 14
aO + ﬂ() + (al + ﬂl)Qi Qi > 4

which is quadratic for values of Q; below a threshold y and
linear above 7. To ensure that the function is continuous at Q;
= y, we impose the restriction that f, = a,y* — Biy. The
specification of ¢; can be modified to give the best prediction
results and fit to the data, depending on the detection

https://doi.org/10.1021/acsestair.4c00030
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Figure 2. Uncertainty quantification model results for QOGI Operator A.
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The dotted line represents a perfect technology where the measured

emission rate equals the true emission rate Q;. The solid line represents the median predicted by the model for a given Q;. The blue prediction
bands represent the credible region for model predictions given Q; that is, a new measurement lies in the interval (X, Y) with a probability of Z.
The model was fit to data from the first campaign. No external data were available.

technology. For example, the threshold parameter y, f, and f3,
could be removed, which would give a quadratic relationship
characterized by a, a;, and a, over the whole range of Q.

The model can be rewritten to facilitate interpretation by
exponentiating both sides of eq I:

M; = ¢ x e (3)
where ¢, is the median measurement for a true emission rate of
Q; and ¢ is equal to one on average. That is, the function ¢,
adjusts for systematic bias and e is a multiplicative error term
that accounts for remaining variation.

The likelihood in eq 1 is an extension of the scheme
proposed by Conrad et al.*® Their model is a special case of
our likelihood where oty = 0, a, = 0, ;= 0, #, = 0, and o7 = &~
for all i = 1, .., n. They assume the median value of M, has a
multiplicative relationship with Q, that is, ¢); = a; X Q;, and the
multiplicative error term has a constant variance over the range
of Q;. Our model expands on this in three ways. First, we allow
for piecewise linear and quadratic relationships between the
median measurement and Q; and accommodate false positives
rather than using a strictly linear model which does not allow
false positives. Second, the inclusion of the threshold
parameter y allows more flexibility in modelling the relation-
ship between the median of M; over the range of Q rather than
assuming a common median function for all Q, Third, we
investigate different variance structures for €; which can allow
the variance to change with Q; to more accurately model the
patterns observed in controlled data from some instrumenta-
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tion rather than assuming a constant variance. Another
difference is that Conrad et al.*’ investigate different
distributions for the error term, whereas we restrict ourselves
to the log-normal distribution, but investigate different forms
for the median and variance that are motivated by the data.
Finally, we take a fully Bayesian approach to estimation and
inference as discussed in the Bayesian Analysis and Prior
Distributions section, whereas Conrad et al.*® use a
(frequentist) maximum likelihood approach.

It is important to note that in this model the errors are
additive on the log scale, which implies multiplicative errors on
the raw measurement scale as shown in eq 3. The simplest way
to model the variation is to set the variance of €; to a constant,
o7 = 77" for all i, where 7 is referred to as the precision
parameter. Multiplicative errors may be suitable for lower and
moderately-sized emission rates, but for large values of Q,
purely multiplicative errors may overestimate variability for
some technologies. To accommodate this, we also propose
using 67 = (7 + Q;/n)™" as an alternative variance structure for
€; which allows the variability of the error terms to decrease
with increasing Q; while also ensuring that the variance is
continuous along the range of Q; With this variance form,
when Q; = 0, the variance on the log scale is equal to 771, which
decreases as Q; increases. The parameter 5 controls how
quickly the variance decreases with Q; The approach to
choosing an appropriate likelihood, including the variance
specification, is described in the Model Selection section.
Table 3 summarizes the parameters in the likelihood, their

https://doi.org/10.1021/acsestair.4c00030
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units, scenarios in which they may be included or removed and
interpretations of their roles in the model.

Table 3. Summary of the Units for Each Parameter in the
Likelihood, Important to Keep in Mind When Specifying
Prior Distributions”

Exclusion
Parameter Units criteria Interpretation

a, M] * Median measurement when Q; = 0

a; Unitless None Coeficient for Q; in the quadratic
relationship between ¢; and Q; (when
Q; < y if applicable)

a, M]! t Coefficient for Q7 in the quadratic
relationship between ¢; and Q; (when
Q; < y if applicable)

Bo [M] * Change in intercept of linear
relationship when Q; > 0

A Unitless T Change in slope of linear relationship
when Q; > 0

y M] i Allows relationship between Q; and ¢,
to change when Q; > ¥

T Unitless None Variance parameter

n [M] i Allows variance to decrease as Q;

increases—Ilarger value means milder
reduction in variance
“Exclusion criteria: * = may be removed if technology does not have
false positives in CR data, T = may be removed if its removal leads to a
simpler model which has adequate fit and predictive performance.

As a concrete example to show how the form of the
likelihood can connect to physical models, consider the
problem of recovering the emission rate from a downwind
concentration measurement at a precisely known location and
one instant in time, as is done for the truck-mounted TLDAS
system. In principle, the true concentration ¢ is related to the
true emission rate as

true

c — Q X Dtrue(Utruf_’) (4)

where D™ is the true advection model that depends on the
wind speed, U™. The true advection model is complicated and
stochastic due to the turbulent atmospheric boundary layer
that advects the methane from its source to the downwind
detection location. Instead, the methane emission rate is
estimated by substituting measured concentration values ¢; and
measured wind speeds U, into the inverted form of a simplified
advection model D (e.g, the Gaussian plume model), which is
a simplification of D"*. The methane emission rate estimate is
then obtained by

L ¢
1 D(l_]l) 1
The uncertainty in the estimate is due to measurement error in
¢; and U, and model error, that is, the model D does not
perfectly reflect D", We will assume that error in D(U,) is
independent of error in c; Expressing the inverted advection
model with measured wind speed as the product of the true
model D"™(U"™) inverted times a random variable §; which
captures the variation from the truth, and treating the
measurement error in the concentration as negligible as
would be expected for high release rates, we can say that

M; = Qg Q)
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That is, the relationship between the measurement and the
truth depends on the probability distribution of &, p(8;), which
may be unknown. Taking logs on both sides of eq S, we obtain

log(M,) = log(Q) + log(5,) (6)

which has the same form as eq 1 with ¢; = log(§;). This means,
if it can be assumed that the §;'s are identically distributed
across measurements, then the variance of €; is constant, which
is equivalent to setting

in eq 2. Further, the median estimated emission rate is equal to
the true emission rate times the median of p(5;), where a
median of one would represent a technology whose median
measurement is equal to the truth. This is consistent with the
treatment used by Conrad et al.*>’

However, as we will show, the data from the CR experiments
often do not exhibit a constant variance on the log scale and
thus require more advanced variance modelling. Further,
measurement error in the concentration may be non-negligible.
Similarly to p(8;), the probability distribution of the
concentration measurements p(c;) is likely unknown. Since
p(c;) could be dependent on the true emission rate, the median
and variance of M; may change with Q. Thus, we require a
flexible model that can accommodate non-constant variances
and medians. As demonstrated in this example, inferring the
underlying likelihood structure directly from the physical
model is complex even for relatively straightforward systems
and involves unknown probability distributions. Thus, the
flexibility in our likelihood specification function allows us to
find a model that fits the data well without requiring
knowledge of the distribution of J; or ¢, and avoids the need
to make the simplifying assumption that there is no error in the
concentration measurements.

Bayesian Analysis and Prior Distributions. The model
parameters are estimated using a Bayesian approach. This is
done for several reasons: (i) the method is flexible, allowing
the likelihood to be tailored to the data; (ii) data can be
synthesized seamlessly from multiple sources (e.g., multiple
measurement campaigns or different measurement modalities);
(iii) it explicates the use of prior information; and (iv) it
provides the full probability distribution of measurements
given a true emission rate, amounting to a comprehensive
definition of what is known about the emission rate. A
description of Bayesian analysis is provided in SI 2.

As with any Bayesian model, an appropriate prior
distribution depends on the context of the problem at hand,
including pre-existing knowledge and the scale of the data. We
summarize the units of each parameter in Table 3.

The parameters of the likelihood to be estimated are @, ;,
and 7, along with optional parameters a,, y, f;, and/or 7. Let
the vector of all statistical model parameters be represented by
0. All parameters are assumed to be independent, that is, the
prior distribution can be written as

p(8) = play, a;, 7, a3, 7, ﬂlr 1)

= p(ao)p(a)p(2)p(a,)p(r)p(B)p(n) 7)

so we can specify individual prior distributions for each
parameter.

The prior distributions are specified by considering the role
of each parameter in the model and its units. Since & is the
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median measurement when the true emission rate is zero, it
should be small and non-negative. It is parameterized by a
gamma distribution, where the shape and rate parameters can
be chosen so the mean of the distribution is similar to the
mean false positives observed in the data. For example, for the
data reported by QOGI Operator A, the average false positive
is 0.27 kg/h so the prior is a gamma distribution with shape
parameter = 0.5 and rate parameter = 2, which has a mean of
0.25 and variance of 0.125. Note that f3; is a function of other
parameters to ensure that the piece-wise function is C'
continuous. A prior is not specified for this parameter.

In a simple linear model, a; is the slope of Q; so for every
one unit increase in Q; the median measurement increases by
@ units. A perfect technology would have ; = 1. Thus, we use
a prior for a; which has a median of 1 and is non-negative.
Further, we seek a distribution with the property that for any
constant k > 1, the probability that a; > k should be the same
as the probability that a; < 1/k, or in other words, the
probability that the technology overestimates by a factor of k is
the same as the probability that it underestimates by a factor of
1/k. This property is desirable for the prior because
information about under- or overestimation should only
come from the data. Thus, we use a standard log-normal
distribution (shape parameter equal to one, location parameter
equal to zero, and scale parameter equal to zero') because it
fulfills this requirement. For example, if @, follows the standard
log-normal distribution the probability that Pr(a; < 1/2) =
Pr(a, > 2) = 0.244.

Coefficient a, is associated with Q? when Q; < 7. Like a, and
@y, it must be non-negative. Therefore, we use a half-normal
distribution with scale parameter equal to one. This gives a
variance of 0.60 kg/ h~2 In units of kg/h, this is equivalent to a
variance of 1.29.

Parameter f§; (unitless, non-negative) represents the change
in a; when Q; > 7. As with a;, we use a standard log-normal
distribution as a prior for f,.

The threshold parameter y represents the value of Q; for
which the relationship with M; changes from quadratic to
linear. We must constrain the parameter y to the range of Q; in
the CR data; otherwise it cannot be estimated. We use a
uniform prior distribution on (0, Q,,.) where Q,,. is the
largest value of Q; observed in the CR data for a given
technology.

Parameter 7 represents either the inverse of the variance of
measurements on the log scale in a constant variance model or
the inverse of the variance of measurements when Q; = 0 on
the log scale and is referred to as the precision parameter. We
use a vague non-negative prior of a half-normal with variance
parameter set to 100 on 77/ as suggested in ref 42.

Finally, if the more complicated variance model is used, a
prior must be chosen for #. Little external information is
known about # except it must be non-negative. We use a half-
normal with variance set to 100.

The sensitivity of results to prior specification was checked
for all models. Results were obtained for the stated priors.
Next, the model was refit with priors where the range and/or
variance was changed for some parameters. The posterior
distribution of each parameter was then compared between the
two models. The resulting 90% prediction bands were also
compared between the models. Unless otherwise stated in the
Results and Discussion section, the model results were
insensitive to the prior specification.
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Model Selection. As discussed in previous sections, a variety
of candidate models may be formed by adding or removing
likelihood parameters, each of which may result in different
implications for measurement bias and variability. For example,
removing Q;/# from the variance expression leads to a simpler
model which has constant variance on the log scale. In general,
a model with more parameters will fit the CR data better but
may also be prone to over-fitting, leading to poor predictive
performance. Therefore, we use a combination of Deviance
Information Criteria, prediction bands, and residual plots to
select a model that provides a good trade-off between goodness
of fit and complexity.

The Deviance Information Criterion (DIC) combines
goodness-of-fit to the training data and model complexity to
provide an overall assessment of the model.” It is analogous to
the AIC, a frequentist model selection tool used by Conrad et
al.™ in the context of uncertainty modelling of methane
quantification technologies. When comparing multiple models,
a lower DIC value indicates a better balance between model fit
and complexity, with differences of two or more considered
meaningful.**

We are also guided by plotting prediction bands derived
from the posterior predictive distribution described in SI 2 for
different values of Q; over a scatterplot of the data used to fit
the model. If the prediction bands show a much wider or
narrower spread than the data used to fit the model, this
indicates that the variance is not modelled well. The
generalizability of the model may also be assessed by
comparing the prediction bands to additional data that was
excluded from the model fit (“external data”). If the model
predictions are consistent with the external validation data, this
is an encouraging sign that either the CR data was collected in
diverse conditions, or the bias and variance of the measure-
ments do not depend on factors which differ between the
training and external data. In either of these scenarios, the
results are generalizable to different conditions. Investigating
the residuals, defined as the difference between the model-
predicted value (M;) and the observed data point (M;), that is,
M; — M; provides further insight into areas of improvement for
the model.

The DIC, prediction bands, and residual plots were used for
model selection as follows: First, the simplest model possible
with constant variance was fit to the data (a multiplicative
model with a; if there are no false positives in the data or a
linear model with @, and @; otherwise). The DIC was
calculated using JAGS. Prediction bands were compared to the
data used to fit the model and residual plots were inspected. If
the prediction bands were much wider or narrower than the
spread of the data, this indicated that the variance model
should be explored. If the residual plots show structured and/
or large residuals, this indicated that the median parameter-
ization may be need to be modified. Models were then
augmented as suggested by the diagnostic plots, refit, and DIC
was re-calculated. This process was repeated until the
diagnostic plots were satisfactory and the DIC was at least
three less than that of the previous model.

Quantifying Measurement Uncertainty in New Meas-
urements. A key application of the models is to calculate a
credible interval for the true emission rate based on methane
measurements made in the field. Let M"" be the new non-zero
measurement made in the field and Q"™ represent the
unknown true emission rate associated with M"”. We wish
to know the distribution of Q" given M"™ and our
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uncertainty model derived from CR data. The distribution of
interest is p(Q"™" | M", M ). Using Bayes equation (eq 1 in SI
2), we can say that

p(QﬂCWlMﬂew, M) x p(MYlEW| Qnew, M)p(QﬂEWlM)
— p(Mﬂ€W| Qnew, M)p( Qnew) (8)

where the new measurement and true emission rate are
modeled as independent of the CR data. That is, we assume
the distribution of true emission rates investigated in the CR
trials does not provide any information about the true emission
rate observed in the field. The distribution p(Q™) can be
thought of as a prior distribution representing our beliefs about
the emission rate distribution we expect to see. The
distribution p(M"™ | Q"*, M ) is the likelihood of observing
M" given Q"™ and M. If we assume that the new
measurements obey the same uncertainty model as the CR
data, then this distribution is the likelihood selected in the
previous section for the given technology, marginalised over
the posterior distribution of the statistical model parameters 6.
In SI 2, we describe how a weighted bootstrap algorithm®”**
can be used to produce the probability distribution of the true
emission rate given the new measurement(s), CR data, and
prior knowledge about the distribution of emissions shown in
eq 8. Briefly, we specify a prior distribution p(Q"") for the true
measurement, for example, based on previous emissions survey
data. A sample of size L is drawn from the prior distribution to
give {QI®, ..., Qi*}. The value of the likelihood p(M™" | Q"
M) for I =1, .., L is then determined computationally. We
then re-sample from the initial prior sample K times with
weights proportional to the likelihood value. The final sample
represents a sample from the desired posterior distribution.
The key inputs are the new measurement(s), the specification
of the prior, and the form of the likelihood and statistical
model parameters determined by the previous section. The
algorithm depends on the assumption that the new measure-
ments follow the same uncertainty model as the CR data.

B RESULTS AND DISCUSSION

Uncertainty Results. In this section, we present the
selected likelihoods for five different methane quantification
technologies/operators. The chosen models are summarized in
Table 4. The results are conditional on the CR data used to fit
the models, therefore we assess the generalizability of the
models to an arbitrary release scenario with different
conditions by comparing to external data, if available. We

Table 4. Summary of Selected Models for Each Methane
Quantification Technology Provider

Selected likelihood

Technology P o’
QOGI A a + 1 Q + 0,Q (t+Q/m)~"
A+ yQ, + (tzQiz Q<7
QOGI B 7!
ag+ By + (g +)Q, Q,>v
A+ 4Q, + azQiz Q=<7
QOGI C (r+Q/m)™"
ag+ By + (g +)Q, Q>
Truck TDLAS a, + a,Q; (t+Q/m™
Aerial TDLAS a,Q (z+Q/m)™
Aerial NIR HSI ay + a,Q; !

also compare the model predictions to a line representing
perfect prediction.

QOGI Technologies. Prediction bands and posterior median
predictions are shown for QOGI Operators A, B, and C in
Figures 2, 3, and 4, respectively. All QOGI technologies
underestimate emissions on average. The likelihoods from
QOGI Operators B and C are best modelled using a quadratic
function for the median below a small threshold, and a linear
function at larger release rates. QOGI Operator A is best
modelled using a quadratic function for the median. The
releases measured by Operator A have a more limited range
than the other QOGI technologies with a max Q; value of 30
kg/h, compared to 80 kg/h for Operator C, and 50 kg/h for
Operator B. For QOGI technologies in general, the likelihood
has more curvature in the lower range of Q; while a linear
relationship on the log scale is suitable for higher release rates.

The results for QOGI Operator B are distinct from those of
Operators A and C. This may be attributed to this operator’s
lack of familiarity with the camera settings during the testing,
as observed during the field campaign. This lack-of-familiarity
manifests as an additional factor that influences (broadens and
biases) the likelihood.

QOGI Operator C was present for both campaigns. Only 14
measurements were made for this technology at the first
campaign, which we use as external data. These data points fall
within the 95% prediction band, suggesting that the model is
generalizable. The other technology providers were only
present for one campaign and thus no external data are
available for these providers.

TDLAS. Results from the selected models for truck and aerial
TDLAS systems are shown in Figure 5 and the left panel of
Figure 6. The truck-based TDLAS tends to underestimate
emissions, while the aerial-based TDLAS overestimates on
average.

For truck-based TDLAS, the model was fit using data from
the second campaign, while data from the first campaign were
used as external data to assess the model’s generalizability.
Most of the external data points fall within the prediction
bands. However, the median trend appears different for the
external data. A possible explanation for this is that weather
conditions may have differed between the two campaigns. The
generalizability would be improved if more CR data were
collected and included in the model fitting.

Figure 6 compares the predictions resulting from the
Bayesian uncertainty model derived for the airborne TDLAS
and the one presented by Conrad et al.”> The Bayesian model
gives narrower prediction bands than the other model, which is
particularly noticeable in the upper range of Q;. This is likely
due to the different variance specifications used in the models;
the model in Conrad et al.>® uses a constant variance whereas
the present model allows the variance to change with Q;. The
median predictions are very similar between the two models.

Airborne NIR HS Imaging. The prediction bands from the
selected model for the airborne NIR HS imaging technology
are shown in Figure 7. The technology tends to overestimate
emissions. The model was fit to data from the second
campaign, while data from the first campaign were used as
external data. The technology tended to underestimate the true
releases during the first campaign and overestimate the true
releases during the second campaign. Conditions during the
first campaign were considered marginal due to excessive cloud
cover and atypical of those under which commercial
measurements were conducted, while those of the second
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Figure 3. Uncertainty quantification model results for QOGI Operator B. The model was fit to data from the second campaign. No external data

were available.

campaign were nearly ideal. Given the different conditions
between the campaigns, it is not surprising that the model
derived from data taken from the second campaign
consistently overestimates the observed data from the first
campaign. Therefore, the model is not generalizable.

Application: Quantifying Uncertainty in New Meas-
urements. We now demonstrate how the models developed
in the previous section may be used to estimate uncertainty in
a new measurement using the QOGI Operator C model as an
example. The weighted bootstrap algorithm described in SI 2
was followed with L = 5000, ] = 10,000, and K = 4000. When
conducting QOGI measurements, a key operational consid-
eration are the number of independent measurements that
should be conducted by the operator, given the well-known
variability of this technology. Accordingly, we consider two
measurement scenarios: one where a single measurement of a
source is made, and one where five independent measurements
of the same source are made. We also investigate two different
prior distributions, p(Q""), to show how information flows
from the prior to the posterior distribution.

We simulate the process of performing measurements in the
field as follows: First, we choose a hypothetical true value for
the source we will measure, Q; = 25 kg/h. Then, we simulate
measurements by drawing from the posterior predictive
distribution defined in SI 2, p(M,- | M, Q; = 25 kg/h). To
demonstrate how prior information impacts the estimates, we
consider two different prior distributions, reflecting different
degrees of prior information that may be available to the
operator. We investigate four different scenarios:
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1. Only one measurement, M{™ = 19.7 kg/h, is drawn, and
p(Q"") is a uniform distribution from 0 to 200 kg/h.
2. Five measurements are drawn, M{* = 19.7 kg/h, M5* =

11.6 kg/h, M5™ = 8.4 kg/h, M} = 18.1 kg/h, and M5™
17.0 kg/h, and p(Q"™") is the same uniform
distribution as Scenario 1

3. Only one measurement (M;™) is used, and p(Q™") is a
log-normal distribution, which is often used to model
leak rate distributions.”> We set the shape parameter to
1, location parameter equal to zero, and scale parameter
equal to 2.6,

. All of M}, ..., M are used, and p(Q"™") is the same

log-normal distribution as Scenario 3

The different information expressed in the two priors is
shown in the histograms in Figure 8.

The posterior distributions shown in Figure 9 are not
centred around the measured values, which were all less than
the “true” value of 25 kg/h. This is a reflection of the results
shown in Figure 4, where it is clear that the technology
systematically underestimates the true emission rate. Also
apparent is the important role played by the prior information:
The narrower prior distribution provides more information
and narrows the posterior PDF. An important caveat to this is
that if the chosen prior is a poor representation of the area
under study, then the resulting posterior will be less accurate.
For this reason, it is crucial that the prior PDF, in terms of
both its distribution type and width, accurately represents the
true state of prior knowledge. Tools like maximum entropy
priors may be deployed to minimize the information content of
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Figure 4. Uncertainty quantification model results from QOGI Operator C. The model was fit to data from the second campaign. CR data from the

first campaign was used as external data.

the priors subject to constraints imposed by testable
information.

An important consideration when applying this algorithm is
that the error model will only reflect the true measurement
uncertainty if the new measurement was obtained under
conditions similar to those under which the CR data were
obtained. In particular, we caution against fitting error models
to CR data collected only in ideal operating conditions,
because the resulting CIs will be too narrow. In summary, the
algorithm provides a CI derived from new measurement(s)
which is centred around the true emission rate and whose
width reflects measurement uncertainty. The results are subject
to the sensibility of the prior and the agreement between the
CR conditions and the new measurements.

Discussion. Methane emission estimates can only be
interpreted properly in the context of uncertainty. This paper
presented a formalism for developing estimates of measure-
ment uncertainty from CR data within the Bayesian frame-
work. The outcome of this analysis are posterior probability
distributions that comprehensively define what is known about
an emission rate, based on the measurement data, CR data,
and prior information. This approach is entirely technology-
agnostic, does not require knowledge of the underlying
physical model, and may be adapted to a wide range of
scenarios.

The posterior distributions may be summarized as Cls (e.g,
the range of emission rates that correspond to a given
probability) and used for other purposes, such as inputs to
probabilistic simulations to assess the effectiveness of
alternative fugitive emissions management plans (alt-FEMPs)
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or in calculating the uncertainty attached to inventory
estimates.

As highlighted by Figures 2—7, relying solely on measure-
ments without considering their uncertainty can lead to
significant misinterpretations of the underlying emission rate.
The methods presented in this work provide a way to
summarize both the variability and systematic bias of a
technology. They are situated in the Bayesian statistical
framework which facilitates probabilistic inference, the
derivation of credible intervals, and downstream approaches.

Specifically, the weighted bootstrap algorithm provides a
distribution of the true emission rate given all available
information, including a measurement or set of measurements,
CR data, and external prior knowledge, e.g, what is a
believable leak rate for a given scenario? This prior knowledge
strongly informs the posterior when the measurement data is
limited, but its influence diminishes as more measurements
become available. This is beneficial because it formalizes an
informal process: in the absence of data, we must rely more on
previous knowledge, and when more data are available, we rely
less on our previous knowledge. The results also show that
increasing the number of measurements reduces the width of
the posterior; that is, as we collect more data, we can be more
certain about the true value of the emission rate. The models
presented here could be used to determine how many
measurements should be performed for a certain technology
and emission rate to ensure that the Cls have a given width.
This algorithm in tandem with the models derived from CR
data could be used in the future to help plan or assess the
effectiveness of LDAR programs, e.g., by identifying the
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Figure S. Uncertainty quantification model results for truck-based TDLAS data. The model was fit to data from the second campaign. CR data
from the first campaign was used as external data.
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Figure 6. Side-by-side comparison of Bayesian model proposed in Table 4 and that presented in Conrad et al.*® for airborne TDLAS.
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Figure 8. Comparison of histograms for the two different prior
distributions p(M"") investigated in the analysis.

optimal combination of technologies that achieve a certain
precision.

While not the focus of this work, this study also
demonstrates the importance of multiple measurements during
any particular emission survey study. Table S shows that the
uncertainty in estimating a true emission rate is reduced when
we have five measurements compared to only one measure-
ment. The implications of this result are immediately of
significance for regulation and policy. Currently the structure
and schedule of regulations tends to specify only the annual
frequencies of site and equipment emission monitoring
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surveys. A key result of this study is that the uncertainty of a
given survey depends on the number of measurements made.
Therefore, regulators would be advised to specify the
minimum number of observations at any emission source in
addition to the annual emissions survey frequencies.
Alternatively, and perhaps more appropriately due to the
relationship between uncertainty and true emission rate, a
desired uncertainty range per emission source should be
specified and the number of measurements required to achieve
this uncertainty should be made.

Although extensive meteorological data were collected
during the campaigns (as detailed in SI 1), we refrain from
incorporating them in the statistical models. This is because
the goal of the models is to summarize the performance of a
technology over a variety of conditions. To this end, the
campaigns were conducted at different times of year, involved
different release structures, and each trial was carried out over
multiple days, so that the results could be used to assess the
performance of the technologies over a variety of conditions.
However, it may be possible to improve the predictive
performance of the models by incorporating meteorological
data into the likelihood.

While we scheduled the measurement campaigns at two
times of the year over multiple days to capture variations in
environmental conditions, the limited time allowed for the
measurements means that not all weather conditions are
encompassed in the CR data. The measurement campaign
conditions also departed from those that prevail at typical
upstream oil and gas sites, e.g, the presence of nearby
structures that could complicate the advection models. The
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Figure 9. Posterior distributions for the true value of the emission rate given the observed measurement(s), prior distribution, and CR data.

Table 5. Summary of 90% Credible Intervals (CI) for the
Four Different Data Scenarios and Their Lengths

Prior Number of Values 90% CI Length of CI
Unif(0, 200) 1 (13.1, 71.7) $8.6
Unif(0, 200) s (15.0, 37.2) 222
LogNormal(2.6, 1) 1 (2.1, 47.3) 45.2
LogNormal(2.6, 1) S (13.0, 34.1) 21.1

external validation indeed shows that for some technologies
(truck-based TDLAS, airborne NIR HSI), the measurement
error in the first campaign data behaves differently than
predicted by the model fitted to the second campaign data. A
similar result was reported recently by Day et al,,** who found
that the detection probability and measurement accuracy of
fixed sensor systems were significantly lower when installed at
upstream oil and gas facilities compared to dedicated testing
facilities. This finding highlights the important role played by
latent environmental factors in quantification uncertainty. This
is evidence that more diverse CR data are needed for broadly
applicable measurement uncertainty models.

Overall quantification uncertainty comes from detection
probability and measurement uncertainty. The methods in this
paper address measurement uncertainty only. These compo-
nents may be considered separately, e.g, by Conrad et al.*’
They found that the detection probability of Bridger's GML is
related to different factors than the measurement uncertainty,
emphasizing that the two sources of uncertainty are distinct.
An advantage of the Bayesian approach taken in this paper is
that it lends itself well to model extension. A possible avenue of
future work is the modelling of detection probability and
measurement uncertainty simultaneously using a hierarchical
Bayesian model.
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