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Abstract: Mitzel and co-workers recently presented an intri-
guing molecule displaying a tellurium–nitrogen interaction.
Structural data obtained in the solid and in gas phase indicated
a large increase of the Te–N equilibrium distance re from 2.64
to 2.92 �, respectively. Although some DFT calculations
appear to support the large re in gas phase, we argue that the
lions share of the increase is due to an incomplete description
of finite-temperature effects in the back-corrected experimental
data. This hypothesis is based on high-level coupled-cluster
(CC) and periodic DFT calculations, which consistently point
towards a much smaller re in the isolated molecule. Further
support comes through MD simulations with a tuned GFN2-
xTB Hamiltonian: Calibrated against a CC reference, these
show a six-times larger influence of temperature than with the
originally used GFN1-xTB. Taking this into account, the back-
corrected re in gas phase becomes 2.67� 0.08 �, in good
agreement with high-level CC theory and most DFT methods.

Non-covalent interactions (NCIs) are fundamental to the
three dimensional structure of matter.[1–6] By developing
a better understanding for them,[7–12] chemists have gained
access to many new ways to shape matter, e.g., through self-
assembly of large molecules in solution or pattern recogni-
tion.[6, 13–19] Emerging from this line of research, several novel
NCI motifs have been suggested and debated in recent

years.[5, 14–17] One of these candidates is the tellurium-nitrogen
interaction displayed by the molecule recently presented by
Mitzel and co-workers, in which a NMe2 donor bonds to the s-
hole of a Te(C5F5) fragment.[20] An important part in the
rationalization and exploitation of such interactions in
applications is to understand them through the interplay of
experiment and theory, e.g., by providing experimental
reference structures as benchmarks for theoretical ap-
proaches.[8,9, 11, 12, 21–23] In this context, accurate gas-phase
structures and properties of molecules with NCIs are
a particularly appealing target as they can be directly
compared to theory due to the absence of crystal-packing or
solvent effects.[17, 21–26]

However, measuring molecular properties in the gas
phase prerequisites evaporation, which usually requires some
heating, and herein lies the caveat: Due to the typically weak
nature of NCIs, high temperature can significantly affect the
effective (average) molecular structure and, in turn, the
molecular properties. Taking this into account in the refine-
ment of the experimental results, for example to back-correct
the gas-phase electron-diffraction (GED) data to obtain
equilibrium distances re, is by no means a trivial task.[27] Since
the respective protocols themselves often rely heavily on
theory and simulation, great care has to be taken, in particular
when approximate semi-empirical methods are used for
“exotic” types of interactions. In such situations, semi-
empirical methods should always subjected some kind of
sanity-check, which Mitzel and co-workers conducted in most
related cases,[21–23] and which we deliver for their latest
example here.

Let us begin the analysis by reviewing some key aspects of
the methods used to obtain the structural data presented by
Mitzel and co-workers.[20] Solid data was recorded using X-ray
diffraction (XRD) at 100 K, such that finite-temperature
(finite-T) effects are small, or in other words rexp = r0� re

(neglecting zero-point vibrational effects). Gas-phase elec-
tron-diffraction (GED), however, was carried out using
a molecular beam at low pressure and 444� 1 K, which was
required to achieve evaporation. Interpretation of this data
relies on PBE0-D3/def2-TZVP structures and path-integral
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molecular-dynamics (PIMD) simulations with a semi-empiri-
cal quantum-mechanical GFN1-xTB Hamiltonian[28] (in the
following just GFN1) to account for finite-T effects. Note that
the protocol for the refinement provided in the original article
is incomplete and the authors have in the meantime provided
a corrigendum. As we will demonstrate, GFN1 provides
a very poor description of the Te-N potential-energy surface
(PES) along the stretching coordinate (too short re, much too
large interaction energy), such that it severely underestimates
finite-T effects. We hypothesize that as a result, the back-
correction for the experimentally measured Te-N distance is
too small and the reported re too large, leading to a subtantial
deviation of about 0.15-0.25 � from DFT and high-level
coupled-cluster theory.

To corroborate this hypothesis, we first establish a refer-
ence for the shape and depth of the PES of the Te-N distance.
To this end, we conducted a relaxed scan of the Te-N distance
(cf. Figure 1) with the recently presented r2SCAN-3c compo-
site density-functional theory (DFT) method,[29, 30] followed
by single-point calculations with numerically converged
domain-based local-pair natural-orbital (DLPNO) coupled-
cluster (CC) with singles, doubles, and iterative triples
substitutions at the estimated basis set limit (DLPNO-
CCSD(T1)/CBS, estimated error �0.2 kcalmol�1, see com-
putational details).[31, 32] Further calculations have been con-
ducted with the same methods used by Mitzel and co-workers
(M06-2X,[33] PBE0-D3,[34, 35] and GFN1)[36] as well as with
GFN2 and variants thereof.[37, 38] Additional results for MP2,
B3LYP-D4,[39–42] wB97X-V[43,44] can be found in the support-
ing information.

Inspection of the PES displayed in Figure 1 shows that the
CC reference predicts an re of only 2.67 �, substantially
shorter than most hybrid functionals and over 0.2 � below the

back-corrected experimental value. Already this tremendous
deviation from such a robust high-level of theory should give
pause for thought. Although all hybrid-DFT approaches tend
to overestimate re, none of them comes even close to re

derived from the GED experiment. The best agreement with
the CC reference re is provided by r2SCAN-3c, followed by
PBE0-D3, while M06-2X overestimates re by more than 0.1 �
(also B3LYP-D4 and wB97X-V). However, since the inter-
action is rather weak, small errors in the potential-energy
surface (PES) can lead to a large variations in re. Accordingly,
the interaction energy of all DFT methods at their respective
re agrees reasonably well with the reference (DE< 1.5 kcal
mol�1).

In contrast to DFT, GFN1/2 deviate more strongly,
predicting a much too strong interaction and too short re.
With GFN1, also the general shape of the PES is wrong, i.e.,
too attractive near re yet too repulsive at larger distances.
Hence, in simulations with canonical GFN, the Te-N distance
will remain much too close to re at any given temperature.
However, through slight modification of the atom-pairwise
GFN2 parameters, which we term H0-tuning, the agreement
with the reference can be greatly improved. For this, the
zeroth-order Hamiltonian H0 for the Te-N interaction is
scaled by a factor of 0.93. The underlying idea is to restore and
correct the critical relation between potential-depth (inter-
action strength) and available kinetic energy (temperature).
A closely related approach, the so-called l-scaling, has been
employed successfully in the framework of free-energy
calculations.[45–47] Here, we have chosen a scaling factor of
0.93 to balance the steeper run and thus higher energy at
intermediate distances (> 2.9 �) against the slightly deeper
minimum (cf. blue line Figure 1). As evident from the
a variation of the scaling factor by � 0.01 (thin blue lines), it
has a small linear influence on the energy of merely
� 0.5 kcalmol�1.

The picture derived from the PES scan is confirmed by
free optimizations of the molecule and solid, which are
summarized in Table 1. For example, the Te-N distance

Figure 1. Scan of the potential-energy surface of the Te-N distance
connecting the closed and open forms, which involves a torsion of the
propyl-chain as shown in the inlay. Structures are obtained at the
r2SCAN-3c level, while all other methods refer to single-point calcu-
lations (see computational details). Minima calculated from a fifth-
order polynomial fit are also provided. GFN2(X) refers to a modified
Hamiltonian in which the zeroth-order Te-N interaction is scaled with
X.

Table 1: Structural parameters in the solid and in gas phase from DFT,
GFN variants, and from X-ray diffraction (XRD, 100 K) and gas-phase
electron diffraction (GED, 445 K).[20] Distances are given in �, angles in
degree. For the atom numbers see Figure 1, the angles are
a1 = (C1,Te,N), a2 = (C1,Te,C7). Values closest to exp. are set in bold.

Solid r(N,Te) r(C1,Te) r(C7,Te) a1 a2

XRD 2.639 2.189 2.159 166.4 91.3
r2SCAN-3c 2.631 2.217 2.185 165.8 90.7
PBE-D 2.624 2.223 2.187 166.4 90.9
M06-L 2.731 2.220 2.178 167.6 93.9

Gas phase r(N,Te) r(C1,Te) r(C7,Te) a1 a2

GED 2.918 2.144 2.151 161 88.6
r2SCAN-3c 2.708 2.175 2.189 165.8 91.5
PBE0-D3 2.751 2.151 2.158 165.9 92.1
PBE-D4 2.757 2.175 2.186 166.3 92.2
M06-2X 2.786 2.155 2.160 165.3 92.1
M06-L 2.854 2.160 2.176 165.8 93.5
GFN2(0.93) 2.624 2.143 2.173 172.7 97.2
GFN2(1.00) 2.594 2.153 2.168 172.4 96.6
GFN1(1.00) 2.464 2.162 2.168 171.8 94.2
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obtained by free optimization with PBE0-D3 in the isolated
molecule is 2.75 �, and thus identical to the re dervived from
the PES scan. This is despite significant differences in the
adjacent Te-C bondlengths between r2SCAN-3c and PBE0-
D3 (see Table 1). The value is moreover consistent with
ref. [20]. In case of r2SCAN-3c, the slight deviation between re

obtained from the PES scan and free optimization (2.71 � vs.
2.72 �) is due to a finer integration grid used in the free
optimization. With M06-2X, the free optimization provides an
re of 2.79 �, which is again identical to the value from the PES
scan, but much smaller than the value of 2.90 � reported by
Mitzel and co-workers. This appears to be a mistake, since an
M06-2x structure provided the in supporting information
closely agrees with our results.[20] While exploring this issue,
we noticed that the Te-N distance in the molecule is
particularly sensitive to the integration grid with r2SCAN-
3c, M06-L, and M06-2x. Similar findings have already been
reported in previous studies.[29, 48, 49] We thus conducted all
DFT optimizations with finer grids (see SI for details).

Concerning the agreement between the molecular opti-
mizations and the back-corrected GED structure, it appears
at first glance that the Minnesota functionals M06-2x (hybrid
with 54% exact exchange) and particularly M06-L (local
mGGA) provide the best agreement for the Te-N distance.
However, they strongly disagree with the CC reference and
most other functionals. We thus think this is the result of
a fortuitous error-compensation with the incomplete descrip-
tion of finite-Teffects. This hypothesis is further substantiated
by the DFT calculations for the solid with periodic boundary
conditions: While both, r2SCAN-3c and PBE-D4 provide
remarkable agreement with the solid XRD structure and
a rather short re in the molecule in agreement with the CC
reference, M06-L predicts a too large re (+ 0.1 �) in the solid
and thus presumably also in the molecule. Note that we used
the local (m)GGAs PBE-D4 and M06-L in the calculations
with periodic boundary conditions instead of the respective
hybrid functionals PBE0-D3 and M06-2X since the calcula-
tions with non-local Fock exchange and reasonably converged
basis sets and k-point grids are prohibitively expensive.

In the next step, we explore the impact of finite-T effects
through Born-Oppenheimer molecular-dynamics (MD) sim-
ulations, and compare how the predicted averages differ
between GFN1 used in the original work, and the H0-tuned
GFN2 which provides the correct interaction strength. For
this purpose, we collected a total of 0.50 ms of MD simulations
with the H0-tuned GFN2 Hamiltonian for a range of temper-
atures, as well as with variations of H0-tuned GFN2 and
canonical GFN1 at 445 K. For each run, we calculated the
average Te-N distance < r> as well as the standard deviation
using block-averaging. Note that very long simulation times of
50 ns were required to properly converge the simulation
averages at the elevated temperatures. These data are
visualized together with a polynomial fit in Figure 2.

Inspection of the results for H0-tuned GFN2(0.93) reveals
an near-linear increase of < r> from 100 K to about 350 K,
followed by a sharp increase from 350 K onward. These
results show that irrespective of small variations in the scaling
factor, i.e, for interaction energy of � 8 kcal mol�1, the
average Te-N distance substantially increases in the exper-

imental temperature range, indicating a beginning dissocia-
tion. This is in stark contrast to the results obtained with
canonical GFN1. Here, due to the much stronger interaction
of � 14.5 kcal mol�1, finite temperature effects are not nearly
as large at 445 K. With a Dre of only 0.05 �, the shift is six
times smaller than with GFN2(0.93). Accordingly, the GFN1-
based back-corrections for finite-Teffects applied to the GED
data are certainly too small. To correct for this, we first
remove the GFN1 back-correction from the GED value of
Mitzel and co-workers, which provides the uncorrected
experimental value of 2.97� 0.02 �. From this value, we
either subtract the GFN2 back-correction of 0.30� 0.03 �,
which provides an re = 2.67� 0.04 � in excellent agreement
with the CC reference. Alternatively, as is shown in Figure 2,
we can subtract re calculated with the CC reference to obtain
the size of finite-T effects Dre = 0.30� 0.02 �, which agrees
nicely with the result from the GFN2(0.93) simulations. Based
on these considerations, we suggest an improved back-
corrected gas-phase re of 2.67� 0.08 �, where the uncertainty
accounts for variation in the Te-N PES (H0-scaling factor) and
temperature.

The last point we want to explain is why a single
conformer was apparently sufficient to achieve good agree-
ment with the experimentally observed GED spectrum, as
pointed out by Mitzel and workers.[20] For this, we inspect the
radial distribution function (RDF) of the Te-N couple
obtained at 300 K, 400 K, and 445 K, which is displayed in
Figure 3. Evidently, there is no distinct second maximum in
the RDF at 445 K. The value of the integral increases
smoothly beyond the maximum of the RDF at Dre� 0.05 �,
which is similar for all shown simulations. Our interpretation
of this data is that at 445 K, about 10 % of the population exist

Figure 2. Increase of the Te-N distance (< r>-re) and standard devia-
tion from the GFN2(0.93) and GFN1 MD simulations plotted against
temperature. 5th order polynomial fit of the absolute GFN2(0.93)
values given at the top. Data for GFN2(0.92) and (0.94) shown in
green (50 ns simulation time each), GFN1 in pink, experimental data
relative to the DLPNO-CCSD(T1) re in orange. Length of the simulation
and values are provided in the inlay. Crosses show the average
distance, while horizontal bars mark the 2-s range.
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in the open form (see inlay), i.e., without the Te-N interaction,
corresponding to distance of roughly 4.8 �. This nicely agrees
with the re of the open form shown in Figure 1. Due to the
inherent floppiness of the propyl-chain linking N and Te, the
open form can not be described as a single conformer.
Instead, the RDF for 445 K shows a smeared out second
maximum centred at around 4.8 �, corresponding to a ple-
thora of conformers with a broken Te-N interaction. This
large number of micro states on a shallow PES is equivalent to
a large entropic stabilization, explaining why this form is
significantly populated in the MD despite its high energy, for
which a simple Boltzmann-Ansatz (no degeneracy) provides
a population < 1 % at 445 K for DG = 8 kcalmol�1. Accord-
ingly, due to the inherent anharmonicity, it is very question-
able if static thermochemical calculations based on the
harmonic approximation can correctly describe the equilib-
rium between the closed and open forms, even if zero-point
energies as well as enthalpic and entropic finite-temperature
corrections are included.

In fact, nearly half of the increase of < r> at 445 K is due
to contributions from the open form and not due to the
shoulder right of the main peak, which mostly consists of
conformers featuring a side-on Te-N interaction. This is
evident from a comparison of the averages calculated for all
configurations up to an increase of 1.0 � < r+1.0> (black
vertical line), and the average calculated for the whole range
< rall> for the three temperatures shown in Figure 3. As
a result of the beginning dissociation in the experimental
temperature range, < r> is highly susceptible to small
changes in the energetic difference between the open and
the closed forms (cf. GFN2(0.92) and GFN2(0.94) with DE
� 1 kcalmol�1 shown in Figure 2 in green). Accordingly, with

GFN1, which overestimates the Te-N interaction almost by
a factor of two, the open form is not at all populated at 445 K,
such that finite-T effects are much too small.

In summary, we have conclusively demonstrated that the
large back-corrected re = 2.92 � reported for Te-N distance in
the gas phase results from an incomplete description of finite-
T effects. This was traced back to an almost two-fold
overestimation of the Te-N interaction energy by GFN1,
which was used in the original refinement protocol. Using
a H0-tuned GFN2 Hamiltonian calibrated against numerically
converged DLPNO-CCSD(T1), we observed a beginning
dissociation, leading to a six-fold increase of finite-Teffects on
r(Te,N) at the experimental T= 445 K compared to GFN1.
Based on these improved simulations, we suggested a back-
corrected re of 2.67� 0.08 �, restoring the agreement with
high-level CC calculations and DFT.

In passing, we note that prominent hybrid functionals
(M06-2X, B3LYP-D4, and wB97X-V) significantly and sys-
tematically overestimate the Te-N equilibrium distance
(Dre> 0.1 �) compared to the CC reference. This is in part
due to the weakness of the interaction, where small errors in
the potential can exert a large influence on re. Accordingly,
the agreement of the DFT methods for the interaction energy
at re is more consistent: r2SCAN-3c, PBE0-D3, and B3LYP-
D4 are all accurate to within 0.5 kcalmol�1, while the other
tested functionals show only slightly larger deviations (DE
� 1 kcalmol�1). This means that a comparison of the semi-
empirical GFN1 Hamiltonian to any of the tested DFT
methods would have revealed the strong over-binding.
Finally, we want to point out that the recently presented
composite method r2SCAN-3c provides the best agreement
with the CC reference (and XRD) for the (solid) structure
and energy at less than one hundredth of the cost of hybrid-
DFT/QZ approaches.[29]

We conclude with the suggestion to take great care when
using approximate semi-empirical methods to model “exotic”
non-covalent interactions, e.g., in MD simulations. In such
a scenario, semi-empirical approaches should be subjected to
at least basic sanity-checks and cross-validated against more
robust references. As evident from the results shown here,
dispersion-corrected (hybrid) DFT can often serve this
purpose nearly as well if high-level CC references are
prohibitively expensive. In case of a severe deviation between
the reference and semi-empirical GFN1/GFN2, the presented
H0-tuning constitutes a straightforward approach to correct
for the deficiencies of semi-empirical methods and to conduct
even nanosecond MD simulations with reasonable computa-
tional resources.

Computational Details

All DFT, MP2, and CC results shown in Figure 1 were obtained
with the ORCA 4.2.1 program package.[50, 51] They employ the frozen-
core and RI approximations for the post-Hartree–Fock part,
TightSCF convergence criteria in the Hartree–Fock iterations and
default integration grids. The domain-based pair-natural-orbital local
coupled-cluster method[32] was used in its sparse-maps[52] iterative-
triples[32] implementation (DLPNO-CCSD(T1)) with VeryTightP-

Figure 3. Frequency (solid lines, relative to GFN1) and integral (dotted
lines) of the RDF of the increase of the Te-N distance for T = 300 K,
400 K, and 445 K with H0-tuned GFN2 and with canonical GFN1 using
2 pm wide bins. The inlays provide the maximum increase rmax, the
average increase for all configurations up to an increase of
1.0 �< r+1.0> , and the average increase for the whole range < rall> , as
well as some representative structures. The scale at the top shows the
absolute < r> for the GFN2(0.93) simulations.
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NO[53] threshold settings. An aug-cc-pVTZ/aug-cc-pVQZ complete
basis-set (CBS) extrapolation[54] was carried out for MP2 (with
matching auxiliary basis sets),[55] while the DLPNO-CCSD(T1)
reference values were obtained with an additive CBS extrapolation-
Scheme based on focal-point analysis.[56] The residual error of the
latter is conservatively estimated at � 0.2 kcalmol�1 (see the supple-
mentary material for details). PBE0-D3 and M06-2X were evaluated
in the def2-TZVP and def2-TZVPP basis sets,[57] to be consistent with
the work of Mitzel and co-workers. B3LYP-D4 and wB97X-V employ
the numerically converged def2-QZVPP basis.[57] The D3 correction
was applied with Becke-Johnson damping[35, 58] and the D4 correction
was calculated with the respective standalone program.[41, 42, 59]

All DFT calculations reported in Table 1 have been conducted
with TURBOMOLE 7.5.1[60–64] employing default convergence and
increased grid settings (gridsize m5, see the supplementary material
for details). Calculations with PBE-D4 and M06-L use the def2-
TZVP and def2-TZVPP basis sets, respectively. Calculations with
periodic boundary conditions employ a 3 � 2 � 3 k-point grid. The
Stuttgart-Dresden def2-ECP was used for Te in all calculations.[65]

GFN2-xTB calculations and MD simulations were conducted
with xTB 6.4.0.[37] MD simulations use an Anderson thermostat with
a time-step of 4 fs, for which all bonds involving hydrogen are
constrained. With these settings, the GFN2 MD simulations on one
core of a reasonably modern CPU (Intel(R) Xeon(R) Gold 6148 @
2.4 GHz) progress with about 300 ps (75k steps) per hour walltime.
MDs have a length of 5 ns, the first 200 ps of which are considered
equilibration.

For the H0-tuning of the GFN2 Hamiltonian, the lines
$pairpar
7 52 value
$end
are added to the GFN2 parameter file. Radial-distribution functions
and their integrals were evaluated using the Travis program.[66]

Supplementary Material

In the Supporting Information, we provide the structures
representing the PES shown in Figure 1 (xyz files), all
numerical values (data.ods), details on the calculation of the
CC reference values (pdf file), the optimized molecular and
solid structures given in Table 1 (xyz and coord files), an
investigation of the grid dependence of the mGGA methods
(M06-L, M06-2x, r2SCAN-3c, pdf file), as well a spreadsheet
with the data from the MDs shown in Figures 2 and 3
(data.ods).
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