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Model-free cluster Analysis of 
physical property Data using 
information Maximizing Self-
Argument training
Ryohto Sawada1 ✉, Yuma iwasaki1,2 & Masahiko ishida1

We present semi-supervised information maximizing self-argument training (iMSAt), a neural network-
based classification method that works without the preparation of labeled data. Semi-supervised 
IMSAT can amplify specific differences and avoid undesirable misclassification in accordance with the 
purpose. We demonstrate that semi-supervised IMSAT has a comparable performance with existing 
methods for semi-supervised learning of image classification and can also classify real experimental 
data (X-ray diffraction patterns and thermoelectric hysteresis curves) in the same way even though 
their shape and dimensions are different. Our algorithm will contribute to the automation of big data 
processing and artificial intelligence-driven material development.

High-throughput materials fabrication and characterization are in strong demand in the field of material devel-
opment due to the increasing complexity of the industrial materials1,2. The composition-spread technique is a 
promising solution where one can fabricate the gradient of a composition in a single fabrication. For example, Yoo 
et al., fabricated a Fe-Ni-Co ternary alloy and measured a continuous phase diagram3 and Wang et al., fabricated 
La1−x(Ca, RE)xVO3 composition-spread films and measured thermoelectricity4. Furthermore, high-throughput 
materials fabrication also enables to apply big data analysis to material development. Big data analysis helps to 
discover unexpected features and new materials5–7.

High-throughput data processing is inevitable to utilize high-throughput material fabrication. However, the 
automation of the data processing is challenging for two reasons. First, raw experimental data varies depending 
on not only essential physical properties but also unessential experimental conditions. Second, one usually needs 
to classify the data based on purpose-specific rules. For example, for X-ray diffraction (XRD), the spectrum varies 
depending on not only the crystal structure but also experimental conditions such as the power of the source, sen-
sitivity of the detector, and background noise8. The dependence on the experimental conditions not only makes 
analysis costly but also prevents data sharing between different databases. Additionally, a noteworthy feature of 
the spectrum changes depending on the purpose. For example, one needs to focus on the position of the peak to 
classify the crystal structure. On the other hand, to evaluate the purity of the crystal, one needs to focus on the 
width of the peak9. For these reasons, to realize automatic classification, an algorithm that enables users to adjust 
the classification method while working with a small amount of data is required.

A machine-learning approach is a good solution if there is a sufficient amount of labeled data. A neural net-
work is especially promising because it can handle various types of data10. Neural network can solve various 
problems without domain knowledge (e.g. image recognition, text recognition and sound recognition11,12, crystal 
structure13 chaotic phase and quantum mechanics14–16). However, a neural network requires a large amount of 
labeled data for supervised learning, and data collection is difficult in real experimental data.

In terms of profit, it is desirable to use unsupervised learning that does not require labeled data. The key ques-
tion for automated classification using unsupervised learning is how to quantify the similarity between two pieces 
of data. For XRD, the spectrum is given as s x( ) where x is the diffraction angle. The similarity between the two 
pieces of data s t,  is defined by the kernel function D s t( , ). Iwasaki et al. tried to classify the XRD data of Fe-Co-Ni 
ternary-alloy thin film by using several kernel functions (Euclidean, Manhattan, Pearson, cosine, and normalized 
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and constrained dynamic time warping (NC-DTW)) and found only NC-DTW can classify a crystal structure 
because it can accommodate peak shifting due to lattice constant change17. In NC-DTW, D s t( , ) is given by

D s t s t( , ) min ( )
(1)i

N

j i i( )
2∑= ′ − ′

where

s s
s

t s
t( )

,
( ) (2)i

N
i i

N
i

2 1/2 2 1/2′ =
∑

′ =
∑

and j(i) must satisfy

≤ ′ ⇒ ≤ ′ − <
= = .

i i j i j i j i i w
j j N N

( ) ( ), ( ) ,
(1) 1, ( ) (3)

where w is the window size that limits the range of time warping. However, the appropriate kernel function varies 
depending on the problem. For XRD, NC-DTW is suitable only because the XRD spectrum can move depending 
on the lattice constant. Furthermore, many of the existing kernel functions, including NC-DTW, are limited to 
low dimensional classification, even though a lot of raw experimental data is complicated multi-dimensional data. 
These problems prevent us from reusing kernel functions and make the automation non-profitable.

In this paper, we present a comprehensive solution based on information maximizing self-argument train-
ing (IMSAT)18 that uses a neural network to maintain versatility and does not require manual kernel function 
searches or preparation of labeled data. We demonstrate our algorithm performs comparably with existing meth-
ods for semi-supervised learning of image classification and succeeds in classifying line charts and scatter plots 
from raw experimental data. Our algorithm can accelerate the automation of big data collection and open the way 
to the study of artificial intelligence-driven material development.

Semi-supervised IMSAT. Model complexity is the core of a neural network’s versatility; however, it is also 
the reason that a neural network can easily overfit small data sets. Therefore, the degree of freedom of the neural 
network needs to be reduced to avoid overfitting by “regularization”. Recently, the neural network regularized by 
Virtual Adversarial Training (VAT) succeeded in clustering handwritten numerals with only a small amount of 
data. VAT19 is a representative regularization method based on local perturbation. The objective function of VAT 
is defined by the following function:
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θ is parameter of the neural network, N  is the number of data, xi is the i-th data, Vy is the number of clusters, 
p y x( ) is conditional probability, θT x( )i  is the perturbated data, Nl is the number of data with label information, 
and β is a hyper parameter. Hl is the same as the target function of supervised learning. θT x( )i  is chosen to be
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Regularization using local perturbation is based on the idea that it is preferable for data representations to be 
locally invariant (i.e., remain unchanged under local perturbations on data points). The idea would enable neural 
networks to learn meaningful representations of data.

IMSAT is an expansion of VAT for unsupervised learning. The objective function of IMSAT is defined by the 
following equation:

R H y H y x( ) ( ( ) ( )) (6)pert θ λ µ− − |

where µ and λ  are hyper parameters, H y( ) and H y x( ) are marginal entropy and conditional entropy, 
respectively,
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Increasing the marginal entropy H y( ) encourages uniformity among the cluster sizes, while decreasing the 
conditional entropy H y x( )|  encourages unambiguous cluster assignments. IMSAT achieved over 90% accuracy in 
unsupervised learning of the clustering of handwritten numerals.

The original IMSAT is not suitable for regarding specific differences as important because IMSAT only 
attempts to make data representation locally invariant. However, specific differences are sometimes regarded as 
important due to domain knowledge. Therefore, we added HI to enable semi-supervised learning. Our algorithm 
optimizes the following function:

θ λ µ− − | .R H y H y x( ) ( ( ) ( )) (10)vat

Semi-supervised IMSAT has two advantages in terms of the application to real experimental data. The first 
is it can amplify specific differences and modify the classification method in accordance with the purpose. The 
second is it does not restrict data structures. Many current semi-supervised learning methods use data-structure 
dependent augmentations such as flipping, rotation, and color filtering to improve accuracy. On the other hand, 
semi-supervised IMSAT is applicable to most of the existing network architectures without restricting data 
structure.

Results
Comparison with existing algorithms. We compared the classification accuracies of VAT, IMSAT, 
semi-supervised IMSAT (our method) and mean teacher20 for handwritten digit images (MNIST) download 
from21. We addressed two tasks, usual classification, and classification using a quotient divided by two where 
[0, 1], [2, 3], [4, 5], [6, 7], [8, 9] are classified as the same group respectively. We used 64 images for labeled training 
data, 10,000 images for testing, and 60,000 images for unlabeled data for semi-supervised learning. Table 1 shows 
the classification results. Semi-supervised IMSAT outperforms VAT, IMSAT, and mean teacher in classifying the 
quotients. This indicates that semi-supervised IMSAT is suitable for modifying the classification method in 
accordance with a user-specific purpose.

Clustering line chart (XRD patterns). We applied our algorithm to the clustering of a line chart. 
Figure 1(a) shows the phase map manually deduced from individual XRD patterns of a Fe-Co-Ni ternary-alloy 
thin film17. The XRD patterns are from ref. 3. The number of data N  is 1240. There are four types of diffraction 
data, fcc (face centered cubic), bcc (body centered cubic), hcp (hexiagonal closed packed), and combination of fcc 
and bcc8,9. Examples of XRD patterns are shown in Fig. 1(b). The automated composition-phase maps identified 
using IMSAT and NC-DTW are shown in Fig. 1(d,e), respectively. These maps appear to be nearly the same.

We also examined how robust these algorithms are to the noise in the data. Figure 1(c) shows examples of 
XRD patterns where random noise was added to the diffraction data. The XRD patterns are noisy and diffi-
cult to manually classify. Figure 1(f–h) show the automated composition-phase maps identified using IMSAT, 
NC-DTW and semi-supervised IMSAT, respectively. Surprisingly, IMSAT succeeded in clustering noisy XRD 
patterns and was more accurate than NC-DTW. Additionally, misclassification of bcc + fcc area was corrected by 
semi-supervised learning.

Clustering scatter graph (hysteresis curve). To verify the versatility, we also applied IMSAT to the 
clustering of scatter graph data; clustering of the hysteresis curve of a magnetic FePt thin film. The FePt thin 
film was fabricated by composition-spread sputtering. Figure 2 shows an example of the thin film fabricated by 
composition-spread sputtering (a) and the hysteresis curve of the anomalous Nernst effect (ANE) where thermo 
electric voltage exhibits a hysteresis curve depending on the external magnetic field (b)22,23. The shape of the curve 
will change if fabrication of the thin film fails. There are two reasons for failure, disconnection inside the sample 
and the insulator basis leaking onto the sample. Figure 2(b) shows examples of the thermoelectric voltage curve 
of the disconnected and leaked samples. Typical curves of the disconnected and leaked samples are random noise 
and a V-shaped curve, respectively.

The left column of Table 2 shows the automatic clustering results of the FePt thin film’s ANE voltage curve 
using IMSAT. Manual clustering was implemented by considering the curvature shape and the results of the 

VAT IMSAT our method
mean 
teacher

Normal 96.3% 95.8% 96.1% 93.6%

Quotient 72.5% 48.2% 93.7% 90.5%

Table 1. Classification accuracies of VAT, IMSAT, semi-supervised IMSAT (our method) and mean teacher for 
handwritten digit images (MNIST).
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Figure 1. Result of clustering of XRD data of Fe-Co-Ni ternary-alloy thin film. (a) Phase map manually 
deduced from individual XRD patterns of spread wafer. (b) Example of XRD patterns where random noise was 
added to the diffraction data. (c) Example of XRD patterns where random noise was added. (d) Result of cluster 
analysis using IMSAT ( =V 4y ) and (e) that using NC-DTW. (f) Result of cluster analysis using IMSAT ( =V 4y ), 
(g) that using NC-DTW, (h) and that using semi-supervised IMSAT, where random noise was added to the 
diffraction data. We used 16 labeled data for semi-supervised IMSAT(shown by dots).

Figure 2. (a) Magnetic thin film fabricated by composition-spread sputtering. (b) Hysteresis curve of 
ANE exhibited by thermo electric voltage depending on the external magnetic field and examples of the 
thermoelectric voltage curve of the disconnected and leaked samples (b). We measured the thermoelectric 
voltages of the thin film using a semi-automatic wafer prober24.
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four-terminal measurement. Clearly, our algorithm was successful and highly accurate in classifying the normal 
samples. However, the classification accuracy of the disconnected and leaked samples was not so high, possibly 
because disconnection and leakage can occur simultaneously.

In terms of industrialization, classifying a failed sample as a normal sample is critical. The left column of 
Table 2 shows that IMSAT sometimes classified a failed sample as a normal sample because IMSAT only attempts 
to make data representation locally invariant. We addressed the problem with semi-supervised learning where a 
penalty is added to the misclassification of labeled data. The samples for labeled data are randomly chosen from 
those that are classified as normal by IMSAT even though they were manually classified as failed samples. We set 
Nl as 5 and β as .3 34. The right column of Table 2 shows the result of automatic clustering using semi-supervised 
learning. Semi-supervised learning suppressed the misclassification by adding a penalty, but it increased Rpert at 
the same time. This indicates semi-supervised IMSAT can flexibly respond to a user’s needs by regarding small, 
specific differences as important. We could not achieve 100% accuracy with a normal sample, possibly because the 
amounts of disconnection and leakage were not discrete quantities.

Discussion
We presented how semi-supervised IMSAT can effectively classify raw experimental data without manual 
kernel function searches or preparation of large amounts of labeled data. We demonstrated semi-supervised 
IMSAT performs comparably with existing algorithms in the clustering of handwritten digits. We also applied 
semi-supervised IMSAT to the clustering of XRD patterns and the thermoelectric curve and showed that 
semi-supervised IMSAT is versatile and robust against noise and easily tunable by small data. Our algorithm 
can accelerate the automation of big data collection and open the way to the study of artificial intelligence-driven 
material development.

Methods
Condition for the clustering. We used 3-layer convolutional neural network for the clustering by mean 
teacher with kernel size 5. We optimized consistency weight to 1.0 to maximize the accuracy.

We used commonly reported parameter values for the clustering by VAT, IMSAT and semi-supervised IMSAT. 
We set the network dimensionality to d-1200-1200-Vy for the clustering of XRD patterns, where d(=89) is input 
dimensionality. Nl, µ, and λ were set to 0 (unsupervised learning), .0 2, and .0 2, respectively. We set the size of the 
mini-batch to 64 and ran 50 epochs. We also tried the clustering using NC-DTW. We used the same parameters 
as Iwasaki’s paper for NC-DTW. We set the window size w to be 10 (0.5 degrees) and used hierarchy clustering 
analysis with the average linkage method.

The parameter values for neural networks for the clustering of the ANE voltage curve were almost the same as 
the clustering of XRD patterns. We set the network dimensionality to d-1200-1200-Vy for the clustering, where 
d(=28 × 28) is input dimensionality. Nl, µ, and λ were set to be 0 (unsupervised learning), 0.2, and 0.2, respec-
tively. We set the size of the mini-batch to 40 and ran 50 epochs.

Data availability
The datasets generated and analyzed during the current study are available from the corresponding author on 
reasonable request.

Received: 26 March 2019; Accepted: 9 April 2020;
Published: xx xx xxxx

References
 1. Takeuchi, I. et al. Data management and visualization of x-ray diffraction spectra from thin film ternary composition spreads. 

Review of Scientific Instruments 76(062223) (2005).
 2. Ludwig, A., Zarnetta. R., Hamann, S., Savan, A. & Thienhaus, S. Development of multifunctional thin films using high-throughput 

experimentation methods. International Journal of Materials Research 99(10) (2008).
 3. Young, K. Y. et al. Identification of amorphous phases in the fenico ternary alloy system using continuous phase diagram material 

chips. Intermetallics 14, 241 (2006).
 4. Qunjiao, W. & Shouwei, C. Fabrication and thermoelectricity of la1−x(ca, re)xvo3(<x < 1) composition-spread films. International 

Journal of Applied Electromagnetics and Mechanics (2013).
 5. Maier, W.F., Stowe, K. & Sieg, S. Combinatorial and high-throughput materials science. Angew. Chem. Int. Ed. Engl. (2007).

Results with unsupervised IMSAT
Results with semi-supervised 
IMSAT

Normal Disconnect Leak Normal Disconnect Leak

Normal (manual) 95 0 2 95 1 1

Disconnect (manual) 18 165 95 4 239 35

Leak (manual) 13 12 28 4 18 31

Recall 0.944 0.595 0.528 0.944 0.823 0.570

Precision 0.753 0.932 0.224 0.922 0.926 0.462

Rpert 0.275 0.465

Table 2. Result of automatic clustering of the voltage curve of ANE of FePt thin film using IMSAT and semi-
supervised IMSAT.

https://doi.org/10.1038/s41598-020-64281-0


6Scientific RepoRtS |         (2020) 10:7903  | https://doi.org/10.1038/s41598-020-64281-0

www.nature.com/scientificreportswww.nature.com/scientificreports/

 6. DellAnna, R. et al. Data analysis in combinatorial experiments: Applying supervised principal component technique to investigate 
the relationship between tofsims spectra and the composition distribution of ternary metallic alloy thin films. QSAR Comb. Sci 
(2008).

 7. Iwasaki, Y. et al. Machine-learning guided discovery of a new thermoelectric material. Scientific Reports (2019).
 8. Muller, P., Herbst-irmer, R., Spek, A. L. & Schneider, T. R. Crystal Structure Refinement: A Crystallographer’s Guide to SHELXL 

(International Union of Crystallography Texts on Crystallography). Oxford Univ Pr (2006).
 9. Massa, W. & Gould, R. O. Crystal Structure Determination. Springer (2010).
 10. Bishop, C.M. Pattern Recognition and Machine Learning (Information Science and Statistics). (Springer, 2010).
 11. Hope, T., Resheff, Y. S. & Lieder, I. Learning TensorFlow: A Guide to Building Deep Learning Systems. (O’Reilly Media, 2017).
 12. Osinga, D. Deep Learning Cookbook: Practical Recipes to Get Started Quickly. (O’Reilly Media, 2018).
 13. Vecsei, P. M., Choo, K., Chang, J. & Neupert, T. Neural network based classification of crystal symmetries from x-ray diffraction 

patterns. Phys. Rev. B 99, 245120 (June 2019).
 14. Behler, J. & Parrinello, M. Generalized neural-network representation of high-dimensional potential-energy surfaces. Phys. Rev. 

Lett. 98, 146401 (Apr 2007).
 15. Schneider, E., Dai, L., Topper, R. Q., Drechsel-Grau, C. & Tuckerman, M. E. Stochastic neural network approach for learning high-

dimensional free energy surfaces. Phys. Rev. Lett. 119, 150601 (Oct 2017).
 16. Carleo, G. & Troyer, M. Solving the quantum many-body problem with artificial neural networks. Science 10, 602 (2017).
 17. Iwasaki, Y., Kusne, A. G. & Takeuchi, I. Comparison of dissimilarity measures for cluster analysis of x-ray diffraction data from 

combinatorial libraries. npj Computational Materials 3(4) (2017).
 18. Hu, W., Miyato, T., Tokui, S., Matsumoto, E. & Sugiyama, M. Learning discrete representations via information maximizing self-

augmented training. arXiv:1702.08720v3 (2017).
 19. Miyato, T., Maeda, S., Koyama, M., Nakae, K. & Ishii, S. MNIST handwritten digit database, Yann LeCun, Corinna Cortes and Chris 

Burges. arXiv:1507.00677v9 (2015).
 20. Tarvainen, A. & Valpola, H. Mean teachers are better role models: Weight-averaged consistency targets improve semi-supervised 

deep learning results. arXiv:1703.01780 (2017).
 21. LeCun, Y., Cortes, C. & Burges, C. The MNIST DATABASE of handwritten digits. Available at http://yann.lecun.com/exdb/mnist/.
 22. Miyasato, T. et al. Crossover behavior of the anomalous hall effect and anomalous nernst effect in itinerant ferromagnets. Phys. Rev. 

Lett. 99, 086602 (Aug 2007).
 23. Bauer, G. E. W., Saitoh, E. & Van Wees, B. J. Spin caloritronics. nature materials (2012).
 24. Apollowave corporation company profile product information, http://www.apollowave.co.jp/APW-catalog.pdf.

Acknowledgements
This work was financially supported by JST-ERATO Grant Number JPMJER1402 and JST-PRESTO, grant 
number JPMJPR17N4.

Author contributions
R.S. conceived the idea and wrote source code. Y.I. and M.I. collected experimental data. R.S., Y.I. and M.I. wrote 
the manuscript together.

competing interests
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to R.S.
Reprints and permissions information is available at www.nature.com/reprints.
Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2020

https://doi.org/10.1038/s41598-020-64281-0
http://yann.lecun.com/exdb/mnist/
http://www.apollowave.co.jp/APW-catalog.pdf
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Model-Free Cluster Analysis of Physical Property Data using Information Maximizing Self-Argument Training
	Semi-supervised IMSAT. 
	Results
	Comparison with existing algorithms. 
	Clustering line chart (XRD patterns). 
	Clustering scatter graph (hysteresis curve). 

	Discussion
	Methods
	Condition for the clustering. 

	Acknowledgements
	Figure 1 Result of clustering of XRD data of Fe-Co-Ni ternary-alloy thin film.
	Figure 2 (a) Magnetic thin film fabricated by composition-spread sputtering.
	Table 1 Classification accuracies of VAT, IMSAT, semi-supervised IMSAT (our method) and mean teacher for handwritten digit images (MNIST).
	Table 2 Result of automatic clustering of the voltage curve of ANE of FePt thin film using IMSAT and semi-supervised IMSAT.




