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Holliday Junction Thermodynamics 
and Structure: Coarse-Grained 
Simulations and Experiments
Wujie Wang1, Laura M. Nocka2,3, Brianne Z. Wiemann2,3, Daniel M. Hinckley4, Ishita Mukerji2,3 
& Francis W. Starr1,2,3

Holliday junctions play a central role in genetic recombination, DNA repair and other cellular processes. 
We combine simulations and experiments to evaluate the ability of the 3SPN.2 model, a coarse-grained 
representation designed to mimic B-DNA, to predict the properties of DNA Holliday junctions. The 
model reproduces many experimentally determined aspects of junction structure and stability, including 
the temperature dependence of melting on salt concentration, the bias between open and stacked 
conformations, the relative populations of conformers at high salt concentration, and the inter-duplex 
angle (IDA) between arms. We also obtain a close correspondence between the junction structure evaluated 
by all-atom and coarse-grained simulations. We predict that , for salt concentrations at physiological and 
higher levels, the populations of the stacked conformers are independent of salt concentration, and directly 
observe proposed tetrahedral intermediate sub-states implicated in conformational transitions. Our findings 
demonstrate that the 3SPN.2 model captures junction properties that are inaccessible to all-atom studies, 
opening the possibility to simulate complex aspects of junction behavior.

DNA four-way or Holliday junctions are central intermediates in the cellular processes of recombination, inte-
gration and DNA repair. Such structures have also been implicated in fork reversal during replication and regu-
lation of gene expression1. These structures typically form from inverted base repeats of 6 base pairs or longer2. 
Investigations of the human genome have revealed that short inverted repeats often occur in regions of high 
chromosomal instability and breakage, leading to cancer and other diseases2. These non-B-DNA structures are 
well recognized by different classes of proteins, including junction-resolving enzymes, which are critical for main-
taining genome stability, architectural proteins and other regulatory proteins1.

DNA junctions can exist in two broad classes of conformations, open and stacked (Fig. 1)3. The open confor-
mation of the junction is usually described with the four arms at approximately 90° to each other with no central 
base stacking. Atomic force microscopy studies suggest that these 4-fold symmetric structures have a square, 
planar configuration4,5. In this conformation the junction is capable of branch migration between homologous 
duplexes, an essential step for recombination and repair processes. The stacked conformation, which is induced 
through the binding of metal ions, leads to the formation of two quasi-continuous helices with pairwise stacking 
of the helical arms (Fig. 1b,c). In this form, the rate of branch migration is significantly slowed, presumably as a 
consequence of reduced sampling of the open form6–8.

Crystallographic studies of relatively short homologous junctions have provided much information regard-
ing the details of junction molecular structure. In the absence of proteins, junctions have crystallized in the 
stacked form, stabilized by backbone-base and backbone-ion interactions9–11. In addition, crystal structures of 
protein-junction complexes have allowed visualization of other configurations, such as the open form and other 
hybrid structures12–14. Spectroscopic studies of immobile junctions prepared from non-homologous sequences 
suggest that, in the stacked form, the arms adopt an anti-parallel orientation, which does not require a crossing 
of the strands in the central region3. In this orientation, the junction can adopt two forms, iso-I and iso-II, which 
are stereochemically equivalent but use different arms for the stacking partners. Experimental studies, particu-
larly single-molecule fluorescence measurements, have revealed that, in solution, the junctions can dynamically 
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interconvert between these different structures15–17. The bias towards one stacked structure (iso-I) over the other 
(iso-II) is largely dependent on the base sequence in the central region of the junction18,19. The propensity of 
the junctions to adopt a folded or stacked conformation, depending on the salt concentration of the solutions, 
has been exploited in the development of DNA nanostructures (see ref. 20 and references therein). Elucidating 
the factors that stabilize junction structure is critical to the use of junctions as components in the building of 
nanostructures, and to our overall understanding of how junctions behave in the cell. Development of a robust 
computational model that can predict structural, energetic, and dynamical properties of junctions is an important 
tool to make progress towards these goals.

The modeling of DNA by all-atom, classical force fields (including solvent), such as the CHARMM21 and 
AMBER22 models, has proven immensely useful to describe many DNA properties, including molecular confor-
mations and the structure of protein-DNA complexes. Several computational methods have been applied to the 
study of junction structure and dynamics, providing some insights into the overall behavior23–27. For example, 
Westhof and co-workers used Brownian dynamics to identify ion-binding sites in the junction27. More recently, 
all-atom simulations have been used to examine junction conformation, dynamics and the interaction with pro-
teins – effectively reproducing some of the key structural features of such complexes24,25. However, the compu-
tational complexity of these highly-detailed models makes it challenging to address many important structural 
and energetic features, such as conformational transformations and DNA hybridization. These challenges are 
illustrated by a recent study of junction isomerization dynamics, where it was demonstrated that conformational 
sampling can be non-ergodic over time scales of up to one minute26. Accordingly, a number of efforts have been 
made to develop coarse-grained representations of DNA that reduce the number of degrees of freedom and sim-
plify or eliminate calculation of the solvent28–38. These models are able to capture length and time scales that are 
intractable from atomistic models. Thus, in this study we combine simulations and experiments to investigate the 
ability of a coarse-grained model to predict junction thermodynamics and conformational populations.

The 3-site per nucleotide (3SPN) model has been demonstrated to be particularly successful in quantitatively 
reproducing the experimentally measured thermodynamic and structural properties of B-DNA, including melt-
ing temperature, persistence length, and salt effects32,34,35. The model is parameterized using a top-down experi-
mentally informed approach, rather than a bottom-up coarse-graining of all-atom representations. The validity 

Figure 1.  Idealized schematic of the junction conformations. The stacked (a) iso-I and (b) iso-II 
conformations predominate at modest and high salt concentrations. (c) The open conformation is mainly 
observed at low salt concentration, and also potentially acts as an intermediary of conformational changes 
between iso-I and II. The colors denote the strands of the J3 junction, labeled X, R, B, and H, following the 
convention of Lilley and co-workers39–41. See methods for the complete sequence. In the lower panel, the arrows 
highlight the inter-base distances for non-complementary bases of distinct strands at the junction center. In iso-
I, the TT and CC separations are small (red arrows), while the AG distances are large (blue arrows); the opposite 
occurs for iso-II. The distances are essentially identical in the open conformation. We take advantage of these 
differences to distinguish conformations.
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of the model to describe more complex, non B-DNA structures, such as the Holliday junction, has not been tested 
to this point. Thus, we examine the ability of the 3SPN.2 DNA model32 to describe thermodynamic and structural 
properties of the well-studied J3 Holliday junction, originally developed by Lilley and co-workers40,42. Here, the 
junction is truncated so that each arm has 17 bases, and we refer to it as J34. Importantly, conformer populations, 
overall dynamics and junction angles for J3 configurations have all been experimentally determined15,16,43–45, 
providing a good basis for comparison with computation and our ongoing experiments. Additionally, we provide 
experiments for the salt concentration dependence of melting thermodynamics. As discussed above, the junction 
occurs in open and stacked forms, and for the specific case of J3, single molecule and bulk Förster resonance 
energy transfer (FRET) studies have shown that the iso-II conformer is preferred in solution at a roughly 3:1 
ratio15,44.

In this study, we show that the 3SPN.2 model reproduces our experimentally measured concentration depend-
ence of junction melting, the bias between open and stacked conformations, as well as the relative population 
of stacked isomers at high salt concentration. Our simulations provide new results regarding the concentration 
dependence of the relative populations of open and stacked conformations as a function of salt concentration; 
specifically, we find that the population of the iso-I and iso-II forms is nearly independent of salt concentration 
at concentrations where the stacked (rather than open) conformation dominates. Furthermore, these simulations 
also reveal that considerable conformational heterogeneity exists within the broad categories used to classify 
junction structure. In particular, we find that open tetrahedral conformations, rather than planar open states, 
play an important role in conformational transitions between iso-I and iso-II conformations at high salt concen-
tration, in agreement with the proposed intermediate states based on all-atom simulations23,24. We also compare 
the junction structure of iso-II in the 3SPN.2 model, as measured by the inter-duplex angle (IDA), to both FRET 
experiments and new all-atom calculations using the AMBER force field22. Overall, we find that the 3SPN.2 
model is highly successful in reproducing many J3 junction properties, and at the same time we identify some of 
the limitations of this coarse-grained representation.

Results
Junction Melting.  As a first step to assess the applicability of the 3SPN.2 model to predict bulk thermody-
namic properties of the Holliday junction, we evaluate the junction melting properties from simulations of the 
3SPN.2 model and compare it with our absorption experiments. We simulate the junction melting via replica-ex-
change molecular dynamics (REMD, see methods) to improve the sampling of partially melted states. Accurate 
sampling of the relative fraction of intact, melted, and partially melted junction configurations is not presently 
possible using an all-atom representation.

Figure 2 shows the single-strand fraction α as a function of T over a range of salt concentrations for both the 
3SPN.2 model and absorbance measurements. See methods for the definition of α in simulations. The similarity 
between the simulations and experiments is striking. Both simulations and experiments show that the melting 

Figure 2.  Melting properties of the J34 junction. Comparison of the single-strand fraction α from (a) 
simulations and (b) experiments. We fit the data using the van’t Hoff equation (equation 1), indicated by the 
solid lines. Following convention, we define TM as the temperature at which α =  0.5.
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temperature increases with increasing salt concentration, and that the transition becomes increasingly sharp, or 
“cooperative”. The data can be well described by the law of mass action, or van’t Hoff relation46,
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where K is the equilibrium constant for junction melting, ΔH and ΔS are the enthalpy and entropy difference 
between the melted and intact junction, which are assumed to be constant over this temperature range, and C is 
the total strand concentration (the concentration of each strand is C/4). Note that ΔS controls the sharpness of 
the melting transition. We will discuss the behavior of ΔH and ΔS below, which are determined from fitting data 
in the range 0.1< α < 0.9.

The melting temperature TM is a useful thermodynamic metric of junction stability, and is commonly defined 
as the temperature at which α =  1/2. Figure 3 shows the experimental and simulated TM values as a function 
of salt concentration. As anticipated from the melting curves, the simulations closely mirror the experimental 
dependence of TM. The quantitative similarity is also remarkable. The simulation results are consistently shifted to 
higher T by 5 to 8 K, a difference of less than 3%. For both experiments and simulations, the melting temperature 
is nearly independent of salt concentration for [Na+] ≥  200 mM. This independence is related to the screening 
of electrostatic interactions at high salt concentrations; accordingly, Fig. 3 also shows the Debye screening length 
used in the 3SPN.2 model for the Debye-Hückel approximation of the electrostatic interactions. The screen-
ing length is < 6 Å at high salt concentration, making electrostatic repulsion insignificant. The correspondence 
between TM values of the experiment and simulation validates the approximate treatment of the electrostatics in 
the 3SPN.2 model. Given that the 3SPN.2 model was only parameterized to mimic the melting of duplex B-DNA, 
the junction melting data suggest that the 3SPN.2 model is transferable to the thermodynamics of more complex 
DNA structures. At the same time, this finding is not entirely unanticipated, since the melting of each arm should 
be very similar to that of ordinary duplex DNA.

The fit of the data using the van’t Hoff relation (equation 1) provides an estimate of the enthalpy and entropy of 
melting. The values of ΔH and ΔS from this fit are of the correct order of magnitude that would be expected based 
on the thermodynamic parameters determined by SantaLucia and co-workers47,48. The inset of Fig. 4 shows that 
the simulations modestly overestimate ΔH and ΔS values, relative to the experiments, and that ΔH varies nearly 
linearly with ΔS. This linear relation is sometimes referred to as a “compensation” relation. In fact, the van’t Hoff 
equation implies a specific relationship between ΔH and ΔS
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C
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which follows from eq. 1 by setting α =  1/2 at TM. Figure 4 demonstrates consistency with this relationship, and 
clarifies that linear compensation between ΔH and ΔS is only approximate; if TM values varied more significantly 
with concentration, the deviations from linearity between ΔH and ΔS would be more apparent, while eq. 2 should 
remain valid. More important from a practical standpoint is that these results demonstrate the effectiveness of 
the 3SPN.2 model in reproducing energetic and thermodynamic characteristics of the junctions that are in close 
agreement with the experimental data.

Conformational Abundances and Structure.  To further probe the ability of the 3SPN.2 model to predict 
experimental junction properties, we examine the relative population of junction conformations. Experimentally, 
it is known that the open planar form is predominant at low salt concentration, and, at higher salt concentra-
tion, junctions adopt stacked conformations (Fig. 1). At a relatively high concentration [Mg2+] =  50 mM and 
T =  298 K, experiments indicate a 23/77% relative abundance of stacked isoforms I/II, respectively15. Here, we use 

Figure 3.  Salt concentration dependence of the junction melting temperature TM. At all concentrations, 
TM differs by < 3% between 3SPN.2 simulations (green circles) and absorption experiments (red diamonds). 
The lines are only intended as a guide to the eye. The figure also shows the Debye screening length used by the 
3SPN.2 model in the Debye-Hückel approximation to the electrostatic interactions. The plateau of the melting 
temperature coincides with strong screening of electrostatic interactions.
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the 3SPN.2 model to examine a broad range of salt concentrations at T =  300 K to validate the model and provide 
a prediction for the overall salt concentration dependence of junction populations. Note that we examine the 
effect of Na+, rather than Mg2+, which yields similar results16,45.

As Thirumalai and coworkers emphasized26, the correspondence between a time average and the ensemble 
average (ergodicity) for four-way junctions can be broken over rather large observational time scales, due to the 
rate of conversion between junction conformations. Thus, to estimate the relative populations of the stacked 
conformers, we need a significant ensemble of simulations. Accordingly, for each salt concentration, we carry 
out 100 independent simulations, each starting from the open configuration, since this conformation rapidly and 
randomly converts to either iso-I or iso-II. Each simulation is run for 2 μs, yielding 200 μs total of trajectory data 
for each salt concentration, split among 100 independent samples. This provides an initial estimate for the relative 
population of each conformation. Based on this estimate, we run 100 further simulations using a ratio of open, 
iso-I or iso-II initial configurations that conform to the preliminary population estimate in order to see if our 
results are sensitive to starting from the open state. We find that the population estimates remain stable within our 
statistical uncertainty, so that we do not find any significant effects due to starting in the open state. Our results 
are affected if we use either all iso-I or all iso-II initial configurations, due to the relatively slow inter-conversion 
of these states.

To evaluate the junction populations, we need to identify a metric that accurately distinguishes among the 
three primary junction conformations. Experimentally, FRET studies commonly use the distance between the 
ends of select arms (which defines the inter-duplex angle) to distinguish conformational states. We initially exam-
ined inter-duplex angle, but found (as is discussed later) that the IDA fluctuates substantially in each isoform, 
making it difficult to unambiguously distinguish conformations. Instead, we found that the inter-base separations 
near the heart of the junction provide a more reliable indicator of junction conformation. These distances should 
also be accessible experimentally using a pair of fluorescent nucleotide base analogs, such as 6-methyl isoxan-
thopterin (6-MI) or 2-aminopurine, placed judiciously close to the junction center. The lower panels of Fig. 1 
show the eight bases at the core of the junction in the iso-I and iso-II conformers, as well as the open form. In the 
iso-I conformer, the separation dTT of the T bases (on strands X and H) and the separation dCC of the C bases (also 
on strands X and H) are much smaller than the separations dAG of the A and G bases (on the B and R strands); 
in the iso-II conformer, the reverse stacking leads to the opposite behavior of the relative distances. In the open 
form, all of these distances are similar, but larger than the distances of the stacked iso-I and II conformers.

Therefore, we should be able to distinguish between iso-I and II simply based on these inter-base separations. 
To confirm this, in Fig. 5 we plot the normalized frequency distribution of inter-base distances P(dTT ∪  dCC) 
and P(dAG), which demonstrates the presence of two distinct peaks for all concentrations ≥ 50 mM. For P(dAG) 
(Fig. 5a), the peak at small separation indicates the iso-II conformer states, and the peak at larger separation is due 
to either iso-I or open conformations. For P(dTT ∪  dCC) (Fig. 5b), the peak at small distances indicates iso-I states, 
and the peak at larger distances are either iso-II or open conformations. We adopt a cut-off of 12 Å separation, the 
approximate location of the minimum of the distributions, to distinguish junctions as either the stacked iso-I or 
iso-II conformer. Those configurations that are identified as neither iso-I nor II are classified as open conformers. 
Consistent with the expectation that the open conformation dominates at low salt concentration, neither distri-
bution has a peak for small separation, and so nearly all configurations at low salt are identified with the open 
conformation.

Using these criteria to distinguish conformers, we identify individual configurations with one of the three 
isomers, and show representative time series of junction conformations for five simulations at [Na+] =  300 mM 
in Fig. 6a. Figure 7a shows representative configurations of these conformers. The time series data qualitatively 
show that the open conformation is extremely short lived, and acts as a transition state between the long-lived 
iso-I and iso-II conformers. This has previously been inferred from single molecule experiments8,15,16,50, and in 
this study, we explicitly observe and confirm the transition mechanism between equilibrium conformer states. We 

Figure 4.  Thermodynamics of junction melting. The entropy ΔS and enthalpy ΔH of melting obtained by 
fitting the experiments (red diamonds) and simulations (green circles) to the van’t Hoff equation (equation 1). 
The inset shows an approximate linear entropy-enthalpy compensation relation. Both the experimental and the 
simulated data show better agreement with the van’t Hoff equation evaluated at TM (eq. 2, blue line).
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Figure 5.  Criterion for distinguishing junction conformations. Distribution of inter-base separation at the 
middle of the junction for (a) the AG bases, where a small separation identifies the iso-II conformer, and (b) 
TT or CC pairs, where a small separation identifies the iso-I conformer. The longer distance peak at low salt 
concentration is due to open conformations; at higher salt, it arises primarily from the complementary stacked 
form. The vertical dotted line indicates the cutoff criterion we use to subsequently identify conformational states 
of individual configurations.

Figure 6.  Molecule-to-molecule variations in conformational sampling and conformational transition 
probabilities. (a) Example time series of junction conformations for five of the 100 ensemble members at 
[Na+] =  300 mM. The open isoform is short lived, and acts a transition state between iso-I and iso-II.  
(b) Matrix of the transition probabilities from a given starting state to final state at [Na+] =  300 mM. The transition  
probabilities to the same state (diagonal elements) are not shown, since the tendency to remain in the current 
state dominates the scale of other transition probabilities49. Note that the transition probabilities for iso I→ II 
(and vice-versa) are nearly zero. (c) Salt concentration dependence of the four key transition probabilities.
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quantitatively demonstrate the role of the open conformation as an intermediate by evaluating the nine transition 
probabilities (including transitions to the same conformation) among the three conformers. Figure 6b shows that 
the transition probabilities for Iso I→ II and II→ I are vanishingly small on the scale of these plots (zero, within 
the uncertainly of our calculation). Consequently, the only path between the stacked conformers is through the 
open conformer, establishing it as the transition state. Figure 6c shows how the transition probabilities between 
the stacked and open conformations vary with salt concentration, with transitions to the open state dominating 
at low salt concentrations. The five time series in Fig. 6a also demonstrate that the time average of the data varies 
from sample-to-sample. Clearly 2 μs is inadequate for an ergodic sampling of conformational abundances, and 
necessitates our approach of using an ensemble of simulations. This approach is possible for the coarse-grained 
model, but is beyond present computational resources for an all-atom model. This “broken ergodicity” is similar 
to the experimental finding that conformational sampling is non-ergodic on large times scales26. However, we 
should be careful to point out that the broken ergodicity here is entirely due to the stochastic nature of confor-
mational sampling, while in the experiments of ref. 26, variations in the binding of ions to individual junctions 
also play a role.

Based on the time series data for junction conformation, we directly evaluate the fraction of configurations 
in the open, iso-I or iso-II conformations as a function of salt concentration (Fig. 7b). As we expect, for low salt 
concentrations ([Na+] =  10 mM), we observe essentially only the open planar state with square geometry. At all 
higher salt concentrations, the stacked conformers are preferred, with an average of ≈ 58% in iso-II, and 36% in 
iso-I (for [Na+] ≥ 200 mM). Our simulations predict that, except for rather low salt concentrations, the relative 
fraction of conformers does not depend significantly on salt. The dominance of stacked conformations at high 
salt concentration can be expected due to the strong screening of electrostatic interactions, similar to the salt 
concentration dependence of the melting temperature. However, this screening does not account for the bias 
toward the stacked iso-II conformation. The difference in isomer population must arise due to base sequence 
effects near the junction core, as observed experimentally16,17. The fact that the model reproduces the experimen-
tally known bias toward iso-II indicates the degree of success of the coarse-grained model in capturing sequence 
dependent structure. We also find a small fraction, 6%, of junction configurations in the open state at high salt. As 
discussed above, these conformations are short lived, and facilitate transformations between the stacked confor-
mations. Compared to the experiments of Ha and coworkers15 at relatively high salt concentrations, the 3SPN.2 
model under predicts the bias toward iso-II by about 15%. The difference may be due in part to the difference in 
experimental and computational criteria used to define isoforms; specifically, we examine the base separations 
at the junction interior, while the FRET experiments use labels which are sensitive to the separation of the ends 
of the R and X arms of the junction (effectively the IDA). For H-like conformations with an open junction center 
(observed experimentally in the presence of endonucleases12), these alternate approaches would systematically 

Figure 7.  Junction conformations, abundance, and structure. (a) Representative conformations observed 
in our simulations; only the DNA backbone is shown, for simplicity. (b) The relative abundance of the 
primary isoforms as a function of salt concentration. Isoform identities are defined by the base separations 
at the junction interior, as described in the text. (c) Inter-duplex angle (IDA) for each conformation. Note 
that the open planar conformation is only predominant at low salt. At higher salt, the small fraction of open 
conformations sampled adopt (on average) a tetrahedral conformation.
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differ in their classification: (i) based on junction ends, H conformations would be classified as iso-I or II; (ii) 
conversely, based on separation at the junction core, H-conformations would be classified as open, so that our 
criteria will always yield a smaller stacked fraction.

Since our criteria allow us to categorize the conformations of individual junction configurations, we can also 
directly evaluate the mean structure of each of these conformations. We characterize the junction structure by 
the inter-duplex angle (IDA), which we define by the angle formed by the XR and RH arms with the junction 
vertex51. Accordingly, the IDA for iso-II should be substantially smaller than that of iso-I. Figure 7c confirms this 
expectation, with the IDA of iso-II approaching 90° at high salt concentration, and the IDA of iso-I near 140°. 
A value of 90° for iso-II is large compared with experimental estimates, which are on the order of 40–60° based 
on equilibrium FRET measurements41,44,45, a point we shall return to. We should also be clear that 90° for iso-II 
does not imply a planar configuration, which is visually apparent in the representative configurations shown in 
Fig. 7a; owing to the three-dimensional structure, even a stacked structure can adopt an angle close to 90°. At the 
lowest salt concentrations, we cannot estimate the angle for stacked conformations, since they are essentially not 
sampled. At [Na+] =  10 mM, we find the IDA of the open junction is 95°, consistent with a nearly planar junction, 
which is also visually apparent in Fig. 7a. At higher salt concentrations, the small fraction of open configurations 
adopts a somewhat larger angle of ≈105°. This larger angle is consistent with a nearly tetrahedral configuration 
(Fig. 7a), which should perhaps be considered distinct from the planar open configuration at low salt concentra-
tion. Thus, our results suggest that transition states between stacked conformers are predominantly open tetra-
hedral conformations, rather than planar. Such tetrahedral type intermediates have been observed previously in 
simulations23. Indeed, the possibility of a multitude of junction conformations has been inferred from analysis of 
single molecule data26.

Junction Structure Comparisons.  As a final point of comparison, we consider how the IDA evaluated 
from the 3SPN.2 model compares with experimental measurements, and that estimated from our all-atom 
AMBER simulation. FRET measurements have estimated the IDA of iso-II is 43 ±  8° at T =  283 K and salt con-
centration [Na+] =  200 mM45. Accordingly, we simulate both the AMBER and 3SPN.2 models under matching 
conditions, starting from an initial iso-II configuration with an IDA of 43° (see Fig. 1b). For both the 3SPN.2 and 
AMBER models, the junction opens to a larger IDA, and settles to a steady value after ≈ 50 ns (inset Fig. 8). The 
main panel of Fig. 8 shows the IDA values sampled by each model in the steady state. The 3SPN.2 model exhibits 
broader fluctuations of the IDA than the AMBER model, although the mean IDA is similar in the two models. 
Quantitatively, for AMBER, the mean IDA is 85.3° with standard deviation 12.3°; for 3SPN.2, the mean IDA is 
95.7° with standard deviation 24.1°.

The simulations both show a substantially larger IDA than anticipated from the FRET measurements and 
crystallographic studies45,52. This may suggest that neither model provides an accurate estimate of the IDA, or that 
the approximations that must be made to estimate IDA from the FRET data underestimate the IDA. Certainly, 
in the bulk FRET experiments the presence of the external dyes, their associated linkers and their relative ori-
entation can introduce considerable error into the distance determination. The differences between the current 
IDA determinations and those measured by crystallography could perhaps arise from some constraints of the 
crystal lattice. In comparing the all-atom and coarse-grained models, the near doubling of the standard deviation 
clearly shows that the junction arms are more flexible in the coarse-grained model. This may be due in part to 
the absence of explicit solvent, since the solvating water in the all-atom representation necessarily hinders the 
flexibility of the junction arms.

Figure 8.  Junction structure comparison between all-atom and coarse-grained models. The IDA for the 
all-atom AMBER model (black) and 3SPN.2 coarse-grained model (red) at T =  283 K and [Na+] =  200 mM. 
The main panel shows the distribution of sampled IDA values; solid lines are the calculated frequency, and 
dotted lines are a normal distribution with the same mean and standard deviation as the data. The inset shows 
the original time series for each model, from which the distributions are determined. Note that for the 3SPN.2 
model, we have 2 μs of data, not all of which are shown in the inset.
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Discussion
We have examined the thermodynamic and structural properties of a four-way junction and demonstrated the 
applicability of the coarse-grained 3SPN.2 model to mimic an array of experimental junction properties. The 
3SPN.2 model nearly quantitatively reproduces the temperature dependence of junction melting on salt con-
centration. Given that the model was designed to reproduce the melting properties of B-DNA, this success is not 
entirely unanticipated, as the arms of the junction closely resemble standard DNA helices. However, the structure 
near the junction core includes unstacked bases and a distorted backbone, which is significantly different from 
B-DNA, and so the success in describing properties that depend on junction core structure is noteworthy. As in 
experiments, the 3SPN.2 model folds the junction and exhibits a bias towards the stacked iso-II conformation 
with increasing salt. Furthermore, the simulations allow us to predict that the relative populations of isoforms is 
nearly constant for [Na+]≥ 100 mM. In doing so, we introduced a new metric to identify junction conformations 
based on the base separations at the interior of the junction rather than the distance between the arms. This 
approach should be feasible to examine experimentally using fluorescent nucleotide base analogs, such as 6-MI 
and 2-AP; we are currently developing such experiments.

Owing to the computational expediency of the 3SPN.2 model, we gain new insight regarding the transitions 
between the stacked conformations. As a result, we are able to confirm the proposal that the open conformation 
serves as an intermediate state for transformations between the iso-I and iso-II conformers15,16. Furthermore, 
we also demonstrate that the previously proposed tetrahedral variant of the open form23, rather than the planar 
form, is the average transitional conformation. Significantly, we also observe a planar version of the iso-I and II 
conformers, which is consistent with previous FRET experiments where a kinked X-structure was found to best 
describe the data53. The observation of such structures emphasizes that the family of open and stacked conforma-
tions consists of a multitude of sub-states, which may be important for function26.

One of the main advantages of these coarse-grained models is that they allow for the exploration of questions 
that simply are not feasible using all-atom models with current computational resources. For example, the ability 
to examine a significant ensemble of simulations allows us to obtain reliable population estimates of conformers. 
Similarly, we are able to explicitly evaluate junction stability and our estimates of TM are in good accord with 
experiments. These favorable comparisons to experiments, as well as the similar IDA of the 3SPN.2 and the 
all-atom AMBER models, indicate that the 3SPN.2 model can provide predictive results for four-way junction 
properties. Thus, the model offers a promising platform to examine the molecular mechanics of the junction 
melting process, as well as the mechanics of the conformational transitions and branch migration. By the same 
logic, coarse-grained representations of RNA hold the promise to help unlock the complexities of RNA folding, 
and there is already substantial progress in this direction54-61.

The 3SPN.2 model naturally has limitations, demonstrated by the significant difference in the mean IDA 
relative to experiments, as well as the enhanced IDA fluctuations relative to the AMBER calculations. The ori-
gin of the discrepancy in the mean IDA is not readily apparent, since the AMBER simulations reveal nearly the 
same mean IDA as the 3SPN.2 model. The enhanced fluctuations in the 3SPN.2 model are likely related to the 
implicit nature of ions. Specifically, experiments42,62 and all-atom simulations23,24 demonstrate that ions tend to 
concentrate near the junction core, significantly impeding core rearrangements26. On the other hand, the absence 
of explicit ions has a beneficial effect, as it facilitates conformational transitions. As a result, the dynamics of con-
formational sampling are enhanced relative to experiments and all-atom studies. Thus, the enhanced fluctuations 
can be viewed as both a drawback and a benefit. We are currently initiating simulations using an explicit ion 
version of the 3SPN.2 model63 to better explore the effect of ions on dynamics. In the implicit case, predictions for 
junction dynamical properties in the 3SPN.2 model will need to be scaled to provide quantitative predictions for 
experiments. Such enhanced dynamics are not uncommon in coarse-grained models, and have been discussed 
for the coarse-grained MARTINI model for membranes64. Naturally, the coarse-graining of the 3SPN.2 model 
precludes examination of many internal atomic details of DNA structure. However, the direct mapping from 
all-atom coordinates to the sites of the 3SPN.2 model suggests that the 3SPN.2 model could potentially be coupled 
to all-atom calculations, serving as a tool to enhance large-scale conformational sampling.

The degree of success in describing junction properties is highly encouraging. Consequently, the model 
holds promise to provide insights into a variety of complex DNA structures. Ultimately, such coarse-grained 
representations need to be combined with coarse-grained models for proteins and other biomolecules, to enable 
the examination of more complex bimolecular interactions and mechanisms that cannot be readily studied by 
all-atoms models. Indeed, a coarse-grained representation of DNA has been developed for the MARTINI model 
very recently38, which already has models for membrane and protein simulation. These efforts promise to open a 
vast array of new comparisons between experiments and molecular modeling.

Methods
3SPN.2 coarse-grained modeling.  The 3SPN model, introduced in 200734, uses three coarse-grained sites 
for each nucleotide: one each for the sugar, phosphate group, and base. This representation allows for resolution 
of major and minor grooves using isotropic potentials. Further refinements of the model (3SPN.135 and 3SPN.232) 
improved the description of ionic strength, sequence, concentration, and temperature dependence of duplex for-
mation. The most recent refinement of the model also accurately reproduces the persistence lengths of both sin-
gle-stranded and duplex DNA, and predicts reaction rate constants that are consistent with experimental values. 
This model continues to be actively developed and improved upon by the de Pablo research group65.

Like atomistic models, the 3SPN.2 model uses a combination of classical bonded and non-bonded interactions 
between the coarse-grained sites. Bond potentials include a combination of bonding, bending, and diherdral 
interactions. Non-bonded interactions are carefully parameterized to reproduce experimental properties, and 
include excluded-volume interactions, intra-strand stacking, inter-strand cross-stacking, and base-pairing 
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interactions. Electrostatic interactions are included between charged phosphate sites, which are screened using 
the Debye-Hückel approximation to account for solvent effects. The screening length and permittivity are param-
eterized to account for salt concentration and temperature. There are no explicit solvent or ions sites, although a 
version of 3SPN that includes ions and solvent has been developed63,66. For complete details of the 3SPN.2 model, 
please refer to ref. 32.

To simulate the 3SPN.2 model, we use the LAMMPS molecular dynamics (MD) suite67, modified to incor-
porate the 3SPN.2 potentials using the freely available source65. Integration of the equations of motions for the 
3SPN.2 model is done via Langevin dynamics, as a way to incorporate random and frictional solvent effects on 
the evolution of the system. We follow the parameters of Hinckley et al.32, who use an integration time step of 20 
fs. This is roughly one order of magnitude larger than the time step for all-atom simulations. Combined with the 
dramatically reduced complexity of the DNA representation, these features make microsecond scale simulations 
of duplex DNA of modest length easily accessible. As a consequence, direct examination of the DNA melting 
transition is feasible, although ensuring ergodicity of individual simulations can be challenging, given the heter-
ogeneity of conformational sampling among ensembles of single junctions26.

In the 3SPN representation, the J34 Holliday junction requires only 404 force sites; see Fig. 9 for the com-
plete sequence. Simulations use an initial configuration that is either an idealized open or stacked conformation 
(Fig. 1); we specify the initial state for specific calculations in the main text. Generally, the open configuration 
readily transforms to a stacked conformation at high salt concentration for T ≥  300 K, making the choice of initial 
configuration unimportant.

Even for this coarse-grained model, accurate estimation of the melting transition is challenging. To improve 
our sampling of intermediate, partially hybridized states, we take advantage of replica exchange molecular 
dynamics (REMD)68. The REMD method is a hybrid MD/Monte Carlo scheme that allows for the exchange of 
configurations among separate simulations that are carried out at different temperatures. Provided that the tem-
perature difference between simulations is small enough that their energy distributions significantly overlap, the 
exchange process can significantly enhance the effectiveness of sampling across the entire temperature range. To 
wisely select the temperatures for the chain of REMD simulations, we first perform a set of ordinary MD simula-
tions, each 6 μs in duration, covering a broad range of temperature, to crudely estimate the melting location. We 
use configurations from these initial simulations to seed a chain of 17 to 20 REMD simulations, which are carried 
out for 6 μs, and we attempt exchanges at 200 ps intervals during the course of the simulation.

Since the absorption experiments provide an estimate of the relative fraction of single strands, we make a sim-
ilar estimate from our REMD trajectories. To do so, we implement a criterion to define intact and melted junction 
strands, since configurations can have a broad range in the number of intact base-pair bonds. For complementary 
base pairs in the junction, we consider a bond intact when the base-pair separation is less than 10 Å; any choice 
in the range of 7 to 12 Å does not qualitatively affect our findings. We then define a strand as ‘single’ if more than 
half of the possible base-pair links are not intact30; the results for our melting curves are only weakly sensitive to 
the precise criterion used, over the range from 40 to 60% of unlinked base pairs.

AMBER all-atom modeling.  For the purpose of comparing the inter-duplex angle as estimated from FRET 
experiments, the 3SPN.2 model, and all-atom DNA models, we have carried out an all-atom simulation of the 
J34 junction using the AMBER model for DNA at T =  283 K and salt concentration [Na+] =  200 mM at ambient 

Figure 9.  Sequence of the junction J34. Each arm is 17 bp long, a truncated version of the J3 junction.
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pressure. Temperature and salt are chosen to match experimental conditions45. The junction simulation utilized 
a CUDA enabled PMEMD version of the AMBER12 simulation suite69. We use the parm99 force field with the 
parmbsc070 and ions0871 modifications for DNA and monovalent ions, respectively. We solvate the systems in 
an octahedral box using the TIP3P model for water molecules72, yielding a total of 135,111 atoms (as compared 
to the 404 sites for the 3SPN.2 representation). Non-bonded van der Waals interactions are cutoff at 9 Å, and we 
handle long-range electrostatic interactions using the particle mesh Ewald method73,74. We adjust pressure and 
temperature using the Berendsen method75; we use the SHAKE algorithm for rigid bond constraints76 and a sim-
ulation time step of 2 fs. At this salt concentration, the iso-II conformer predominates experimentally, and we use 
this isoform for the initial configuration. To prepare the system, we minimize the energy of a solvated junction, 
and then rapidly heat to 283 K over 20 ps; we then collect data for a further 200 ns, discarding the first 50 ns of 
data. Simulations of this time scale are accessible by taking advantage of GPU computing resources.

Junction preparation and absorption experiments.  Oligonucleotides were purchased from Integrated 
DNA Technologies (Coralville, IA) and gel purified as described in ref. 45. The sequences of the junction strands 
are shown in Fig. 9. Preparation of junctions follows our published methods45. DNA melting experiments were 
monitored by UV absorption and performed on a Beckman-DU spectrophotometer. Junction concentrations of 
150 nM ensured that the sample absorbance remained in the linear range (0.1–1.0) over the course of the melt. All 
measurements were performed in a 10 mM Tris-HCl, pH 7.6, 0.1 mM EDTA buffer with Na+ concentrations as 
indicated. Absorption of junction samples at 260 nm was monitored from 5 to 95 °C at a resolution of 1°/pt and a 
ramp rate of 0.5°/min. Samples were saturated with helium before melting and the sample chamber was flushed 
with nitrogen gas to prevent condensation on the cells. The contribution of the buffer was subtracted from all of 
the melts prior to analysis. Thermodynamic melting parameters were calculated from the melts using the formal-
ism described in the main text.

References
1.	 Brazda, V., Laister, R. C., Jagelska, E. B. & Arrowsmith, C. Cruciform structures are a common DNA feature important for regulating 

biological processes. BMC Mol. Biol. 12, 33 (2011).
2.	 Lu, S. et al. Short Inverted Repeats Are Hotspots for Genetic Instability: Relevance to Cancer Genomes. Cell Rep. 10, 1674–1680 

(2015).
3.	 Lilley, D. M. J. Structures of helical junctions in nucleic acids. Quart. Rev. Biophys. 33, 109–159 (2000).
4.	 Lyubchenko, Y. L. & Shlyakhtenko, L. S. AFM for analysis of structure and dynamics of DNA and protein-DNA complexes. Methods 

47, 206–213 (2009).
5.	 Mikheikin, A. L., Lushnikov, A. Y. & Lyubchenko, Y. L. Effect of DNA supercoiling on the geometry of holliday junctions. Biochem. 

45, 12998–13006 (2006).
6.	 Panyutin, I. G., Biswas, I. & Hsieh, P. A pivotal role for the structure of the Holliday junction in DNA branch migration. EMBO J. 14, 

1819–1826 (1995).
7.	 Panyutin, I. G. & Hsieh, P. The kinetics of spontaneous DNA branch migration. Proc. Natl. Acad. Sci. USA. 91, 2021–2025 (1994).
8.	 McKinney, S. A., Freeman, A. D., Lilley, D. M. & Ha, T. Observing spontaneous branch migration of Holliday junctions one step at 

a time. Proc. Natl. Acad. Sci. USA. 102, 5715–5720 (2005).
9.	 Eichman, B. F., Vargason, J. M., Mooers, B. M. H. & Ho, P. S. The Holliday junction in an inverted repeat sequence: sequence effects 

on the structure of the four-way junctions. Proc. Natl. Acad. Sci. USA 97, 3971–3976 (2000).
10.	 Hays, F. A., Watson, J. & Ho, P. S. Caution! DNA crossing: crystal structures of Holliday junctions. J. Biol. Chem. 278, 49663–49666 

(2003).
11.	 Thorpe, J. H., Gale, B. C., Teixeira, S. C. & Cardin, C. J. Conformational and hydration effects of site-selective sodium, calcium and 

strontium ion binding to the DNA Holliday junction structure d(TCGGTACCGA)(4). J. Mol. Biol. 327, 97–109 (2003).
12.	 Biertűmpfel, C., Yang, W. & Suck, D. Crystal structure of T4 endonuclease VII resolving a Holliday junction. Nature 449, 616–620 

(2007).
13.	 Declais, A. C. & Lilley, D. M. New insight into the recognition of branched DNA structure by junction-resolving enzymes. Curr. 

Opin. Struct. Biol. 18, 86–95 (2008).
14.	 Khuu, P. A., Voth, A. R., Hays, F. A. & Ho, P. S. The stacked-X DNA Holliday junction and protein recognition. J. Mol. Recognit. 19, 

234–242 (2006).
15.	 McKinney, S. A., Declais, A. C., Lilley, D. M. & Ha, T. Structural dynamics of individual Holliday junctions. Nat. Struct. Biol. 10, 

93–97 (2003).
16.	 Joo, C., McKinney, S. A. Lilley, D. M. J. & Ha, T. Exploring Rare Conformational Species and Ionic Effects in DNA Holliday Junctions 

Using Single-molecule Spectroscopy. J. Mol. Biol. 341, 739–751 (2004).
17.	 Miick, S. M., Fee, R. S., Millar, D. P. & Chazin, W. J. Crossover isomer bias is the primary sequence-dependent property of 

immobilized Holliday junctions. Proc. Natl. Acad. Sci. USA 94, 9080–9084 (1997).
18.	 Eis, P. S. & Millar, D. P. Conformational Distributions of a Four-Way DNA junction Revealed by Time-Resolved Fluorescence 

Resonance Energy Transfer. Biochem. 32, 13852–13860 (1993).
19.	 Miick, S. M., Fee, R. S., Millar, D. P. & Chazin, W. J. Crossover isomer bias is the primary sequence-dependent property of 

immobilized Holliday junctions. Proc. Natl. Acad. Sci. USA. 94, 9080–9084 (1997).
20.	 Jones, M. R., Seeman, N. C. & Mirkin, C. A. Nanomaterials. Programmable materials and the nature of the DNA bond. Science 347, 

1260901 (2015).
21.	 Hart, K. et al. Optimization of the CHARMM Additive Force Field for DNA: Improved Treatment of the BI/BII Conformational 

Equilibrium. J. Chem. Theory Comput. 8, 348–362 (2012).
22.	 Cheatham, T. E. & Case, D. A. Twenty-five years of nucleic acid simulations. Biopoly. 99, 969–977 (2013).
23.	 Yu, J., Ha, T. & Schulten, K. Conformational model of the Holliday junction transition deduced from molecular dynamics 

simulations. Nucleic Acids Res. 32, 6683–6695 (2004).
24.	 Wheatley, E. G., Pieniazek, S. N., Mukerji, I. & Beveridge, D. L. Molecular dynamics of a DNA Holliday junction: the inverted repeat 

sequence d(CCGGTACCGG)(4). Biophys. J. 102, 552–560 (2012).
25.	 Wheatley, E. G., Pieniazek, S. N., Vitoc, C. I., Mukerji, I. & Beveridge, D. L. In Innovations in Biomolecular Modeling and Simulations: 

Volume 2 Vol. 2 (ed Tamar Schlick) Ch. 5, 111–128 (Royal Society of Chemistry, 2012).
26.	 Hyeon, C., Lee, J., Yoon, J., Hohng, S. & Thirumalai, D. Hidden complexity in the isomerization dynamics of Holliday junctions. Nat. 

Chem. 4, 907–914 (2012).
27.	 van Buuren, B. N., Hermann, T., Wijmenga, S. S. & Westhof, E. Brownian-dynamics simulations of metal-ion binding to four-way 

junctions. Nucleic Acids Res. 30, 507–514 (2002).



www.nature.com/scientificreports/

1 2Scientific Reports | 6:22863 | DOI: 10.1038/srep22863

28.	 Hsu, C. W., Largo, J., Sciortino, F. & Starr, F. W. Hierarchies of networked phases induced by multiple liquid-liquid critical points. 
Proc. Natl. Acad. Sci. USA 105, 13711–13715 (2008).

29.	 Largo, J., Starr, F. W. & Sciortino, F. Self-assembling DNA dendrimers: a numerical study. Langmuir 23, 5896–5905 (2007).
30.	 Starr, F. W. & Sciortino, F. Model for assembly and gelation of four-armed DNA dendrimers. J. Phys. Condens. Mat. 18, L347–353 

(2006).
31.	 de Pablo, J. J. Coarse-grained simulations of macromolecules: from DNA to nanocomposites. Ann. Rev. Phys. Chem. 62, 555–574 

(2011).
32.	 Hinckley, D. M., Freeman, G. S., Whitmer, J. K. & de Pablo, J. J. An experimentally-informed coarse-grained 3-site-per-nucleotide 

model of DNA: Structure, thermodynamics, and dynamics of hybridization. J. Chem. Phys. 139, 144903 (2013).
33.	 Hoefert, M. J., Sambriski, E. J. & José de Pablo, J. Molecular pathways in DNA-DNA hybridization of surface-bound oligonucleotides. 

Soft Matter 7, 560 (2011).
34.	 Knotts, T. a., Rathore, N., Schwartz, D. C. & de Pablo, J. J. A coarse grain model for DNA. J. Chem. Phys. 126, 084901–084901 (2007).
35.	 Sambriski, E. J., Schwartz, D. C. & de Pablo, J. J. A mesoscale model of DNA and its renaturation. Biophys. J. 96, 1675–1690 (2009).
36.	 Ouldridge, T. E., Louis, A. A. & Doye, J. P. K. DNA Nanotweezers Studied with a Coarse-Grained Model of DNA. Phys. Rev. Lett. 

104, 178101 (2010).
37.	 Šulc, P. et al. Sequence-dependent thermodynamics of a coarse-grained DNA model. J. Chem. Phys. 137, 135101 (2012).
38.	 Uusitalo, J. J., Ingólfsson, H. I., Akhshi, P., Tieleman, D. P. & Marrink, S. J. Martini Coarse-Grained Force Field: Extension to DNA. 

J. Chem. Theory Comput. 11, 3932–3945 (2015).
39.	 Clegg, R. M. Fluorescence Resonance Energy Transfer and Nucleic Acids. Meth. Enzymol. 211, 353–388 (1992).
40.	 Duckett, D. R. et al. The structure of the Holliday junction, and its resolution. Cell 55, 79–89 (1988).
41.	 Murchie, A. I. et al. Fluorescence energy transfer shows that the four-way DNA junction is a right-handed cross of antiparallel 

molecules. Nature 341, 763–766 (1989).
42.	 Duckett, D. R., Murchie, A. I. & Lilley, D. M. The role of metal ions in the conformation of the four-way DNA junction. EMBO J. 9, 

583–590 (1990).
43.	 Clegg, R. M., Murchie, A. I. & Lilley, D. M. The solution structure of the four-way DNA junction at low-salt conditions: a 

fluorescence resonance energy transfer analysis. Biophys. J. 66, 99–109 (1994).
44.	 Clegg, R. M. et al. Fluorescence resonance energy transfer analysis of the structure of the four-way DNA junction. Biochem. 31, 

4846–4856 (1992).
45.	 Vitoc, C. I. & Mukerji, I. HU Binding to a DNA Four-Way Junction Probed by Forster Resonance Energy Transfer. Biochem. 50, 

1432–1441 (2011).
46.	 Marky, L. A. & Breslauer, K. J. Calculating thermodynamic data for transitions of any molecularity from equilibrium melting curves. 

Biopoly. 26, 1601–1620 (1987).
47.	 SantaLucia, J., Jr. & Hicks, D. The thermodynamics of DNA structural motifs. Annu. Rev. Biophys. Biomol. Struct. 33, 415–440 

(2004).
48.	 SantaLucia, J. A unified view of polymer, dumbbell, and oligonucleotide DNA nearest-neighbor thermodynamics. Proc. Natl. Acad. 

Sci. USA 95, 1460–1465 (1998).
49.	 McKinney, S. A., Joo, C. & Ha, T. Analysis of Single-Molecule FRET Trajectories Using Hidden Markov Modeling. Biophys. J. 91, 

1941–1951 (2006).
50.	 Karymov, M., Daniel, D., Sankey, O. F. & Lyubchenko, Y. L. Holliday junction dynamics and branch migration: single-molecule 

analysis. Proc. Natl. Acad. Sci. USA 102, 8186–8191 (2005).
51.	 Watson, J., Hays, F. A. & Ho, P. S. Definitions and analysis of DNA Holliday junction geometry. Nucleic Acids Res. 32, 3017–3027 

(2004).
52.	 Khuu, P. & Ho, P. S. A rare nucleotide base tautomer in the structure of an asymmetric DNA junction. Biochem. 48, 7824–7832 

(2009).
53.	 Karymov, M. A. et al. Structure, dynamics, and branch migration of a DNA Holliday junction: a single-molecule fluorescence and 

modeling study. Biophys. J. 95, 4372–4383 (2008).
54.	 Hyeon, C. & Thirumalai, D. Mechanical unfolding of RNA hairpins. Proc. Natl. Acad. Sci. USA. 102, 6789–6794 (2005).
55.	 Hyeon, C. & Thirumalai, D. Capturing the essence of folding and functions of biomolecules using coarse-grained models. Nat. 

Commun. 2, 487 (2011).
56.	 Denesyuk, N. A. & Thirumalai, D. Coarse-Grained Model for Predicting RNA Folding Thermodynamics. J. Phys. Chem. B 117, 

4901–4911 (2013).
57.	 Denesyuk, N. A. & Thirumalai, D. How do metal ions direct ribozyme folding? Nat. Chem. 7, 793–801 (2015).
58.	 Šulc, P., Romano, F., Ouldridge, T. E., Doye, J. P. K. & Louis, A. A. A nucleotide-level coarse-grained model of RNA. J. Chem. Phys. 

140, 235102 (2014).
59.	 Xia, Z., Gardner, D. P., Gutell, R. R. & Ren, P. Coarse-Grained Model for Simulation of RNA Three-Dimensional Structures. J. Phys. 

Chem. B 114, 13497–13506 (2010).
60.	 Xia, Z., Bell, D. R., Shi, Y. & Ren, P. RNA 3D Structure Prediction by Using a Coarse-Grained Model and Experimental Data. J. Phys. 

Chem. B 117, 3135–3144 (2013).
61.	 Jonikas, M. A. et al. Coarse-grained modeling of large RNA molecules with knowledge-based potentials and structural filters. RNA 

15, 189–199 (2009).
62.	 Mollegaard, N. E., Murchie, A. I., Lilley, D. M. & Nielsen, P. E. Uranyl photoprobing of a four-way DNA junction: evidence for 

specific metal ion binding. EMBO J. 13, 1508–1513 (1994).
63.	 Hinckley, D. M. & de Pablo, J. J. Coarse-grained Ions for Nucleic Acid Modeling. J. Chem. Theory Comput. 11, 5436–5446 (2015).
64.	 Marrink, S. J., Risselada, J. & Mark, A. E. Simulation of gel phase formation and melting in lipid bilayers using a coarse grained 

model. Chem. Phys. Lipids 135, 223–244 (2005).
65.	 de Pablo research group. (2015). The 3SPN.2 coarse-grained DNA model, University of Chicago, Chicago, USA. URL http://uchic.

ag/3spn2
66.	 DeMille, R. C., Cheatham, T. E. & Molinero, V. A Coarse-Grained Model of DNA with Explicit Solvation by Water and Ions. J. Phys. 

Chem. B 115, 132–142 (2011).
67.	 Plimpton, S. Fast Parallel Algorithms for Short-Range Molecular Dynamics. J. Comp. Phys. 117, 1–19 (1995).
68.	 Sugita, Y. & Okamoto, Y. Replica-exchange molecular dynamics method for protein folding. Chem. Phys. Lett. 314, 141–151 (1999).
69.	 AMBER12 Developers (2012). Assisted Model Building with Energy Refinement (AMBER), University of California, San Francisco, 

USA. URL http://ambermd.org/.
70.	 Perez, A. et al. Refinement of the AMBER force field for nucleic acids: improving the description of alpha/gamma conformers. 

Biophys. J. 92, 3817–3829 (2007).
71.	 Joung, I. S. & Cheatham, T. E., 3rd. Determination of alkali and halide monovalent ion parameters for use in explicitly solvated 

biomolecular simulations. J. Phys. Chem. B 112, 9020–9041 (2008).
72.	 Jorgensen, W. L., Chandrasekhar, J., Madura, J. D., Impey, R. W. & Klein, M. L. Comparison of simple potential functions for 

simulating liquid water. J. Chem. Phys. 79, 926–935 (1983).
73.	 Darden, T., York, D. & Pedersen, L. Particle mesh Ewald: An N⋅ log(N) method for Ewald sums in large systems. J. Chem. Phys. 98, 

10089–10092 (1993).

http://uchic.ag/3spn2
http://uchic.ag/3spn2
http://ambermd.org/


www.nature.com/scientificreports/

13Scientific Reports | 6:22863 | DOI: 10.1038/srep22863

74.	 Essmann, U. et al. A smooth particle mesh Ewald method. J. Chem. Phys. 103, 8577–8593 (1995).
75.	 Berendsen, H. J. C., Postma, J. P. M., van Gunsteren, W. F., DiNola, A. & Haak, J. R. Molecular dynamics with coupling to an external 

bath. J. Chem. Phys. 81, 3684–3690 (1984).
76.	 Ryckaert, J.-P., Ciccotti, G. & Berendsen, H. J. C. Numerical integration of the cartesian equations of motion of a system with 

constraints: molecular dynamics of n-alkanes. J. Comp. Phys. 23, 327–341 (1977).

Acknowledgements
We thank Wesleyan University for computing time. We thank D.L. Beveridge for his assistance with AMBER 
simulations and NIH T32GM008271-26 for training support. I.M. was supported by NSF grant MCB-0843656, 
and F.W.S. was supported by NIST grant 70NANB13H202.

Author Contributions
I.M. and F.W.S. planned the study. W.W. and F.W.S. performed the simulations and numerical data analysis. W.W. 
and D.M.H. developed and tested simulation code. L.M.N., B.Z.W. and I.M. performed the experiments and data 
analysis. W.W., I.M. and F.W.S. wrote the main paper, methods information. W.W., I.M. and F.W.S. discussed the 
results and commented on the manuscript at each stage.

Additional Information
Competing financial interests: The authors declare no competing financial interests.
How to cite this article: Wang, W. et al. Holliday Junction Thermodynamics and Structure: Coarse-Grained 
Simulations and Experiments. Sci. Rep. 6, 22863; doi: 10.1038/srep22863 (2016).

This work is licensed under a Creative Commons Attribution 4.0 International License. The images 
or other third party material in this article are included in the article’s Creative Commons license, 

unless indicated otherwise in the credit line; if the material is not included under the Creative Commons license, 
users will need to obtain permission from the license holder to reproduce the material. To view a copy of this 
license, visit http://creativecommons.org/licenses/by/4.0/

http://creativecommons.org/licenses/by/4.0/

	Holliday Junction Thermodynamics and Structure: Coarse-Grained Simulations and Experiments

	Results

	Junction Melting. 
	Conformational Abundances and Structure. 
	Junction Structure Comparisons. 

	Discussion

	Methods

	3SPN.2 coarse-grained modeling. 
	AMBER all-atom modeling. 
	Junction preparation and absorption experiments. 

	Acknowledgements
	Author Contributions
	﻿Figure 1﻿﻿.﻿﻿ ﻿ Idealized schematic of the junction conformations.
	﻿Figure 2﻿﻿.﻿﻿ ﻿ Melting properties of the J34 junction.
	﻿Figure 3﻿﻿.﻿﻿ ﻿ Salt concentration dependence of the junction melting temperature TM.
	﻿Figure 4﻿﻿.﻿﻿ ﻿ Thermodynamics of junction melting.
	﻿Figure 5﻿﻿.﻿﻿ ﻿ Criterion for distinguishing junction conformations.
	﻿Figure 6﻿﻿.﻿﻿ ﻿ Molecule-to-molecule variations in conformational sampling and conformational transition probabilities.
	﻿Figure 7﻿﻿.﻿﻿ ﻿ Junction conformations, abundance, and structure.
	﻿Figure 8﻿﻿.﻿﻿ ﻿ Junction structure comparison between all-atom and coarse-grained models.
	﻿Figure 9﻿﻿.﻿﻿ ﻿ Sequence of the junction J34.



 
    
       
          application/pdf
          
             
                Holliday Junction Thermodynamics and Structure: Coarse-Grained Simulations and Experiments
            
         
          
             
                srep ,  (2016). doi:10.1038/srep22863
            
         
          
             
                Wujie Wang
                Laura M. Nocka
                Brianne Z. Wiemann
                Daniel M. Hinckley
                Ishita Mukerji
                Francis W. Starr
            
         
          doi:10.1038/srep22863
          
             
                Nature Publishing Group
            
         
          
             
                © 2016 Nature Publishing Group
            
         
      
       
          
      
       
          © 2016 Macmillan Publishers Limited
          10.1038/srep22863
          2045-2322
          
          Nature Publishing Group
          
             
                permissions@nature.com
            
         
          
             
                http://dx.doi.org/10.1038/srep22863
            
         
      
       
          
          
          
             
                doi:10.1038/srep22863
            
         
          
             
                srep ,  (2016). doi:10.1038/srep22863
            
         
          
          
      
       
       
          True
      
   




