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Despite significant progress in vision-based detection methods, the task of detecting traffic objects at night re-
mains challenging. Visual information of medium and small stationary objects is deteriorated due to poor lighting
conditions. And the visual information is important for traffic investigations. For meeting the needs of night traffic
investigations, this study focuses on presenting a nighttime multi-object detection framework based on Single
Shot MultiBox Detector (SSD). Considering the need of traffic investigations, the applicable detection framework

is presented for detecting traffic objects, especially medium and small stationary objects. In the framework, the
Dense Convolutional Network (DenseNet) and deconvolutional layers are introduced to enhance the feature reuse,
and the effectiveness of the optimization is finally verified. In this paper, qualitative and quantitative experiments
are presented. The results show that our presented framework has better detection performance for medium and
small stationary objects. Moreover, the results show that presented framework has better performance for
nighttime traffic investigations at intersections.

1. Introduction

Some hot issues such as traffic object location in complex scenes [1],
intelligent traffic video analysis [2], intelligent traffic control [3], traffic
safety analysis [4], etc., urgently need to get accurate object information
in night scenes. Therefore, it is of great practical significance to explore
an effective object detection framework for night scenes, which is not
only conducive to the analysis of subsequent object behaviors and tra-
jectories in the field of traffic video surveillance [1], but also conducive
to tasks such as data transmission, storage, and annotation [5, 6]. At the
same time, it also has important theoretical research value to improve the
application level of image analysis, image understanding and image
processing technology [7]. It is foreseeable that the object detection
framework for night scenes will be applied to more and more tasks [6, 8],
and the detection at night will also play a huge role in improving the
accuracy of full-time detection in actual security monitoring [9].

For visual traffic surveillance at night, one of the challenges is to
monitor medium and small stationary objects [7, 10]. At night, the sharp
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decline in the ability of traffic surveillance equipment limits its wider
application [11]. And the videos recorded by traffic surveillance equip-
ment at night have shortcomings such as less information, more noise,
and blurred images [11, 12], which can increase the difficulty of
detecting medium and small stationary objects. But these medium and
small stationary objects are important for traffic investigation [7].
Therefore, for achieving traffic investigations, applicable methods are
presented to detect objects, especially medium and small stationary ob-
jects at night [13, 14, 15, 16].

For night detectors in recent years, Kim et al [8] proposed a method of
pedestrian detection at nighttime using a visible-light camera and faster
region-based convolutional neural network (R-CNN). Although this
method improves the accuracy of pedestrian detection at night to a
certain extent, it may be difficult to reliably detect small and weak pe-
destrians in a single image. For overcoming this problem, Wei et al [7]
proposed a small and weak target detection method. The method is used
to detect small and weak targets in a specific image. But the performance
in object classification may not be excellent. For overcoming this

Received 28 April 2022; Received in revised form 14 July 2022; Accepted 7 November 2022
2405-8440/© 2022 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).


mailto:huxiaojian@seu.edu.cn
http://crossmark.crossref.org/dialog/?doi=10.1016/j.heliyon.2022.e11570&domain=pdf
www.sciencedirect.com/science/journal/24058440
http://www.cell.com/heliyon
https://doi.org/10.1016/j.heliyon.2022.e11570
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.1016/j.heliyon.2022.e11570

Q. Zhang et al.

problem, Kuang et al [17] combined feature selection based on tensor
decomposition, and a new object proposal approach to detect night-time
multiclass vehicles. Although this method improves detection perfor-
mance at night to a certain extent, it may be insufficient for detecting
stationary objects in a complex environment. Ala et al [11] proposed an
embedded system for multi-object detection in traffic surveillance, which
includes a new architecture of a deep detector adopted from the Faster
R-CNN and an original specialization framework for a traffic object de-
tector. Although this method improves the performance of multi-object
detection at night to a certain extent, it may be insufficient for detect-
ing medium objects in a complex environment. Jisoo et al [18] developed
a CNN-based human detection approach that can perform pixel-wise
segmentation and make fine-grained predictions in terms of the object
neighborhood. Although this method improves the accuracy of object
detection, the method can only be used for limited objects and visual
images. For overcoming above problem, Sudha et al [1] proposed an
advanced deep learning method called enhanced you only look once v3
and improved visual background extractor algorithms are used to detect
the multi-type and multiple vehicles in an input video. Furthermore,
there are a lot of excellent detectors [19, 20, 21, 22] that have been
improved for better performance. Carion et al [21] presented DETR that
can achieve comparable results to an optimized Faster R-CNN baseline.
Wang et al [22] developed the YOLOV7 series of object detection systems.
And Liu et al [23] proposed a method to detect vehicles with a small size
and partial occlusion. Although the above methods improve detection
performance at night to a certain extent, they may be insufficient for
detecting medium and small stationary nighttime objects in a complex
environment.

Aiming at the problem that the existing methods cannot accurately
detect the medium and small stationary traffic object at night, we focus
on presenting the effective solution based on Single Shot MultiBox De-
tector (SSD). Our main contributions are as follows.

(1) Considering the need of traffic investigations, the applicable
detection framework is presented for detecting traffic objects,
especially medium and small stationary objects.

(2) We present the nighttime traffic data to advance the development
of object detection at night.

(3) The Dense Convolutional Network (DenseNet) and deconvolu-
tional layers are introduced to enhance the feature reuse, and the
effectiveness of the optimization is finally verified.

(4) Itis verified that the presented framework has better performance
for nighttime traffic investigations at intersections.
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2. Methods

In this section, we introduce the details of our presented framework.
The main idea of SSD is to use Convolutional Neural Networks (CNN) as
the feature extraction network [24]. And relevant modules of SSD are
modified to improve the performance of detecting medium and small
stationary objects at night.

2.1. Structure summary for improved SSD

As shown in Figure 1, the dense connection is added to the
original network, and a deconvolution layer is added after the last
convolutional layer. Through the deconvolution process, the size of
feature map is expanded to the same size as the Conv4_3 feature map
of the original convolutional layer. Then the size of the feature map is
enlarged by performing the deconvolution process on the down-
sampled feature map, which can get richer semantic information. In
the prediction stage, the feature map generated by the convolution
process is stitched with the feature map generated by the deconvo-
lution process, and the stitched result is sent to the detector and the
classifier for processing.

2.2. Replacement of feature extraction module

For the feature extraction module of SSD, we refer to the replace-
ment rule of Deep Supervised Object Detector (DSOD) [25], and replace
the VGG-16 with the DenseNet in the convolution process. For Dense-
Net, all forward layers are concatenated as input [26], as shown in
formula (1).

XIZHl([Xle,...,Xl,l]) (1)

Where Hj(-) is the non-linear transformation; xo, x1, ..., X;_1 are all for-
ward layers. When the module in DenseNet is used to replace the VGG-16
structure, the sizes of the down-sampled feature maps are the same as the
standard, which can ensure that the sizes of the final input feature maps
are consistent with the sizes of the original feature maps.

Compared with the VGG-16 network, the advantages of DenseNet are
as follows.

(1) DenseNet has fewer parameters;
(2) DenseNet can enhance feature reuse;
(3) DenseNet has the advantages of implicit supervision.

Classifierl &
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Classifier5 & LR

Feature Map

1x1convolution |

-
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Figure 1. Procedure for improved SSD framework.
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2.3. Addition of deconvolution module

In the convolution process, the feature maps with large size tend to
have small receptive fields. And the feature maps with large receptive
fields are small in size and insensitive to small objects, which can lead to
inaccurate detection of small and medium objects by SSD network.

The deconvolution process is introduced, which can not only enlarge
the size of the feature map, but also increase the reuse of features by
using dense connections. As shown in Figure 2, the deconvolution pro-
cess is performed on the feature maps of small size. The 3x3 convolution
and batch normalization [27] are performed on the feature maps of
enlarged size. By means of the dot product, the feature map after
deconvolution processing is fused with the feature map obtained by the
convolution process.

The input of the deconvolution module is the output of the last
convolution layer. And formula (2) is used to determine the parameter of
the convolution kernel.

Fout =sX (Fn —1)4+a—2p; 2

Where F,, is the size of the output feature map; Fi, is the size of the input
feature map; s is the stride; a is the size of the convolution kernel; p; is the
meaning of padding.

2.4. Enhancement of feature reuse

Based on the mentioned content, the introduction of DenseNet and
deconvolution layers can enhance the feature reuse. In this process, the
details of feature reuse can be described as follows.

The SSD network propagates the feature maps in turn according to the
layer-by-layer convolution method, and the feature map generated by
each convolution layer is only used once. The feature maps are densely
connected and reused after fusion. The concatenating of feature maps
needs to ensure the same size, so the feature map generated by the pre-
vious convolution layer is halved in size.

As shown in Figure 3, h and w represent height and width of the
image respectively. P; and P; are the channel number of the image. As
shown in Figure 3, the feature map of the previous convolutional layer is
halved using a 1x1 convolutional layer and a 2x2 maximum pooling
layer, and then stitched with the feature map obtained by the current
convolutional layer. For avoiding the problem of excessive increase in the
channel number caused by the dense connection of feature maps, 1x1
convolution is used for dimensionality reduction after each stitching
process.

2.5. LOSS calculation

The objective function of this kind of algorithm is divided into two
parts, including the confidence loss and the location regression. The
calculation is shown in formula (3).

L(x,c,1,g) = 1 ( conf (X, €) + aLioc (x, 1, 8)) 3)

Where N is the number of default boxes that are matched to Ground

Truth; Leons is the confidence loss; the o parameter is used to adjust the

W Pl

:

Figure 2. Deconvolutional module.
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Figure 3. Reusing feature map.

ratio between confidence loss and location loss, and the default @ = 1.
Location regression uses smoothy; loss, and the calculations are shown in
formula (4)-(8):

Ligc(x,1,8) = i Z xismoothy, (l;" 7§]'."> 4)
icPos me {cx.cy w.h}

&= (g -av) /ar )

§=lg-a)/d ©

i -vn () ?

g =log (i:) ®

Confidence loss is the softmax loss in multi-category confidence. And
the calculations of confidence loss are shown in formula (9)(10).

Leons(x,€) Z log(c? ;) Zlog l 9

icPos icNeg

_exp(qf)

o= Texp (@) (10)
p

For ensuring that the positive and negative samples are as balanced as
possible, we apply the hard negative mining used by SSD to control the
ratio of positive and negative samples. The difficult negative samples are
easy to be classified into the wrong category. Therefore, the core function
of the hard negative mining is to select the hard samples among the
negative samples for training the network, to ensure the balance of
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Figure 4. Summary of recorded video data.
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Table 1. Object sizes on the nighttime traffic data.

Table 3. AP for each category of road traffic objects on PASCAL VOC data.

Medium (Pel?)
17250 < Size <33150

Small (Pel?)
Size<17250

Large (Pelz)
Size>33150

positive and negative samples, and to improve the effectiveness of
training.

3. Experiments and results

In this section, we carry out experiments and analyses on the night-
time traffic data and PASCAL VOC data [28] to validate the performance
of the presented framework.

3.1. Implementation details

Our training and testing experiments are conducted based on the
hardware of CPU (Core i7-9700) and GPU (RTX 2060) processors. The
collected images are annotated. Based on the training data set, the
improved SSD network is trained. The basic learning rate is set to 0.1 and
the momentum is set to 0.9. The learning rate is divided by 10 for every
10,000 iterations. The continuous iteration learning makes the model
converge, and the model parameters are stored. Finally, the presented
data is used for testing.

3.2. Datasets and evaluation criteria

The datasets consist of the nighttime traffic data and PASCAL VOC
data [28]. And object categories in the datasets include person, car, bus,
bike, motorbike, etc. On the basis of the Pascal VOC benchmark, we
supplement the data of medium and small stationary objects at night.
Roadside traffic surveillance equipment is used to collect the nighttime
traffic data, especially medium and small stationary objects at night.

The recorded video data is shown in Figure 4. And the object sizes on
the nighttime traffic data can be shown in Table 1. As shown in Figure 4
(a), it can show the main activity region of objects. As shown in Figure 4
(b), it can show existences and pixel changes of objects in each frame of
the videos. And some specific regions in videos have significant clutter,
inconsistent contrast, various levels of illumination, and pose variation of
objects.

We use the 11-Point calculation method of the Pascal VOC benchmark
[28], which is the approved evaluation method. According to the Pascal
VOC benchmark, the performance evaluations are analyzed on the basis
of the benchmark metrics such as Average Precision (AP) and mean
Average Precision (mAP) [29].

3.3. Ablation study

It is verified whether the optimization of the SSD network structure is
effective. The testing results on the nighttime traffic data are shown in
Table 2. The replacement of the feature extraction network can improve
baseline model by 4% mAP. For the addition of deconvolution module,
the size of the relevant feature map is enlarged, and the detection of
medium and small stationary objects is improved, which improves

Table 2. Result of ablation studies on the nighttime traffic data.

Model Replacement of Addition of Enhancement of mAP
feature extraction deconvolution feature reuse (%)
network module

Baseline 36.9

Improved v 40.9

55D v 421

v v v 47.2

Model Data Person Car Bus Bike Motorbike
(%) (%) (%) (%) (%)
DSOD300 07 trainval +07  84.6 80.6 83.6 85.3 86.8
[19] test +12
trainval
DSSD 513 07 trainval +07  86.4 85.0 84.3 86.6 87.8
[20] test +12
trainval
Ours 07 trainval +07  89.6 92.5 89.4 90.8 91.2
test +12
trainval

baseline model by 5.2% mAP. For the enhancement of feature reuse, the
information of medium and small objects is reused. The replacement of
the feature extraction network can be used to assist in the feature reuse.
And the deconvolution module can be used to increase the feature reuse.
Finally, the 47.2% mAP can be achieved.

3.4. Framework evaluation

As shown in Table 3, Table 4, Figures 5 and 6, the evaluation results
are obtained from the presented framework and the excellent methods.
Table 3 and Table 4 show the results of quantitative evaluations. And
Figures 5 and 6 show the results of qualitative evaluations.

As shown in Table 3, the evaluation results on PASCAL VOC data (07
trainval +07 test +12 trainval) are presented. For person detection, our
presented framework is 5% and 3.2% higher than those achieved by
DSOD300 and DSSD 513, respectively. For car detection, our presented
framework is 11.9% and 7.5% higher than those achieved by DSOD300
and DSSD 513, respectively. For bus detection, our presented framework
is 5.8% and 5.1% higher than those achieved by DSOD300 and DSSD
513, respectively. For bike detection, our presented framework is 5.5%
and 4.2% higher than those achieved by DSOD300 and DSSD 513,
respectively. For motorbike detection, our presented framework is 4.4%
and 3.4% higher than those achieved by DSOD300 and DSSD 513,
respectively.

As shown in Table 4, the 47.2% mAP of the overall classes can be
achieved on the nighttime traffic data. And our presented framework can
achieve an efficiency of 29 frames/s. For mAP values, our presented
framework is 8.4% and 1.7% higher than those achieved by Faster RCNN-
R101-FPN+ and YOLOV7, respectively. For APpedium Vvalues, our pre-
sented framework is 8.4% and 1.3% higher than those achieved by Faster
RCNN-R101-FPN+ and YOLOvV7, respectively. For APy, values, our
presented framework is 10.2% and 5.6% higher than those achieved by
Faster RCNN-R101-FPN+ and YOLOV7, respectively.

As shown in Figures 5 and 6, the results include representative ex-
amples of scenes with medium and small stationary objects. As shown in
Figure 5, the presented framework has better detection performance for
medium and small stationary traffic object. As shown in Figure 6, in these
challenging situations, the presented framework can accurately detect
relevant traffic objects.

From the quantitative and qualitative results, we conclude that the
presented framework can achieve better performance in traffic

Table 4. Comparison of detection performance on the nighttime traffic data.

Method APjarge AP hedium APgan mAP FPS on our

(%) (%) (%) (%) processors
(frames/s)

Faster RCNN- 51.0 43.1 22.2 38.8 8

R101-FPN+

[21]

YOLOv7 [22] 59.5 50.2 26.8 45.5 64

Ours 57.6 51.5 32.4 47.2 29
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Figure 5. Qualitative evaluation of detection performance.
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Figure 6. Detection results by the presented framework in the presence of significant interference.

investigations, especially for detecting medium and small stationary MultiBox Detector (SSD). Considering the need of traffic investigations,
objects at night. the applicable detection framework is presented for detecting traffic
objects, especially medium and small stationary objects. And we present

4. Conclusions the nighttime traffic data to advance the development of object detection
at night. In the framework, the DenseNet and deconvolutional layers are

In this paper, aiming at the problem that the existing methods cannot introduced to enhance the feature reuse, and the effectiveness of the
accurately detect the medium and small stationary traffic object at night, optimization is finally verified. Finally, it is verified that the presented
we focus on presenting the effective solution based on Single Shot framework has better performance for nighttime traffic investigations at
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intersections. Furthermore, we found that some occluded objects in the
adverse condition may not be detected accurately. For future work,
traffic objects in adverse weather will be detected for traffic in-
vestigations. On the other hand, we plan to further study on how to apply
the more effective CNN for dynamic videos to get a practical application.
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