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Abstract

Feature-based attention has a spatially global effect, i.e., responses to stimuli that share

features with an attended stimulus are enhanced not only at the attended location but

throughout the visual field. However, how feature-based attention modulates cortical neural

responses at unattended locations remains unclear. Here we used functional magnetic res-

onance imaging (fMRI) to examine this issue as human participants performed motion-

(Experiment 1) and color- (Experiment 2) based attention tasks. Results indicated that, in

both experiments, the respective visual processing areas (middle temporal area [MT+] for

motion and V4 for color) as well as early visual, parietal, and prefrontal areas all showed the

classic feature-based attention effect, with neural responses to the unattended stimulus sig-

nificantly elevated when it shared the same feature with the attended stimulus. Effective

connectivity analysis using dynamic causal modeling (DCM) showed that this spatially

global effect in the respective visual processing areas (MT+ for motion and V4 for color),

intraparietal sulcus (IPS), frontal eye field (FEF), medial frontal gyrus (mFG), and primary

visual cortex (V1) was derived by feedback from the inferior frontal junction (IFJ). Comple-

mentary effective connectivity analysis using Granger causality modeling (GCM) confirmed

that, in both experiments, the node with the highest outflow and netflow degree was IFJ,

which was thus considered to be the source of the network. These results indicate a source

for the spatially global effect of feature-based attention in the human prefrontal cortex.

Author summary

Attentional selection is the mechanism by which relevant sensory information is pro-

cessed preferentially. Feature-based attention plays a key role in identifying an attentional

target in a complex scene, because we often know the features of the target but not its

exact location. The ability to quickly select the target is mainly attributed to enhancement

of responses to stimuli that share features with an attended stimulus, not only at the

attended location but throughout the whole visual field. However, little is known
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regarding how feature-based attention modulates brain responses at unattended locations.

Here we used fMRI and advanced connectivity analyses to examine human subjects as

they performed either motion- or color-based attention tasks. Our results indicated that

the visual processing areas for motion and color showed the feature-based attention effect.

Effective connectivity analysis showed that this feature-based attention effect was derived

by feedback from the inferior frontal junction, an area of the posterior lateral prefrontal

cortex involved in many different cognitive processes, including spatial attention and

working memory. Further modeling confirmed that the inferior frontal junction showed

connectivity features supporting its role as the source of the network. Our results support

the hypothesis that the inferior frontal junction plays a key role in the spatially global

effect of feature-based attention.

Introduction

Attentional selection is the mechanism by which a subset of incoming information is pro-

cessed preferentially. Numerous studies have demonstrated that attentional selection can be

based on a spatial location [1–7]. Alternatively, attention can also select specific features inde-

pendent of their spatial locations [8]. Several studies have demonstrated that attending to dif-

ferent feature dimensions, such as motion and color, enhances the response of their

specialized cortical modules, i.e., human middle temporal area (MT+) and V4, respectively [9–

16]. In addition, other studies have shown that attention can also select specific features within

a particular dimension, such as an orientation [17–19], a color [20,21], and a direction of

motion [22–25]. Feature-based attention plays a key role in identifying and highlighting a tar-

get during visual search because we often know a target-defining feature but not its exact

location.

The compelling evidence for the location-independent property of feature-based attention

has come from its spatially global effect, as proposed by the “feature-similarity gain model”

[23,26], whereby feature-based attention can modulate the gain of cortical neurons tuned

to the attended feature not only at the attended location but throughout the visual field.

Remarkably, this spatially global effect has been demonstrated in numerous psychophysical

[17,20,27,28], neurophysiological [22–24,29], electroencephalographic (EEG) [21,30], magne-

toencephalogram (MEG) [19,31], and functional magnetic resonance imaging (fMRI)

[18,25,32] studies in both striate (V1) and extrastriate visual areas. Both V1 and all of the areas

within extrastriate visual cortex (V2–V4 and MT) only respond to stimuli presented in the

contralateral visual hemifield [33,34]. However, during feature-based attention, all of these

retinotopically organized areas can be modulated when participants attend to a feature pre-

sented anywhere in the visual field. How does feature-based attention modulate neural

responses in these brain areas at unattended spatial locations (i.e., the spatially global effect)?

It has been well established that, during spatially directed attention, the enhanced responses

in striate and extrastriate visual areas result from top-down feedback from frontoparietal corti-

cal areas [4,5,35–37], and previous neurophysiological [16,38–40] and brain imaging [13,41]

studies have suggested that the frontoparietal network is also involved in the top-down control

of feature-based attention in the attended location [5,8,42,43]. Moreover, previous neurophysi-

ological studies have shown that some neurons in frontoparietal areas have very large receptive

fields [38]. Although the receptive fields of these neurons are not centered in the ipsilateral

hemifield, many do extend into the ipsilateral hemifield, especially with longer stimulus pre-

sentation times [44,45]. This may provide the underlying neural basis for the spatially global
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effect of feature-based attention. Thus, we hypothesized that the spatially global effect of fea-

ture-based attention in striate and extrastriate visual areas might result from top-down feed-

back from frontoparietal cortical areas.

To test this hypothesis, we performed an fMRI experiment and used effective connectivity

analysis to examine which area was involved in the spatially global effect of feature-based

attention in retinotopically organized visual areas as human participants performed motion-

(Experiment 1, a speed discrimination task) and color- (Experiment 2, a luminance discrimi-

nation task) based attention tasks. Results indicated that, in both experiments, the respective

visual processing areas (MT+ for motion and V4 for color) as well as early visual, parietal, and

prefrontal areas all showed the classic feature-based attention effect, with neural responses to

the unattended stimulus significantly elevated when it shared the same feature with the

attended stimulus. Furthermore, effective connectivity analysis using dynamic causal modeling

(DCM) showed that the spatially global effect in the respective visual processing (MT+ for

motion and V4 for color), intraparietal sulcus (IPS), frontal eye field (FEF), medial frontal

gyrus (mFG), and V1 was derived by feedback from the inferior frontal junction (IFJ). Com-

plementary effective connectivity analysis using Granger causality modeling (GCM) con-

firmed that, in both experiments, IFJ showed the highest outflow and netflow degree in the

network and thus was considered to be the source of the network. Together, our findings indi-

cate a source for the spatially global effect of feature-based attention in the human prefrontal

cortex.

Results

Behavioral performance

Using a block design, Experiments 1 and 2 aimed to measure the feature-based attention effect

as human participants performed motion- (Experiment 1) and color- (Experiment 2) based

attention tasks, respectively. Both Experiments 1 and 2 consisted of six functional runs. Each

run consisted of eight stimulus blocks of 16 s, interleaved with eight blank intervals of 12 s.

There were four different stimulus blocks: 2 (attended feature: Upward/Downward in Experi-

ment 1; Red/Green in Experiment 2) × 2 (feature match: Same/Different). In the Same condi-

tion, the feature on the ignored side matched the attended feature on the target side (half the

blocks); a Different condition was defined as a mismatch (half the blocks) (Fig 1). Each stimu-

lus block was randomly repeated two times in each run, and consisted of eight trials. On each

trial, the stimulus was presented for 0.6 s, followed by a 1.4-s fixation interval. For attentional

control, participants needed to press one of two buttons to indicate a 0.2-s speed and lumi-

nance change (increase or decrease) of the attended stimulus in Experiments 1 and 2, respec-

tively. The speed and luminance changes were determined by QUEST [46] before scanning to

ensure that participants performed equally well for the Same and Different conditions. The

change detection thresholds, response accuracies, and reaction times for the Same and Differ-

ent conditions in Experiments 1 and 2 are shown in S1 Fig. Paired t tests revealed that there

was no significant difference (all p> 0.05) in all these measurements between the Same and

Different conditions in either Experiments 1 or 2.

Region of interest analyses

Regions of interest (ROIs) in V1–V4 and MT+ were defined as the cortical regions responding

significantly to the stimulus corresponding to the target and ignored sides of the display (Fig

2A). Blood oxygenation level–dependent (BOLD) signals were extracted from these ROIs and

then averaged according to the feature match (the Same and Different conditions). For each

stimulus block, the 2 s preceding the block served as a baseline, and the mean BOLD signal
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from 5 s to 16 s after stimulus onset was used as a measure of the response amplitude. For each

participant, and for each side of the display (the target and ignored sides) and each ROI, we

computed an attentional modulation index (IA) to quantify how much the measured response

increased during the Same condition relative to the overall response to the stimuli in the ROI.

The index was calculated as follows: IA = (A Same − A Different) / (A Same + A Different)
�100%,

where A Same and A Different are the mean response amplitudes (A) in the Same and Different

conditions, respectively. We hypothesized that if a cortical area shows a feature-based attention

effect, the area should show a higher response in the Same condition than that in the Different

condition. The IA of this area then should be significantly higher than zero. However, if the

cortical area does not show the feature-based attention effect, the IA should not be significantly

different than zero. Fig 2 shows the mean BOLD amplitudes in the Same and Different condi-

tions and the corresponding IA of the target and ignored sides. For the target side, V1–V4 and

MT+ did not show a significantly higher response in the Same condition than that in the Dif-

ferent condition (Fig 2B and 2D, left), and none of these areas showed an IA significantly dif-

ferent than zero in either Experiment 1 (V1: t18 = 1.014, p = 0.324; V2: t18 = 0.266, p = 0.794;

V3: t18 = 1.186, p = 0.251; V4: t18 = 0.811, p = 0.428; MT+: t18 = 1.096, p = 0.288, Fig 2C, left) or

Experiment 2 (V1: t18 = 0.751, p = 0.462; V2: t18 = 0.538, p = 0.597; V3: t18 = 0.776, p = 0.448;

Fig 1. Sample stimuli and protocol of Experiments 1 and 2. The stimulus display in both Experiments 1 and 2 was composed of two circular regions in the upper visual

field (centered 8.5˚ to the left and right of the central fixation spot). One of these regions was attended (the target side) and the other was unattended (the ignored side).

(A) In Experiment 1, participants attended one direction of motion within a display of overlapping upward- and downward-moving dots (the attended stimulus) on the

target side, and ignored a single field of dots moving either upward or downward (the unattended stimulus) on the ignored side. (B) In Experiment 2, the attended

stimulus was a field of red or green stationary dots within a display of overlapping red and green stationary dots on the target side, and the unattended stimulus was a

single field of red or green dots on the ignored side. On each trial, the stimulus was presented for 0.6 s, followed by a fixed 1.4-s fixation interval, and participants did a

0.2-s speed or luminance discrimination at threshold in Experiments 1 and 2, respectively.

https://doi.org/10.1371/journal.pbio.2005399.g001
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Fig 2. ROI analysis of Experiments 1 and 2. (A) ROIs on an inflated cortical surface of a representative participant. The ROIs in V1–V3 were defined as regions that

responded more strongly to the stationary gray dots than to the blank screen. The ROI in V4 was defined as regions that responded more strongly to the stationary

colored dots than to the stationary gray dots. The ROI in MT+ was defined as regions that responded more strongly to the moving dots than to the stationary dots. The

boundaries among V1–V4, defined by retinotopic mapping, are indicated by the black lines. (B) BOLD amplitude of ROI in V1–V4 and MT+ evoked by stimuli on the

target side (left) and ignored side (right) during the Same and Different conditions in Experiment 1. (C) IA for the target side (left) and ignored side (right) of V1–V4 and

MT+ in Experiment 1. (D) BOLD amplitude of ROI in V1–V4 and MT+ evoked by stimuli on the target side (left) and ignored side (right) during the Same and Different

conditions in Experiment 2. (E) IA for the target side (left) and ignored side (right) of V1–V4 and MT+ in Experiment 2. Error bars denote 1 SEM calculated across 19

participants. Data are available from the Open Science Framework (https://osf.io/8gqk6/). BOLD, blood oxygenation level–dependent; IA, attentional modulation index;

LH, left hemisphere; MT+, middle temporal area; RH, right hemisphere; ROI, region of interest; V1, primary visual cortex.

https://doi.org/10.1371/journal.pbio.2005399.g002
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V4: t18 = −0.067, p = 0.948; MT+: t18 = 0.008, p = 0.994, Fig 2E, left). These findings confirmed

that there was no difference in task difficulty or, presumably, attention between the Same and

Different conditions. However, for the ignored side of the display, all of these areas showed a

significantly greater response in the Same condition than that in the Different condition (Fig

2B and 2D, right), and their IA’s were significantly above zero in both Experiment 1 (V1: t18 =

4.521, p< 0.001; V2: t18 = 4.106, p = 0.001; V3: t18 = 4.661, p< 0.001; V4: t18 = 3.032, p =

0.007; MT+: t18 = 5.526, p< 0.001, Fig 2C, right) and Experiment 2 (V1: t18 = 3.961, p = 0.001;

V2: t18 = 3.863, p = 0.001; V3: t18 = 3.749, p = 0.001; V4: t18 = 6.428, p< 0.001; MT+: t18 =

2.755, p = 0.013, Fig 2E, right). These results demonstrated that both striate and extrastriate

visual areas showed the classical feature-based attention effect, with responses to the ignored

stimulus significantly elevated when it shared the same feature as the attended stimulus.

To identify the area showing the largest feature-based attention effect, we submitted the

IA in these two experiments to a repeated-measure ANOVA with stimulus side (the target

side and ignored side) and cortical area (V1–V4 and MT+) as within-participant factors. The

main effect of stimulus side (Experiment 1: F1, 18 = 15.253, p = 0.001; Experiment 2: F1, 18 =

28.443, p< 0.001), the main effect of cortical area (Experiment 1: F4, 72 = 4.441, p = 0.014;

Experiment 2: F4, 72 = 2.620, p = 0.042), and the interaction between these two factors (Experi-

ment 1: F4, 72 = 5.173, p = 0.004; Experiment 2: F4, 72 = 5.340, p = 0.004) were all significant.

Thus, these data were submitted to a further simple effect analysis. For all cortical areas (V1–

V4 and MT+), IA on the ignored side was significantly greater than that on the target side in

both Experiment 1 (all t18 > 2.267, p< 0.036) and Experiment 2 (all t18 > 2.475, p< 0.024).

For the target side, the main effect of cortical area was not significant in either Experiment 1

(F4, 72 = 0.216, p = 0.867) or Experiment 2 (F4, 72 = 0.261, p = 0.847). For the ignored side, how-

ever, the main effect of cortical area was significant in both Experiment 1 (F4, 72 = 8.199,

p< 0.001) and Experiment 2 (F4, 72 = 8.059, p< 0.001). Post hoc paired t tests revealed that

the IA in MT+ was significantly larger than those in V1, V2, V3, and V4 (all t18 > 3.251,

p< 0.044) in Experiment 1, and the IA in V4 was significantly larger than those in V1, V2, V3,

and MT+ (all t18 > 3.627, p< 0.019) in Experiment 2. These results indicated that the respec-

tive visual processing areas (MT+ for motion and V4 for color) showed the largest feature-

based attention effect.

Whole-brain analyses

To examine potential cortical or subcortical area(s) that showed a similar feature-based atten-

tion effect to these retinotopically organized areas, we performed a group analysis and did a

whole-brain search with a general linear model (GLM) procedure [47] for cortical and subcor-

tical area(s) that showed a significant higher response in the Same condition than that in the

Different condition in both Experiments 1 and 2 (note that the data from the left and right

visual fields were combined). Statistical maps were thresholded at p< 0.01 and corrected by

false discovery rate (FDR) correction [48]. The results showed that the IPS (left: −28 ± 1.12,

−66 ± 1.27, 39 ± 1.19; right: 23 ± 0.93, −68 ± 1.14, 40 ± 1.78), FEF (left: −42 ± 1.21, −5 ± 0.94,

35 ± 1.28; right: 40 ±1.27, −5 ± 0.89, 39 ± 2.00), IFJ (left: −43 ± 1.62, 9 ± 1.34, 31 ± 1.98; right:

44 ± 1.51, 11 ± 1.30, 29 ± 2.04), and mFG (left: −6 ± 0.51, −2 ± 1.47, 54 ± 0.81; right: 6 ± 0.46,

2 ± 1.77, 54 ± 1.38) demonstrated a greater response in the Same condition than the Different

condition in both Experiment 1 (IPS: t18 = 6.686, p< 0.001; FEF: t18 = 2.807, p = 0.012; IFJ:

t18 = 3.253, p = 0.004; mFG: t18 = 4.186, p = 0.001, Fig 3C) and Experiment 2 (IPS: t18 = 3.650,

p = 0.002; FEF: t18 = 5.652, p< 0.001; IFJ: t18 = 3.979, p = 0.001; mFG: t18 = 4.365, p< 0.001,

Fig 3D). No significant difference of the IA between Experiments 1 and 2 was found in IPS (t18 =

0.418, p = 0.681), FEF (t18 = −0.027, p = 0.979), IFJ (t18 = −0.039, p = 0.969), or mFG (t18 = −0.314,
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Fig 3. Whole-brain analysis of Experiments 1 and 2. The whole-brain search for IPS (red), FEF (green), IFJ (blue), and mFG (cyan), with all showing a

significant greater response in the Same condition than the Different condition in Experiments 1 (A) and 2 (B). BOLD amplitude of these areas and their

A source of spatially global feature-based attention
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p = 0.757). Furthermore, we calculated the correlation coefficients between the IA in the respective

visual processing areas (MT+ and V4 in Experiments 1 and 2, respectively) and that in these corti-

cal areas across individual participants. In Experiment 1 (Fig 3E), we found that the IA in MT+

correlated significantly with that in IFJ (r = 0.526, p = 0.021) and (marginally) with that in FEF

(r = 0.438, p = 0.061), but not with that in IPS (r = 0.046, p = 0.851) or mFG (r = 0.320, p = 0.182).

Similarly, for Experiment 2 (Fig 3F), the IA in V4 correlated significantly with that in both IFJ

(r = 0.537, p = 0.018) and FEF (r = 0.494, p = 0.032), but not with that in IPS (r = 0.283, p = 0.240)

or mFG (r = 0.207, p = 0.395). These results suggested that the spatially global effect of feature-

based attention in the respective visual processing areas (MT+ for motion and V4 for color)

might derive from feedback projections from FEF and/or IFJ.

Effective connectivity analyses

To further examine which area is the source of the spatially global effect of feature-based atten-

tion in MT+ and V4 in Experiments 1 and 2, respectively, we used DCM analysis [49] to exam-

ine functional changes in directional connectivity among the IPS, FEF, IFJ, mFG, and the

respective visual processing areas (MT+ and V4 in Experiments 1 and 2, respectively) related

to the Same condition. Given the extrinsic visual input into MT+ and V4 in Experiments 1

and 2, respectively, we defined 15 different models with modulatory input (the Same condi-

tion, Fig 4A). The modulatory input could affect feedback from IPS (Model 1); from FEF

(Model 2); from IFJ (Model 3); from mFG (Model 4); from both IPS and FEF (Model 5); from

both IPS and IFJ (Model 6); from both IPS and mFG (Model 7); from both FEF and IFG

(Model 8); from both FEF and mFG (Model 9); from both IFG and mFG (Model 10); from

IPS, FEF, and IFG (Model 11); from IPS, FEF, and mFG (Model 12); from IPS, IFG, and mFG

(Model 13); from FEF, IFG, and mFG (Model 14); and from all four areas (Model 15) to MT+

and V4 in Experiments 1 and 2, respectively. We examined these 15 models for modeling the

modulatory effect in the Same condition for each participant.

In both Experiments 1 and 2, we computed the exceedance probability of each model

[50,51]. The result showed that Model 3 was the best one to explain the modulatory effect in

the Same condition in both Experiments 1 (Fig 4B) and 2 (Fig 4E). The Same condition signifi-

cantly increased the feedback connectivity from IFJ to MT+ (t18 = 3.054, p = 0.007, Fig 4C)

and V4 (t18 = 2.727, p = 0.014, Fig 4F) in Experiments 1 and 2, respectively. Furthermore,

across individual participants, we calculated the correlation coefficients between the IA in the

respective visual processing areas (MT+ for motion and V4 for color) and the effective connec-

tion strengths (the sum of the intrinsic and modulatory connectivities) from IFJ to MT+ and

V4 in Experiments 1 and 2, respectively. The IA in MT+ and V4 correlated significantly with

feedback connectivity from IFJ to MT+ (r = 0.544, p = 0.016, Fig 4D) and V4 (r = 0.519,

p = 0.023, Fig 4G), respectively. Together, these results support the idea that the spatially global

effect of feature-based attention in MT+ (Experiment 1) and V4 (Experiment 2) is derived by

feedback from IFJ rather than from IPS, FEF, or mFG.

However, it is unclear whether the observed involvement of IFJ in the spatially global effect

of feature-based attention is relayed from other areas, namely IPS, FEF, and mFG, which also

showed the classical feature-based attention effect (Fig 3C and 3D). To examine this issue, we

IA’s in Experiments 1 (C) and 2 (D). Correlations between the IA in the respective visual processing areas (MT+ and V4 in Experiments 1 [E] and 2 [F],

respectively) and that in these areas across individual participants. Error bars denote 1 SEM calculated across 19 participants. Data are available from the

Open Science Framework (https://osf.io/8gqk6/). A, anterior; BOLD, blood oxygenation level–dependent; D, dorsal; FDR, false discovery rate; FEF, frontal

eye field; IA, attentional modulation index; IFJ, inferior frontal junction; IPS, intraparietal sulcus; L, lateral; mFG, medial frontal gyrus; MT+, middle

temporal area; P, posterior; V, ventral.

https://doi.org/10.1371/journal.pbio.2005399.g003
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Fig 4. DCM of connectivities among IPS, FEF, IFJ, mFG, and the respective visual processing areas (MT+ and V4 in Experiments 1

and 2, respectively). (A) Fifteen different models used for modeling the modulatory effect of the Same condition. TMT+ and IMT+: ROI

A source of spatially global feature-based attention
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constructed three families of models with the same modulatory input (the Same condition)

from IPS, IFJ, FEF, and mFG to MT+ and V4 in Experiments 1 and 2, respectively. Here, the

modulatory input could affect the connection from IFJ to the other three areas (i.e., IPS, FEF,

and mFG) in the first model family, or from these three areas to IFJ in the second model fam-

ily, or the combination of these two families (i.e., the third model family). Specifically, in the

first model family (Fig 5A), the modulatory input could affect the connection from IFJ to IPS

(Model 1) to FEF (Model 2), to mFG (Model 3), to both IPS and FEF (Model 4), to both IPS

and mFG (Model 5), to both FEF and mFG (Model 6), and to all three areas (Model 7). In the

second model family (Fig 5B), the modulatory input could affect the connection from IPS

(Model 1), from FEF (Model 2), from mFG (Model 3), from both IPS and FEF (Model 4),

from both IPS and mFG (Model 5), from both FEF and mFG (Model 6), and from all three

areas (Model 7) to IFJ. In the third model family (Fig 5C), each model (i.e., Models 1–7) was

the combination of corresponding models from the first and second model families. We

applied Bayesian model [50] comparison to select the model with the highest exceedance prob-

ability within each model family (model-level inference) and the model family with the highest

exceedance probability (family-level inference). Within each model family, the results showed

that Model 2 was the best one to explain the modulatory effect in the Same condition in both

Experiments 1 (Fig 5D) and 2 (Fig 5F). These results confirmed our correlation analyses (Fig

3E and 3F) showing that FEF was more important than IPS and mFG in the spatially global

effect of feature-based attention. More importantly, across the model families, the results

showed that the first model family had a higher exceedance probability than the other two

model families in both Experiments 1 (Fig 5E) and 2 (Fig 5G). These results indicate that IFJ

may be the source of the spatially global effect of feature-based attention in IPS, FEF, and

mFG. Furthermore, additional DCM analyses indicated that the spatially global effect in V1

was also derived by feedback from IFJ rather than by feedback from MT+ (Experiment 1) or

V4 (Experiment 2); this feedback significantly predicted the spatially global effect in V1 in

both experiments (S5 Fig).

Note that the contralateral and ipsilateral ROIs to the ignored side in IPS, FEF, IFJ, and

mFG were pooled together in the above analyses. We next examined whether there was any

difference between the contralateral and ipsilateral ROIs in mediating the spatially global effect

of feature-based attention. To do so, we constructed two families of models with the contralat-

eral ROIs only (the contralateral model family) and the ipsilateral ROIs only (the ipsilateral

model family). We applied a Bayesian model [50] to compare the exceedance probability

between the contralateral and ipsilateral model families. The results showed that the contralat-

eral model family had a higher exceedance probability than the ipsilateral model family in all

DCM analyses, suggesting that the contralateral ROIs were more important than the ipsilateral

ROIs in the spatially global effect of feature-based attention. However, within each model fam-

ily (i.e., the contralateral and ipsilateral model families), the results confirmed our previous

findings by showing that: (1) the spatially global effect of feature-based attention in MT+

(Experiment 1) and V4 (Experiment 2) is derived by feedback from IFJ rather than from IPS,

in MT+ evoked by the stimulus in the target and ignored sides, respectively; TV4 and IV4: ROI in V4 evoked by the stimulus in the target

and ignored sides, respectively (F). Exceedance probabilities for the 15 models with the Same condition as the modulatory input in

Experiments 1 (B) and 2 (E). The strength of the modulatory connections for the Same condition and its significance levels (�p< 0.05 and
��p< 0.01, respectively) in Experiments 1 (C) and 2 (F). Correlations between the IA in the respective visual processing areas (MT+ and V4

in Experiments 1 [D] and 2 [G], respectively) and effective connection strengths across individual participants. Data are available from the

Open Science Framework (https://osf.io/8gqk6/). DCM, dynamic causal modeling; FEF, frontal eye field; IA, attentional modulation index;

IFJ, inferior frontal junction; IPS, intraparietal sulcus; mFG, medial frontal gyrus; MT+, middle temporal area; RFX, random effects; ROI,

region of interest.

https://doi.org/10.1371/journal.pbio.2005399.g004
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Fig 5. DCM of the model- and family-level analysis. (A) The first model family: seven different models used for modeling the modulatory

effect of the Same condition from IFJ to the other three areas (i.e., IPS, FEF, and mFG). (B) The second model family: seven different models
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FEF, or mFG (S4 Fig); (2) IFJ mediates the spatially global effect of feature-based attention in

IPS, FEF, and mFG and thus is considered to be a source of the spatially global effect of fea-

ture-based attention in these areas (S5 Fig); and (3) the spatially global effect of feature-based

attention in V1 is dependent on feedback from IFJ rather than MT+ (Experiment 1) or V4

(Experiment 2) (S7 Fig).

In addition, we used GCM [52], a data-driven approach, to further examine which area was

a potential source of the spatially global effect for feature-based attention in both experiments.

In Experiment 1, for both contralateral and ipsilateral GCM analyses, our results clearly

showed that the node with the highest outflow and netflow degree was node 2 (i.e., the node

located in IFJ), which was thus considered to be the source of the network (S8A and S8B Fig,

left and right). The node with the highest inflow degree was node 5 (i.e., the node located in

MT+), which was thus considered to be the sink of the network (S8A and S8B Fig, middle).

Similar results were found in Experiment 2. For both contralateral and ipsilateral GCM analy-

ses, node 2 located in IFJ showed the highest outflow and netflow degree and thus was consid-

ered to be the source of the network (S8C and S8D Fig, left and right). Node 5 located in V4

showed the highest inflow degree and was thus considered to be the sink of the network (S8C

and S8D Fig, middle). Together, our GCM results further confirmed our DCM results by

showing that IFJ mediated the spatially global effect of feature-based attention in both visual

processing and frontoparietal areas.

Discussion

Numerous psychophysical [17,20,27,28], neurophysiological [22–24,29], EEG [21,30], MEG

[19,31], and fMRI [18,25,32] studies have indicated the spatially global effect of feature-based

attention in visual processing areas, as proposed by the “feature-similarity gain model” [23,26],

whereby responses to stimuli that share features with an attended stimulus are enhanced not

only at the attended location but throughout the visual field. However, how feature-based

attention modulates cortical neural responses at unattended spatial locations remains unclear.

Here we performed an fMRI experiment and used effective connectivity analysis to examine

this issue as human participants performed motion- (Experiment 1, a speed discrimination)

and color- (Experiment 2, a luminance discrimination) based attention tasks. In both experi-

ments, our data indicated that human IFJ mediated cortical neural responses at unattended

locations and could be a source of the spatially global effect for feature-based attention in the

respective visual processing areas (MT+ for motion and V4 for color). First, IFJ responses

showed the classic feature-based attention effect, with neural responses to the unattended stim-

ulus significantly elevated when it shared the same feature with the attended stimulus (Fig 3C

and 3D), and this response correlated significantly with the spatially global effect in MT+

(Experiment 1, Fig 3E) and V4 (Experiment 2, Fig 3F). Second, the DCM analysis indicated

that the spatially global effect in MT+ (Experiment 1, Fig 4B) and V4 (Experiment 2, Fig 4E)

was derived by feedback from IFJ rather than IPS, FEF, or mFG. Moreover, the increased feed-

back from IFJ significantly predicted the spatially global effect in MT+ (Experiment 1, Fig 4D)

and V4 (Experiment 2, Fig 4G). Third, the GCM analysis indicated that, in both experiments,

the node in IFJ showed the highest outflow and netflow degree and was thus considered to be

used for modeling the modulatory effect of the Same condition from the three areas to IFJ. (C) The third model family: the combination of the

first and second model families. Exceedance probabilities for the seven models with the Same condition as the modulatory input within the three

model families (model-level inference) in Experiments 1 (D) and 2 (F). Exceedance probabilities across the three model families (family-level

inference) in Experiments 1 (E) and 2 (G). The red and blue lines indicate the modulatory effect of the Same condition. Data are available from

the Open Science Framework (https://osf.io/8gqk6/). DCM, dynamic causal modeling; FEF, frontal eye field; IFJ, inferior frontal junction; IPS,

intraparietal sulcus; mFG, medial frontal gyrus; RFX, random effects.

https://doi.org/10.1371/journal.pbio.2005399.g005

A source of spatially global feature-based attention

PLOS Biology | https://doi.org/10.1371/journal.pbio.2005399 June 25, 2018 12 / 28

https://osf.io/8gqk6/
https://doi.org/10.1371/journal.pbio.2005399.g005
https://doi.org/10.1371/journal.pbio.2005399


the source of the network (S8 Fig). Fourth, IFJ not only mediated the spatially global effect of

feature-based attention in MT+ (Experiment 1) and V4 (Experiment 2) but also in other visual

processing areas (i.e., V1–V3, S3 Fig). Moreover, our additional DCM analyses also indicated

that the spatially global effect in V1 was also derived by feedback from IFJ rather than by feed-

back from MT+ (Experiment 1) or V4 (Experiment 2), and this feedback significantly pre-

dicted the spatially global effect in V1 in both experiments (S6 Fig). Altogether, our results

indicate that IFJ may be a source of the spatially global effect for feature-based attention in

visual processing areas.

Our study also found the classical feature-based attention effect in IPS, FEF, and mFG,

which showed a greater neural response in the Same condition than that in the Different con-

dition (Fig 3C and 3D), consistent with previous neurophysiological [16,38–40] and brain

imaging [13,41] studies showing feature-based attentional selection in the frontoparietal atten-

tion network [5,8,42,43]. Importantly, our DCM analyses suggested that the feature-based

attention effect in IPS, FEF, and mFG was derived by feedback from IFJ in both of the two

experiments (the first model family showed the highest exceedance probability, Fig 5). More-

over, our GCM analyses further indicated that, in both experiments, IFJ showed the highest

outflow and netflow degree and was thus considered to be the source of the network contain-

ing these frontoparietal areas (S8 Fig). These results are consistent with recent neurophysiolog-

ical studies [38–40]. First, Ibos and Freedman [39,40] found that neurons in the lateral

intraparietal cortex (LIP, the monkey homologue of human IPS) acted as receivers of feature-

based attention modulation and were not involved in the generation of top-down feature-

based attention signals. Our results confirmed their findings and further indicated that the fea-

ture-based attention effect in IPS was derived by feedback from IFJ. Second, Bichot and col-

leagues [38] found that the ventral prearcuate (VPA) region of monkey prefrontal cortex,

which could be the homologue of human IFJ [29,53], exhibited the earliest feature-based atten-

tion effects, and that inactivation of VPA impaired the animals’ ability to find targets based on

their features and simultaneously eliminated the feature-based attention effect in FEF. Our

results confirmed their findings by showing that the feature-based attention effect in FEF was

also derived by feedback from IFJ. Additionally, both correlation (Fig 3E and 3F) and DCM

analyses (Fig 5) in our study indicated that FEF was more important than IPS and mFG in fea-

ture-based attention, indicating that FEF may also be involved in the control of feature-based

attention [16]. Combined with these existing neurophysiological studies [38–40], we thus spec-

ulate that IFJ may be a source of feature-based selection in both the prefrontal (i.e., FEF and

mFG) and parietal (i.e., IPS) cortex.

In addition, to examine whether there was any difference between the contralateral and

ipsilateral hemispheres in the spatially global effect of feature-based attention, we constructed

two families of models with the contralateral ROIs only (the contralateral model family) and

the ipsilateral ROIs only (the ipsilateral model family). The results showed that the contralat-

eral model family had a higher exceedance probability than the ipsilateral model family in all

DCM analyses, suggesting that the contralateral ROIs were more important than the ipsilateral

ROIs in the spatially global effect of feature-based attention. However, within both the contra-

lateral and ipsilateral model families, the results confirmed the above findings (S4 Fig and S5

Fig) and further supported the conclusion that IFJ mediates the spatially global effect of fea-

ture-based attention not only in visual processing areas but also in the frontoparietal network.

We believe that our fMRI results cannot be explained by any difference in task difficulty or,

presumably, attention, between the Same and Different conditions. In Experiments 1 and 2,

participants were asked to detect the speed and luminance change of the attended stimulus,

respectively. Speed and luminance changes were determined by QUEST [46] before scanning

to ensure that participants performed equally well for the Same and Different conditions.
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Additionally, our fMRI results also cannot be explained by participants inadvertently shifting

their spatial attention to the ignored stimulus in the Same condition, as that would have

impaired task performance [7], but there was no significant performance difference between

these two conditions (S1 Fig). Note that, in our study, participants needed to attend to a spe-

cific feature on the target side for each block (Fig 1). However, we did not observe a feature-

based attention effect on the target side in any area (Fig 2C and 2E) because this attended fea-

ture was the Same condition in half of the blocks and it was the Different condition in the

other half of the blocks. In the Same condition, the feature, such as the red dots, on the ignored

side matched the attended feature (i.e., the red dots) on the target side; a Different condition

was defined as a mismatch that the feature on the ignored side was the green dots. In other

words, the attended feature on the target side was always red dots between these two condi-

tions. Thus, the BOLD response to the attended stimulus on the target side did not vary with

these two conditions, and thus there was no feature-based attention effect on the target side.

The most parsimonious account of our results is identification of the IFJ as a source of the

spatially global effect for feature-based attention. The IFJ is a region ventrolateral to FEF and is

anatomically localized at the intersection of the precentral sulcus and the inferior frontal sulcus

[54,55]. Anatomical studies have shown that IFJ has connections with sensory, parietal, and pre-

frontal areas [56,57], and recent resting state functional connectivity data suggest that this brain

region functionally interacts with both ventral and dorsal cortical brain structures [58]. Previous

studies have suggested that IFJ is involved in many different cognitive processes, including

visual search [38], spatial attention [59,60], switching and Stroop tasks [61], executive control

[62], working memory for maintaining and updating information [60,63–65], object-based

attention induced by feature selection [66,67], and coordination of bottom-up and top-down

attention [68]. Here our results extend the function of IFJ by showing a crucial involvement in

the global modulation of feature-based attention. IFJ appears to control feature-based attention

by actively sending top-down biasing signals for a particular feature to the visual processing

areas evoked by the unattended stimulus and also to other frontoparietal areas. Notably, identi-

fying IFJ as a source of the spatially global effect for feature-based attention derives mainly from

our DCM and GCM analyses, both of which depend on time-series models of fMRI data for an

interpretation of causality [69–71]. This interpretation of causality in our study finds support in

previous lesion [38] and transcranial magnetic stimulation (TMS) [63,72–75] studies showing a

causal effect of prefrontal cortical disruption on feature-based attention.

Furthermore, previous studies have indicated that color and motion processing engage ven-

tral and dorsal visual processing streams, respectively. Some studies found a feature-general

organization in frontoparietal cortical areas by directly comparing brain activity between

attention to color and motion [41,55]. However, other studies found feature specificity in these

frontoparietal cortical areas. For example, some studies found that attending to motion gener-

ally evoked larger responses than attending to color in the dorsal attention network [41,42].

Moreover, using multivariate pattern analysis (MVPA) of fMRI, some studies found attention

to color and motion could evoke different patterns of activity in frontoparietal cortical areas

[41]. It is important to note that, in those studies, the entire feature stimulus was located at the

attended location. However, in our study, half of the feature stimulus was located at an unat-

tended location (i.e., the ignored side of the display, see Fig 1), and we did not find this feature

specificity in IPS, FEF, IFJ or mFG. Given the limitation of univariate analyses in our study,

further work is needed to use MVPA of fMRI or neurophysiological techniques to address

whether the spatially global effect of color-based and motion-based attentions is mediated by

the same subpopulations within these frontoparietal cortical areas.

One should note that our results cannot answer a highly debated question regarding

whether spatial and feature-based attention are mediated by the same or different neural
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mechanisms [76]. Many previous studies have suggested that the frontoparietal network is

involved in the top-down control of both spatial [4,5,35–37] and feature-based attention

[5,8,13,16,38–43] by mediating the neural response in visual processing areas. Our current

results confirmed the role of fronto-parietal cortical areas (i.e., IPS, FEF, IFJ, and mFG) in con-

trolling feature-based attention and identified the IFJ as a source of the spatially global effect of

feature-based attention. Several studies have suggested that the IFJ’s function generalizes

across both spatial and feature-based attention [60,77]. However, our study did not test the dif-

ference between spatial and feature-based attention directly and thus cannot address whether

these two forms of attention are mediated by the same or different populations of IFJ neurons.

In sum, our study implicates for the first time, to the best of our knowledge, the human IFJ

as the source for the spatially global effect of feature-based attention. The prominent role of

the prefrontal cortex in the spatially global effect of feature-based attention evident here is con-

sistent with recent neurophysiological and brain imaging findings that have begun to address

how prefrontal areas directly top-down modulate sensory signals within posterior cortices [78]

and how they covertly maintain and manipulate visual object information [79]. Combining

our results with earlier studies showing a crucial involvement of IFJ in spatial [59,60], object-

based [66,67], bottom-up, and top-down attention [5,68], IFJ may have a very general role in

the control of attentional selection and awareness.

Materials and methods

Ethics statement

All participants gave written informed consent in accordance with a protocol approved by the

National Institute of Mental Health (NIMH) Institutional Review Board (NIH Clinical Study

Protocol 93-M-0170).

Participants

A total of 21 adults (11 males, 19–26 years old) participated in both Experiments 1 and 2. One

participant was excluded because of large head motion in the scanner (>3 mm) and another

participant did not have the stamina to complete the experiments. All were naïve to the pur-

pose of the study. They reported normal or corrected-to-normal vision and had no known

neurological, psychiatric, or visual disorders.

Stimuli

The stimulus display in both Experiments 1 and 2 was composed of two circular regions

(diameter: 8.0˚) in the upper visual field (centered 8.5˚ to the left and right of the central fixa-

tion point). One of these regions was attended (the target side) and the other was unattended

(the ignored side) (Fig 1A). The target side in Experiment 1 was comprised of overlapping

upward and downward moving dots (dot speed: 10.0˚/second, dot diameter: 0.186˚, dot lumi-

nance: approximately 76.8 cd/m2, dot density: 0.63/(˚)2, each moving direction with 100%

coherence), while the ignored side was a single field of dots moving either upward or down-

ward (each moving direction with 100% coherence, Fig 1A). The target side in Experiment 2

was comprised of overlapping fields of stationary red (CIE [1931]: x = 0.620, y = 0.348) and

green dots (CIE [1931]: x = 0.342, y = 0.537), while the ignored side was a single field of red or

green dots (Fig 1B). In both Experiments 1 and 2, to maximally reduce the possibility that par-

ticipants could focus on a single dot, half of the dots disappeared and were replaced by new

dots at different random locations every 100 ms.
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fMRI experiments

Using a block design, both Experiments 1 and 2 consisted of six functional runs; three for the

target side were in the left visual field (Fig 1) and the other three for the target side were in the

right visual field (note that for each run, the target side was always in one hemifield and the

ignored side was in the opposite hemifield). Each run consisted of eight stimulus blocks of 16

s, interleaved with eight blank intervals of 12 s. There were four different stimulus blocks: 2

(attended feature: Upward/Downward in Experiment 1; Red/Green in Experiment 2) × 2 (fea-

ture match: Same/Different). In the Same condition, the feature on the ignored side matched

the attended feature on the target side (half the blocks); a Different condition was defined as a

mismatch (half the blocks) (Fig 1). For example, participants attended to upward moving dots

in the target side; the upward and downward moving dots in the ignored side indicate the

Same and Different conditions, respectively. Each stimulus block was randomly repeated two

times in each run, and the attended stimulus in each stimulus block was indicated by a colored

fixation dot: red and green indicated upward moving dots and downward moving dots in

Experiment 1, as well as red dots and green dots in Experiment 2, respectively. Each stimulus

block consisted of eight trials; on each trial, the stimulus was presented for 0.6 s, followed by a

fixed 1.4-s fixation interval, and participants did a 0.2-s speed and luminance discrimination

task at threshold (75% correct, measured by QUEST [46] before scanning) in Experiments 1

and 2, respectively.

Retinotopic visual areas (V1, V2, V3, and V4) were defined by a standard phase-encoded

method developed by Sereno et al. [33] and Engel et al. [34], in which participants viewed

rotating wedge and expanding ring stimuli that created traveling waves of neural activity in the

visual cortex. A block-design scan was used to localize the ROIs in V1–V4 and MT+ corre-

sponding to the target and ignored stimuli (Fig 1). In both Experiments 1 and 2, the localizer

scan consisted of 12 stimulus blocks of 12 s, interleaved with 12 blank intervals of 12 s. In the

stimulus block, participants were asked to press one of two buttons to indicate the random

luminance change (increase or decrease) of the stimulus. Whereas Experiment 1 consisted of

two different stimulus blocks: stationary dots and moving dots, Experiment 2 consisted of two

different stimulus blocks: gray dots and colored dots.

MRI data acquisition

MRI data were collected using a 3T Siemens Trio scanner with a 32-channel phase-array coil.

In the scanner, the stimuli were rear-projected via a video projector (refresh rate: 60 Hz; spatial

resolution: 1,280×800) onto a translucent screen placed inside the scanner bore. Participants

viewed the stimuli through a mirror located above their eyes. The viewing distance was 115

cm. BOLD signals were measured with an echo-planar imaging sequence (TR: 2,000 ms; TE:

30 ms; FOV: 192×192 mm2; matrix: 64×64; flip angle: 70; slice thickness: 3 mm; gap: 0 mm;

number of slices: 34; slice orientation: axial). The bottom slice was positioned at the bottom of

the temporal lobes. A 3D MPRAGE structural dataset (resolution: 1×1×1 mm3; TR: 2,600 ms;

TE: 30 ms; FOV: 256×224 mm2; flip angle: 7; number of slices: 176; slice orientation: sagittal)

was collected in the same session before the functional scans. Participants underwent three ses-

sions—one for retinotopic mapping and ROI localization and the other two for Experiments 1

and 2, respectively.

MRI data analysis

Note that the MRI data analysis, whole-brain group analysis, and DCM of this study closely

followed those used by our previous studies [6, 67] and therefore, for consistency, we largely

reproduce that description here, noting differences as necessary. The anatomical volume for
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each participant in the retinotopic mapping session was transformed into the Talairach space

[80] and then inflated using BrainVoyager QX. Functional volumes in all three sessions for

each participant were preprocessed, including 3D motion correction, linear trend removal,

and high-pass (0.015 Hz) [81] filtering using BrainVoyager QX. Head motion within any fMRI

session was<3 mm for all participants. The images were then aligned to the anatomical vol-

ume from the retinotopic mapping session and transformed into Talairach space. The first 8 s

of BOLD signals were discarded to minimize transient magnetic saturation effects.

A GLM procedure was used for the ROI analysis for each participant. For each side (i.e., the

target and ignored sides, Fig 1), the ROIs in V1–V3 were defined as regions that responded

more strongly to the stationary gray dots than to the blank screen (p< 10−3, uncorrected). The

ROI in V4 was defined as regions that responded more strongly to the stationary colored dots

than to the stationary gray dots (p< 10−3, uncorrected). The ROI in MT+ was defined as

regions that responded more strongly to the moving dots than to the stationary dots (p< 10−3,

uncorrected). BOLD signals were extracted from these ROIs and then averaged according to

the Same and Different conditions. For each stimulus block, the 2 s preceding the block served

as a baseline, and the mean BOLD signal from 5 s to 16 s after stimulus onset was used as a

measure of the response amplitude. For each ROI and each participant, we computed an IA to

quantify how much the measured response increased during the Same condition relative to

the overall response to the stimuli in the ROI. The index was calculated as follows: IA = (A Same

− A Different)/(A Same + A Different)
�100%, where A Same and A Different are the mean response

amplitudes (A) in the Same and Different conditions, respectively. The index is positive when-

ever the mean response in the Same condition is greater than that in the Different condition.

In the whole-brain group analysis, for both Experiments 1 and 2, a fixed-effects general linear

model (FFX-GLM) was performed for each participant on the spatially non-smoothed functional

data in Talairach space. The design matrix consisted of two predictors (the Same and Different

conditions), which were modeled as epochs using the default BrainVoyager QX‘s two-gamma

hemodynamic response function. Six additional parameters resulting from 3D motion correction

(x, y, z rotation and translation) were included in the model. First, we calculated fixed effects anal-

yses for each participant for the two predictors. Second, a second-level group analysis (n = 19) was

performed with a random-effects GLM to calculate the contrast between the two predictors. Sta-

tistical maps were thresholded at p< 0.01 and corrected by FDR correction [48].

DCM

To further examine which area is involved in the spatially global effect of feature-based atten-

tion in MT+ and V4 in Experiments 1 and 2, respectively, we applied DCM analysis [49] in

SPM12 to our fMRI data in both experiments. For each participant and each hemisphere,

using BrainVoyager QX, V4 and MT+ voxels were identified as those activated by the colored

and moving dots at a significance level of p< 0.005, respectively; all IPS, FEF, IFJ, and mFG

voxels were identified as those activated by the stimulus block at a significance level of p<
0.005. The mean Talairach coordinates of these voxels and the standard errors across partici-

pants for the left and right hemispheres in IPS were [−28 ± 1.12, −66 ± 1.27, 39 ± 1.19] and [23

±0.93, −68 ± 1.14, 40 ± 1.78], respectively; those in FEF were [−42 ± 1.21, −5 ± 0.94, 35 ± 1.28]

and [40 ±1.27, −5 ± 0.89, 39 ± 2.00], respectively; those in IFJ were [−42 ± 1.62, 9 ± 1.34, 31 ±
1.98] and [44 ± 1.51, 11 ± 1.30, 29 ± 2.04], respectively; and those in mFG were [−6 ± 0.51,

−2 ± 1.47, 54 ± 0.81] and [6 ± 0.46, 2 ± 1.77, 54 ± 1.38], respectively. For each participant and

each hemisphere, these Talairach coordinates were converted to Montreal Neurological Insti-

tute (MNI) coordinates using the tal2mni conversion utility (http://imaging.mrc-cbu.cam.ac.

uk/downloads/MNI2tal/tal2mni.m). In Statistical Parametric Mapping (SPM), for each of
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these areas, we extracted voxels within a 4-mm sphere centered on the most significant voxel

and used their time series for the DCM analysis. The estimated DCM parameters were later

averaged across the two hemispheres using the Bayesian model averaging method [50].

DCMs have three sets of parameters: (1) extrinsic input into one or more regions, (2) intrin-

sic connectivities among the modeled regions, and (3) bilinear parameters encoding the modu-

lations of the specified intrinsic connections by experimental manipulations [49]. The third set

of parameters is used to quantify modulatory effects, which reflect increases or decreases in con-

nectivity between two regions given some experimental manipulation, compared with the

intrinsic connections between the same regions in the absence of experimental manipulation.

fMRI data were modeled using GLM, with regressors for the Same condition, and a second con-

dition comprising all visual inputs (i.e., the Same and Different conditions). This second condi-

tion was added specifically for the DCM analysis to be used as the extrinsic visual input.

Given the extrinsic visual input into MT+ and V4 in Experiments 1 and 2, respectively, we

defined 15 different models with the modulatory input (the Same condition). The modulatory

input could affect feedback from IPS (Model 1); from FEF (Model 2); from IFJ (Model 3);

from mFG (Model 4); from both IPS and FEF (Model 5); from both IPS and IFJ (Model 6);

from both IPS and mFG (Model 7); from both FEF and IFG (Model 8); from both FEF and

mFG (Model 9); from both IFG and mFG (Model 10); from IPS, FEF, and IFG (Model 11);

from IPS, FEF, and mFG (Model 12), from IPS, IFG, and mFG (Model 13); from FEF, IFG,

and mFG (Model 14); and from all four areas (Model 15) to MT+ and V4 in Experiments 1

and 2, respectively (Fig 4A). We examined these 15 models for modeling the modulatory effect

by the Same condition and fit each of these 15 models for each participant. Using a hierarchical

Bayesian approach [50], we compared the 15 models by computing the exceedance probability

of each model, i.e., the probability to which a given model is more likely than any other

included model to have generated data from a randomly selected participant. In the best

model (Model 3), we examined the modulatory effect by the Same condition.

Moreover, to examine whether the observed involvement of IFJ in the spatially global effect

of feature-based attention is relayed from the other three areas, namely IPS, FEF, and mFG, we

constructed three families of models with the same modulatory input (the Same condition)

from IPS, IFJ, FEF, and mFG to MT+ and V4 in Experiments 1 and 2, respectively. Note that

the modulatory input could affect the connection from IFJ to the other three areas (i.e., IPS,

FEF, and mFG) in the first model family, or from these three areas to IFJ in the second model

family, or the combination of these two families (i.e., the third model family). Specifically, in

the first model family (Fig 5A), the modulatory input could affect the connection from IFJ to

IPS (Model 1), to FEF (Model 2), to mFG (Model 3), to both IPS and FEF (Model 4), to both

IPS and mFG (Model 5), to both FEF and mFG (Model 6), and to all three areas (Model 7). In

the second model family (Fig 5B), the modulatory input could affect the connection from IPS

(Model 1), from FEF (Model 2), from mFG (Model 3), from both IPS and FEF (Model 4),

from both IPS and mFG (Model 5), from both FEF and mFG (Model 6), and from all three

areas (Model 7) to IFJ. In the third model family (Fig 5C), each model (i.e., Models 1–7) was

the combination of corresponding models from the first and second model families. We

applied Bayesian model [50] comparison to select the model with the highest exceedance prob-

ability within each model family (model-level inference) and the model family with the highest

exceedance probability (family-level inference).

Eye movement recording

Eye movements were recorded with an EyeLink 1000 Plus system (SR Research, Ltd., Missis-

sauga, Ontario, Canada) in a psychophysics lab (the scanner did not have an applicable eye
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tracking system). Recording (500 Hz) was performed when participants performed the same

task as Experiments 1 and 2. S2 Fig shows that participants’ eye movements were small and sta-

tistically indistinguishable between the Same and Different conditions.

Supporting information

S1 Fig. Change detection thresholds, response accuracies, and reaction times for the Same

and Different conditions in Experiments 1 and 2. In Experiment 1, the speed change detec-

tion thresholds (mean degree ± SEM) were 3.169 ± 0.285, 3.285 ± 0.301, 3.234 ± 0.306, and

3.477 ± 0.322 (A); the accuracy rates (mean percent correct ± SEM) were 73.355 ± 2.448%,

73.432 ± 1.987%, 71.711 ± 1.942%, and 72.840 ± 2.306%; and the reaction times (mean reaction

time ± SEM) were 444.763 ± 18.715 ms, 451.345 ± 18.941 ms, 442.994 ± 18.815 ms, and

445.724 ± 19.264 ms for Upward-Different, Upward-Same, Downward-Different, and Down-

ward-Same conditions, respectively (C). Paired t tests revealed that there was no significant

difference (all p> 0.05) in all these measurements between the Same and Different conditions

in Experiment 1. In Experiment 2, the luminance change detection thresholds (B) were 7.698 ±
0.493, 7.798 ± 0.505, 13.950 ± 1.447, and 13.500 ± 1.438; the accuracy rates were 73.454 ±
2.094%, 71.601 ± 1.838%, 72.127 ± 1.340%, and 71.557 ± 1.623%; and the reaction times were

423.762 ± 20.368 ms, 424.367 ± 22.839 ms, 435.620 ± 20.860 ms, and 428.500 ± 23.007 ms for

Red-Different, Red-Same, Green-Different, and Green-Same conditions, respectively (D).

Paired t tests revealed that there was no significant difference (all p> 0.05) in all these measure-

ments between the Same and Different conditions in Experiment 2. Error bars denote 1 SEM

calculated across 19 participants. Data are available from the Open Science Framework (https://

osf.io/8gqk6/).

(TIF)

S2 Fig. Eye movement data for the Same and Different conditions in Experiments 1 and 2.

Horizontal and vertical eye positions after removing blinks and artifacts for the Same (bottom)

and Different (top) conditions in Experiments 1 (left) and 2 (right). Eye movements were

small and eye position distributions were very similar between the Same and Different condi-

tions. t tests showed that the horizontal and vertical mean eye positions of all the distributions

did not deviate significantly from the fixation point (all p> 0.05). Data are available from the

Open Science Framework (https://osf.io/8gqk6/).

(TIF)

S3 Fig. Correlations between the IA in IFJ and that in other visual processing areas (V1–

V4 in Experiment 1; V1–V3 and MT+ in Experiment 2) across individual participants. We

calculated the correlation coefficients between the IA in IFJ and that in other visual processing

areas across individual participants. In Experiment 1 (A), we found that the IA in IFJ correlated

significantly with that in V1 (r = 0.574, p = 0.010), V2 (r = 0.490, p = 0.033), and (marginally)

V3 (r = 0.434, p = 0.063), but not with that in V4 (r = 0.217, p = 0.372). In Experiment 2 (B), the

IA in IFJ correlated significantly with that in V1 (r = 0.509, p = 0.026), V2 (r = 0.509, p = 0.026),

and (marginally) V3 (r = 0.430, p = 0.066), but not with that in MT+ (r = 0.204, p = 0.403).

These correlation analyses suggest that the spatially global effect of feature-based attention in

V1–V3 may derive from feedback projections from IFJ in both experiments. Data are available

from the Open Science Framework (https://osf.io/8gqk6/). IA, attentional modulation index;

IFJ, inferior frontal junction; MT+, middle temporal area; V1, primary visual cortex.

(TIF)

S4 Fig. DCM of the model- and family-level analysis among IPS, FEF, IFJ, mFG, and the

respective visual processing areas (MT+ and V4) in Experiments 1 and 2, respectively. (A)
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The contralateral model family: each model (i.e., Models 1–15) was the corresponding model

from Fig 4 with IPS, FEF, IFJ, and mFG in the hemisphere contralateral to the ignored side.

CIPS, CFEF, CIFJ, and CmFG: ROI of contralateral IPS, FEF, IFJ, and mFG to the ignored

side, respectively. (B) The ipsilateral model family: each model with IPS, FEF, IFJ, and mFG in

the hemisphere ipsilateral to the ignored side. IIPS, IFEF, IIFJ, and ImFG: ROI of ipsilateral

IPS, FEF, IFJ, and mFG to the ignored side, respectively. We applied a Bayesian model [50]

comparison to select the model with the highest exceedance probability within each model

family (model-level inference) and the model family with the highest exceedance probability

(family-level inference). Within each model family (i.e., the contralateral and ipsilateral model

families), the results showed that Model 3 was the best one to explain the modulatory effect in

the Same condition in both Experiment 1 (exceedance probabilities of Models 1–15, the con-

tralateral model family: 13.70%, 12.96%, 32.64%, 7.65%, 2.05%, 2.08%, 2.07%, 2.57%, 2.37%,

4.53%, 1.70%, 1.76%, 2.11%, 3.06%, and 8.75%, respectively; the ipsilateral model family:

14.54%, 20.11%, 27.66%, 10.36%, 2.66%, 2.34%, 2.14%, 3.49%, 5.40%, 2.53%, 2.00%, 1.74%,

1.87%, 1.63%, and 1.53%, respectively [C]) and Experiment 2 (exceedance probabilities of

Models 1–15, the contralateral model family: 10.65%, 12.69%, 28.37%, 4.77%, 7.43%, 4.13%,

11.76%, 4.13%, 2.75%, 2.62%, 2.44%, 2.54%, 1.79%, 2.41%, and 1.52%, respectively; the ipsilat-

eral model family: 8.77%, 18.33%, 21.39%, 11.11%, 2.90%, 4.68%, 5.75%, 4.41%, 4.29%, 4.62%,

3.03%, 2.86%, 2.68%, 2.63%, and 2.55%, respectively, [E]). These results further confirmed our

results that the spatially global effect of feature-based attention in MT+ (Experiment 1) and V4

(Experiment 2) was derived by feedback from IFJ rather than from IPS, FEF, or mFG. More-

over, we found that the contralateral model family had a higher exceedance probability than

the ipsilateral model family in both Experiment 1 (exceedance probability, the contralateral

model family: 71.75%; the ipsilateral model family: 28.25% [D]) and Experiment 2 (exceedance

probability, the contralateral model family: 74.35%; the ipsilateral model family: 25.65% [F]).

These results indicate a more crucial role of feedback from the contralateral IFJ than the ipsi-

lateral IFJ in the spatially global effect of feature-based attention in MT+ (Experiment 1) and

V4 (Experiment 2). Data are available from the Open Science Framework (https://osf.io/

8gqk6/). DCM, dynamic causal modeling; FEF, frontal eye field; IFJ, inferior frontal junction;

IPS, intraparietal sulcus; mFG, medial frontal gyrus; MT+, middle temporal area; ROI, region

of interest.

(TIF)

S5 Fig. DCM of the contralateral and ipsilateral ROIs for Fig 5. (A) The contralateral model

family: each model (i.e., Models 1–7) and sub-model family (i.e., the first, second, and third

model families) was the corresponding model and model family from Fig 5 with IPS, FEF, IFJ,

and mFG in the hemisphere contralateral to the ignored side. CIPS, CFEF, CIFJ, and CmFG:

ROI of contralateral IPS, FEF, IFJ, and mFG to the ignored side, respectively. (B) The ipsilat-

eral model family: each model and sub-model family with IPS, FEF, IFJ, and mFG in the hemi-

sphere ipsilateral to the ignored side. IIPS, IFEF, IIFJ, and ImFG: ROI of ipsilateral IPS, FEF,

IFJ, and mFG to the ignored side, respectively. We applied a Bayesian model [50] comparison

to select the model with the highest exceedance probability within each sub-model family

(model-level inference) and the sub-model family with the highest exceedance probability

(sub-family-level inference). We also applied a Bayesian model to compare the exceedance

probability between the contralateral and ipsilateral model families. For the contralateral

ROIs, within each sub-model family, the results showed that Model 2 was the best one to

explain the modulatory effect in the Same condition in both Experiment 1 (exceedance proba-

bilities of Models 1–7, the first model family: 20.23%, 47.26%, 17.34%, 1.94%, 9.39%, 2.71%,

and 1.13%, respectively; the second model family: 35.24%, 39.28%, 11.89%, 4.67%, 2.61%,
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3.61%, and 2.70%, respectively; the third model family: 34.32%, 55.19%, 8.40%, 0.58%, 0.61%,

0.65%, and 0.25%, respectively [C], left) and Experiment 2 (exceedance probabilities of Models

1–7, the first model family: 18.96%, 52.06%, 10.73%, 2.38%, 12.31%, 2.42%, and 1.14%, respec-

tively; the second model family: 11.73%, 65.08%, 6.98%, 3.22%, 6.19%, 2.25%, and 4.55%,

respectively; the third model family: 20.88%, 78.18%, 0.75%, 0.06%, 0.06%, 0.05%, and 0.02%,

respectively [F], left). Similar results were found for the ipsilateral ROIs; within each sub-

model family, Model 2 was the best one to explain the modulatory effect in the Same condition

in both Experiment 1 (exceedance probabilities of Models 1–7, the first model family: 28.67%,

49.79%, 13.77%, 2.49%, 3.09%, 1.43%, and 0.76%, respectively; the second model family:

33.35%, 41.56%, 12.81%, 3.46%, 3.05%, 3.51%, and 2.26%, respectively; the third model family:

38.35%, 44.56%, 13.26%, 0.77%, 1.76%, 0.70%, and 0.60%, respectively [C], right) and Experi-

ment 2 (exceedance probabilities of Models 1–7, the first model family: 23.17%, 56.25%,

15.49%, 1.32%, 1.50%, 1.62%, and 0.65%, respectively; the second model family: 26.30%,

29.48%, 10.12%, 22.49%, 5.65%, 2.57%, and 3.39%, respectively; the third model family:

19.05%, 68.13%, 9.74%, 0.27%, 2.04%, 0.43%, and 0.34%, respectively [F], right). These results

confirmed our results showing that FEF was more important than IPS and mFG in the spa-

tially global effect of feature-based attention. More importantly, for both contralateral and ipsi-

lateral ROIs, across the sub-model families, the results showed that the first model family had a

higher exceedance probability than the other two model families in both Experiment 1 (the

contralateral ROIs: exceedance probabilities of sub-model families 1–3: 91.83%, 6.94%, and

1.23%, respectively; the ipsilateral ROIs: exceedance probabilities of sub-model families 1–3:

76.83%, 22.64%, and 0.53%, respectively [D]) and Experiment 2 (the contralateral ROIs:

exceedance probabilities of sub-model families 1–3: 56.54%, 40.95%, and 2.51%, respectively;

the ipsilateral ROIs: exceedance probabilities of sub-model families 1–3: 54.76%, 44.13%, and

1.11%, respectively [G]). These results confirm that IFJ may be the source of the spatially global

effect of feature-based attention in IPS, FEF, and mFG. Besides, we found that the contralateral

model family had a higher exceedance probability than the ipsilateral model family in both

Experiment 1 (exceedance probability, the contralateral model family: 82.66%; the ipsilateral

model family: 17.34% [E]) and Experiment 2 (exceedance probability, the contralateral model

family: 74.74%; the ipsilateral model family: 25.26% [H]). These results indicate that the con-

tralateral IFJ may be more important than the ipsilateral IFJ in mediating the spatially global

effect of feature-based attention in IPS, FEF, and mFG. Data are available from the Open Sci-

ence Framework (https://osf.io/8gqk6/). DCM, dynamic causal modeling; FEF, frontal eye

field; IFJ, inferior frontal junction; IPS, intraparietal sulcus; mFG, medial frontal gyrus; ROI,

region of interest.

(TIF)

S6 Fig. DCM of connectivities among IFJ, V1, and the respective visual processing areas

(MT+ and V4) in Experiments 1 and 2, respectively. We examined whether the spatially

global effect of feature-based attention in V1 is dependent on feedback from IFJ or from MT+

and V4 in Experiments 1 and 2, respectively. To examine this issue, we further defined three

different models with the modulatory input (the Same condition [A]). The modulatory input

could affect the feedback to V1 from IFJ (Model 1), from MT+ and V4 in Experiments 1 and 2,

respectively (Model 2), or from all these areas (Model 3). TV1 and IV1: ROI in V1 evoked by

the stimulus in the target and ignored sides, respectively. We examined these three models for

the modulatory effect by the Same condition and fit each of the three models for each partici-

pant. Using a hierarchical Bayesian approach, we compared the three models by computing

the exceedance probability of each model. In the best model, we examined the modulatory

effect by the Same condition. The result showed that Model 1 was the best one to explain the
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modulatory effect in the Same condition in both Experiment 1 (exceedance probability, Model

1: 62.50%; Model 2: 25.43%; Model 3: 12.07% [B]) and Experiment 2 (exceedance probability,

Model 1: 56.99%; Model 2: 27.43%; Model 3: 15.58% [E]). The Same condition significantly

increased the feedback connectivity from IFJ to V1 in both Experiment 1 (t18 = 2.703, p =

0.015 [C]) and Experiment 2 (t18 = 2.252, p = 0.037 [F]) (�p< 0.05). Across individual partici-

pants, the feedback connectivity from IFJ to V1 correlated significantly with the IA in V1 in

both Experiment 1 (r = 0.511, p = 0.025 [D]) and Experiment 2 (r = 0.463, p = 0.046 [G]).

These results indicate that the spatially global effect of feature-based attention in V1 is depen-

dent on feedback from IFJ rather than MT+ (Experiment 1) or V4 (Experiment 2). Data are

available from the Open Science Framework (https://osf.io/8gqk6/). DCM, dynamic causal

modeling; IA, attentional modulation index; IFJ, inferior frontal junction; MT+, middle tem-

poral area; ROI, region of interest; V1, primary visual cortex.

(TIF)

S7 Fig. DCM of the model- and family-level analysis among IFJ, V1, and the respective

visual processing areas (MT+ and V4) in Experiments 1 and 2, respectively. (A) The contra-

lateral model family: each model (i.e., Models 1–3) was the corresponding model from S6 Fig

with IFJ in the hemisphere contralateral to the ignored side. CIFJ: the ROI of contralateral IFJ

to the ignored side. (B) The ipsilateral model family: each model with IFJ in the hemisphere

ipsilateral to the ignored side. IIFJ: the ROI of ipsilateral IFJ to the ignored side. We applied a

Bayesian model [50] comparison to select the model with the highest exceedance probability

within each model family (model-level inference) and the model family with the highest

exceedance probability (family-level inference). Within each model family (i.e., the contralat-

eral and ipsilateral model families), the results showed that Model 1 was the best one to explain

the modulatory effect in the Same condition in both Experiment 1 (exceedance probabilities of

Models 1–3, the contralateral model family: 73.07%, 14.13%, and 12.80%, respectively; the ipsi-

lateral model family: 59.72%, 28.77%, and 11.51%, respectively [C]) and Experiment 2 (exceed-

ance probabilities of Models 1–3, the contralateral model family: 56.57%, 24.56%, and 18.87%,

respectively; the ipsilateral model family: 50.61%, 35.31%, and 14.08%, respectively [E]). These

results further confirmed our results that the spatially global effect of feature-based attention

in V1 is dependent on feedback from IFJ rather than MT+ (Experiment 1) or V4 (Experiment

2). Moreover, we found that the contralateral model family had a higher exceedance probabil-

ity than the ipsilateral model family in both Experiment 1 (exceedance probability, the contra-

lateral model family: 74.24%; the ipsilateral model family: 25.76% [D]) and Experiment 2

(exceedance probability, the contralateral model family: 82.64%; the ipsilateral model family:

17.36% [F]). These results indicate a more crucial role of feedback from the contralateral IFJ

than the ipsilateral IFJ in the spatially global effect of feature-based attention in V1 in both

experiments. Data are available from the Open Science Framework (https://osf.io/8gqk6/).

DCM, dynamic causal modeling; IFJ, inferior frontal junction; MT+, middle temporal area;

ROI, region of interest; V1, primary visual cortex.

(TIF)

S8 Fig. Results of GCM. It is well known that a general concern about DCM is the problem of

its hypothesis-driven approach. Thus, we used GCM [52], a data-driven approach, to further

examine which area was a potential source of the spatially global effect for feature-based atten-

tion in both experiments. Unlike DCM, GCM does not require any a priori prespecification

about the connectivity structure, because it studies the temporal precedence among fMRI time

series using the concept of Granger causality [52], and it has been applied in numerous brain

imaging studies regarding the effective connectivity analysis [82–88]. In our study, we used the

GMAC toolbox (http://selene.bioing.polimi.it/BBBlab/GMAC), BIOSIG toolbox (http://
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biosig.sourceforge.net/), and MARSeille Boı̂te À Région d’Intérêt (MarsBaR) toolbox (http://

marsbar.sourceforge.net/) [89] in SPM12 to our fMRI data in both experiments. First, nodes

definition: all the nodes of the network were the active clusters from a group GLM analysis

that showed a higher response in the Same condition than the Different condition at a signifi-

cance level of p< 0.05 (corrected by FDR correction [48]) in two experiments. In Experiment

1, the MNI coordinates of the first cluster in the left and right hemispheres were [−38.4, −4.89,

38.7] and [42.1, −1.49, 39.8], respectively; those of the second were [−29.9, 25.2, 28.4] and

[36.8, 25.9, 31.2], respectively; those of the third were [−28.6, −64.8, 32] and [26.9, −68.6, 36.9],

respectively; those of the fourth were [−6.04, −0.326, 54.1] and [2.09, 3.81, 54.2], respectively;

and those of the fifth were [−40, −70, −6.11] and [39, −68.9, −8.69], respectively. The first to

fifth clusters were localized in bilateral FEF, IFJ, IPS, mFG, and MT+, respectively, and they

were defined as Nodes 1 through 5, respectively (A and B). In Experiment 2, the MNI coordi-

nates of the first cluster in the left and right hemispheres were [−40.6, −3.50, 38.7] and [42.2,

0.317, 41.2], respectively; those of the second were [−31, 25.6, 30.4] and [39.8, 26.3, 30.8],

respectively; those of the third were [−26.3, −65.2, 38] and [27.9, −64.1, 40.7], respectively;

those of the fourth were [−6.16, 1.84, 57.7] and [10.3, 4.84, 57.1], respectively; and those of the

fifth were [−26.4, −75.1, −21.1] and [22.2, −72.7, −18.1], respectively. The first to fifth clusters

were localized in bilateral FEF, IFJ, IPS, mFG, and V4, respectively, and they were defined as

Nodes 1 through 5, respectively (C and D). All coordinates of these clusters were saved with

the SPM MarsBaR toolbox (http://marsbar.sourceforge.net/). Second, extraction of fMRI time

series: for each of these clusters and each participant, we used GMAC toolbox (http://selene.

bioing.polimi.it/BBBlab/GMAC) to extract the preprocessed BOLD time series for GCM anal-

ysis after removal of the nuisance variables (i.e., the remaining sources of spurious variance

[89]) and session-specific grand mean scaling (the mean value of the intracerebral voxels over

space and time was set as 100 [90]). The significance of Granger causal measures in our study

was assessed using the Bootstrapping (10,000 times) surrogation method [81] and FDR cor-

rection (p< 0.05) [48]. (A) GCM analysis with IPS, FEF, IFJ, and mFG in the hemisphere

contralateral to the ignored side in Experiment 1. CIPS, CFEF, CIFJ, and CmFG: node in con-

tralateral IPS, FEF, IFJ, and mFG to the ignored side, respectively. (B) GCM analysis with IPS,

FEF, IFJ, and mFG in the hemisphere ipsilateral to the ignored side in Experiment 1. IIPS,

IFEF, IIFJ, and ImFG: node in ipsilateral IPS, FEF, IFJ, and mFG to the ignored side, respec-

tively. IMT+: the node localized in MT+ was evoked by the stimulus in the ignored side. (C

and D) GCM analyses with contralateral and ipsilateral nodes in Experiment 2. IV4: the node

localized in V4 was evoked by the stimulus in the ignored side. Note that both color and thick-

ness of lines indicate the Granger causal strength. In Experiment 1, for both contralateral and

ipsilateral GCM analyses, our results clearly showed that the node with the highest outflow

and netflow degree was Node 2 (i.e., the node located in IFJ, and heighted by a dashed circle),

which was thus considered to be the source of the network (A and B, left and right). The node

with the highest inflow degree was Node 5 (i.e., the node located in MT+, and heighted by a

dashed circle), which was thus considered to be the sink of the network (A and B, middle).

Similar results were found in Experiment 2. For both contralateral and ipsilateral GCM analy-

ses, Node 2, located in IFJ (heighted by a dashed circle), showed the highest outflow and net-

flow degree and was thus considered to be the source of the network (C and D, left and right).

Node 5, located in V4 (heighted by a dashed circle), showed the highest inflow degree and was

thus considered to be the sink of the network (C and D, middle). Together, our GCM results

further confirmed our DCM results by showing that IFJ mediated the spatially global effect of

feature-based attention in both visual processing and frontoparietal areas. Data are available

from the Open Science Framework (https://osf.io/8gqk6/). BOLD, blood oxygenation level–

dependent; DCM, dynamic causal modeling; FDR, false discovery rate; FEF, frontal eye field;
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fMRI, functional magnetic resonance imaging; GCM, Granger causality modeling; GLM, gen-

eral linear model; GMAC, Granger multivariate autoregressive connectivity; IFJ, inferior fron-

tal junction; IPS, intraparietal sulcus; MarsBaR, MARSeille Boı̂te À Région d’Intérêt; mFG,

medial frontal gyrus; MNI, Montreal Neurological Institute; MT+, middle temporal area;

SPM, Statistical Parametric Mapping.
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27. Melcher D, Papathomas TV, Vidnyánszky Z. Implicit attentional selection of bound visual features. Neu-

ron. 2005; 46:723–729. https://doi.org/10.1016/j.neuron.2005.04.023 PMID: 15924859

28. White AL, Carrasco M. Feature-based attention involuntarily and simultaneously improves visual perfor-

mance across locations. J Vis. 2011; 11:15–15. https://doi.org/10.1167/11.6.15 PMID: 21602553

29. Bichot NP, Rossi AF, Desimone R. Parallel and serial neural mechanisms for visual search in macaque

area V4. Science. 2005; 308:529–534. https://doi.org/10.1126/science.1109676 PMID: 15845848

30. Moher J, Lakshmanan BM, Egeth HE, Ewen JB. Inhibition drives early feature-based attention. Psychol

Sci. 2014; 25:315–324. https://doi.org/10.1177/0956797613511257 PMID: 24390823

31. Hopf JM, Boelmans K, Schoenfeld MA, Luck SJ, Heinze HJ. Attention to features precedes attention to

locations in visual search: evidence from electromagnetic brain responses in humans. J Neurosci.

2004; 24:1822–1832. https://doi.org/10.1523/jneurosci.3564-03.2004 PMID: 14985422

32. Saenz M, Buracas GT, Boynton GM. Global effects of feature-based attention in human visual cortex.

Nat Neurosci. 2002; 5:631–632. https://doi.org/10.1038/nn876 PMID: 12068304

33. Sereno MI, Dale AM, Reppas JB, Kwong KK, Belliveau JW, Brady TJ, et al. Borders of multiple visual

areas in humans revealed by functional magnetic resonance imaging. Science. 1995; 268:889–893.

https://doi.org/10.1126/science.7754376 PMID: 7754376

A source of spatially global feature-based attention

PLOS Biology | https://doi.org/10.1371/journal.pbio.2005399 June 25, 2018 25 / 28

https://doi.org/10.1152/jn.1997.78.1.516
https://doi.org/10.1152/jn.1997.78.1.516
http://www.ncbi.nlm.nih.gov/pubmed/9242299
https://doi.org/10.1016/s0896-6273(00)80300-1
http://www.ncbi.nlm.nih.gov/pubmed/9136768
https://doi.org/10.1038/10230
http://www.ncbi.nlm.nih.gov/pubmed/10404202
https://doi.org/10.1093/cercor/bhg080
http://www.ncbi.nlm.nih.gov/pubmed/14615298
https://doi.org/10.1073/pnas.0606668103
http://www.ncbi.nlm.nih.gov/pubmed/16956975
https://doi.org/10.1093/cercor/bhl154
http://www.ncbi.nlm.nih.gov/pubmed/17204821
https://doi.org/10.1016/j.neuron.2011.04.032
http://www.ncbi.nlm.nih.gov/pubmed/21689605
https://doi.org/10.1016/j.neuron.2007.06.030
http://www.ncbi.nlm.nih.gov/pubmed/17640531
https://doi.org/10.1523/jneurosci.6153-09.2011
http://www.ncbi.nlm.nih.gov/pubmed/21632942
https://doi.org/10.1523/jneurosci.1132-12.2012
https://doi.org/10.1523/jneurosci.1132-12.2012
http://www.ncbi.nlm.nih.gov/pubmed/23115167
https://doi.org/10.1016/j.cub.2014.07.030
http://www.ncbi.nlm.nih.gov/pubmed/25155510
https://doi.org/10.1038/nn.2223
http://www.ncbi.nlm.nih.gov/pubmed/19029890
https://doi.org/10.1038/382539a0
http://www.ncbi.nlm.nih.gov/pubmed/8700227
https://doi.org/10.1038/21176
http://www.ncbi.nlm.nih.gov/pubmed/10376597
https://doi.org/10.1016/j.cub.2004.04.028
http://www.ncbi.nlm.nih.gov/pubmed/15120065
https://doi.org/10.1016/j.neuron.2007.06.015
http://www.ncbi.nlm.nih.gov/pubmed/17640530
https://doi.org/10.1016/j.conb.2005.06.009
https://doi.org/10.1016/j.conb.2005.06.009
http://www.ncbi.nlm.nih.gov/pubmed/16023853
https://doi.org/10.1016/j.neuron.2005.04.023
http://www.ncbi.nlm.nih.gov/pubmed/15924859
https://doi.org/10.1167/11.6.15
http://www.ncbi.nlm.nih.gov/pubmed/21602553
https://doi.org/10.1126/science.1109676
http://www.ncbi.nlm.nih.gov/pubmed/15845848
https://doi.org/10.1177/0956797613511257
http://www.ncbi.nlm.nih.gov/pubmed/24390823
https://doi.org/10.1523/jneurosci.3564-03.2004
http://www.ncbi.nlm.nih.gov/pubmed/14985422
https://doi.org/10.1038/nn876
http://www.ncbi.nlm.nih.gov/pubmed/12068304
https://doi.org/10.1126/science.7754376
http://www.ncbi.nlm.nih.gov/pubmed/7754376
https://doi.org/10.1371/journal.pbio.2005399


34. Engel SA, Glover GH, Wandell BA. Retinotopic organization in human visual cortex and the spatial pre-

cision of functional MRI. Cereb Cortex. 1997; 7:81–192. https://doi.org/10.1093/cercor/7.2.181 PMID:

9087826

35. Moore T, Armstrong KM. Selective gating of visual signals by microstimulation of frontal cortex. Nature.

2003; 421:370–373. https://doi.org/10.1038/nature01341 PMID: 12540901

36. Serences JT, Yantis S. Selective visual attention and perceptual coherence. Trends Cogn Sci. 2006;

10:38–45. https://doi.org/10.1016/j.tics.2005.11.008 PMID: 16318922

37. Baluch F, Itti L. Mechanisms of top-down attention. Trends Neurosci. 2011; 34:210–224. https://doi.

org/10.1016/j.tins.2011.02.003 PMID: 21439656

38. Bichot NP, Heard MT, DeGennaro EM, Desimone R. A source for feature-based attention in the pre-

frontal cortex. Neuron. 2015; 88:832–844. https://doi.org/10.1016/j.neuron.2015.10.001 PMID:

26526392

39. Ibos G, Freedman DJ. Dynamic integration of task-relevant visual features in posterior parietal cortex.

Neuron. 2014; 83:1468–1480. https://doi.org/10.1016/j.neuron.2014.08.020 PMID: 25199703

40. Ibos G, Freedman DJ. Interaction between spatial and feature attention in posterior parietal cortex. Neu-

ron. 2016; 91:931–943. https://doi.org/10.1016/j.neuron.2016.07.025 PMID: 27499082

41. Liu T, Hospadaruk L, Zhu DC, Gardner JL. Feature-specific attentional priority signals in human cortex.

J Neurosci. 2011; 31:4484–4495. https://doi.org/10.1523/jneurosci.5745-10.2011 PMID: 21430149

42. Wojciulik E, Kanwisher N. The generality of parietal involvement in visual attention. Neuron. 1999;

23:747–764. https://doi.org/10.1016/s0896-6273(01)80033-7 PMID: 10482241

43. Cohen MR, Maunsell JH. Using neuronal populations to study the mechanisms underlying spatial and

feature attention. Neuron. 2011; 70:1192–1204. https://doi.org/10.1016/j.neuron.2011.04.029 PMID:

21689604

44. Zaksas D, Pasternak T. Directional signals in the prefrontal cortex and in area MT during a working

memory for visual motion task. J Neurosci. 2006; 26:11726–11742. https://doi.org/10.1523/jneurosci.

3420-06.2006 PMID: 17093094

45. Kadohisa M, Kusunoki M, Petrov P, Sigala N, Buckley MJ, Gaffan D, et al. Spatial and temporal distribu-

tion of visual information coding in lateral prefrontal cortex. Eur J Neurosci. 2015; 41:89–96. https://doi.

org/10.1111/ejn.12754 PMID: 25307044

46. Watson AB, Pelli DG. QUEST: A Bayesian adaptive psychometric method. Percept Psychophys. 1983;

33:113–120. https://doi.org/10.3758/bf03202828 PMID: 6844102

47. Friston KJ, Holmes AP, Worsley KJ, Poline JB, Frith C, Frackowiak RSJ. Statistical parametric maps in

functional imaging: a general linear approach. Hum Brain Mapp. 1994; 2:211–224. https://doi.org/10.

1002/hbm.460020402

48. Genovese CR, Lazar NA, Nichols T. Thresholding of statistical maps in functional neuroimaging using

the false discovery rate. NeuroImage. 2002; 15:870–878. https://doi.org/10.1006/nimg.2001.1037

PMID: 11906227

49. Friston KJ. Dynamic causal models for fMRI. In: Statistical parametric mapping: the analysis of func-

tional brain images (Friston KJ, ed). 2006; pp. 541–560. Amsterdam: Elsevier. https://doi.org/10.1016/

b978-012372560-8/50041-3

50. Penny WD, Stephan KE, Mechelli A, Friston KJ. Comparing dynamic causal models. NeuroImage.

2004; 22: 1157–1172. https://doi.org/10.1016/j.neuroimage.2004.03.026 PMID: 15219588

51. Zhang X, Qiu J, Zhang Y, Han S, Fang F. Misbinding of color and motion in human visual cortex. Curr

Biol. 2014; 24:1354–1360. https://doi.org/10.1016/j.cub.2014.04.045 PMID: 24856212

52. Granger CW. Investigating causal relations by econometric models and cross-spectral methods. Econ-

ometrica. 1969; 37:424–38. https://doi.org/10.2307/1912791

53. Neubert FX, Mars RB, Thomas AG, Sallet J, Rushworth MF. Comparison of human ventral frontal cor-

tex areas for cognitive control and language with areas in monkey frontal cortex. Neuron. 2014;

81:700–713. https://doi.org/10.1016/j.neuron.2013.11.012 PMID: 24485097

54. Derrfuss J, Brass M, von Cramon DY, Lohmann G, Amunts K. Neural activations at the junction of the

inferior frontal sulcus and the inferior precentral sulcus: interindividual variability, reliability, and associa-

tion with sulcal morphology. Hum Brain Mapp. 2009; 30:299–311. https://doi.org/10.1002/hbm.20501

PMID: 18072280

55. Zanto TP, Rubens MT, Bollinger J, Gazzaley A. Top-down modulation of visual feature processing: the

role of the inferior frontal junction. NeuroImage. 2010; 53:736–745. https://doi.org/10.1016/j.

neuroimage.2010.06.012 PMID: 20600999

56. Barbas H, Pandya DN. Architecture and intrinsic connections of the prefrontal cortex in the rhesus mon-

key. J Comp Neurol. 1989; 286:353–375. https://doi.org/10.1002/cne.902860306 PMID: 2768563

A source of spatially global feature-based attention

PLOS Biology | https://doi.org/10.1371/journal.pbio.2005399 June 25, 2018 26 / 28

https://doi.org/10.1093/cercor/7.2.181
http://www.ncbi.nlm.nih.gov/pubmed/9087826
https://doi.org/10.1038/nature01341
http://www.ncbi.nlm.nih.gov/pubmed/12540901
https://doi.org/10.1016/j.tics.2005.11.008
http://www.ncbi.nlm.nih.gov/pubmed/16318922
https://doi.org/10.1016/j.tins.2011.02.003
https://doi.org/10.1016/j.tins.2011.02.003
http://www.ncbi.nlm.nih.gov/pubmed/21439656
https://doi.org/10.1016/j.neuron.2015.10.001
http://www.ncbi.nlm.nih.gov/pubmed/26526392
https://doi.org/10.1016/j.neuron.2014.08.020
http://www.ncbi.nlm.nih.gov/pubmed/25199703
https://doi.org/10.1016/j.neuron.2016.07.025
http://www.ncbi.nlm.nih.gov/pubmed/27499082
https://doi.org/10.1523/jneurosci.5745-10.2011
http://www.ncbi.nlm.nih.gov/pubmed/21430149
https://doi.org/10.1016/s0896-6273(01)80033-7
http://www.ncbi.nlm.nih.gov/pubmed/10482241
https://doi.org/10.1016/j.neuron.2011.04.029
http://www.ncbi.nlm.nih.gov/pubmed/21689604
https://doi.org/10.1523/jneurosci.3420-06.2006
https://doi.org/10.1523/jneurosci.3420-06.2006
http://www.ncbi.nlm.nih.gov/pubmed/17093094
https://doi.org/10.1111/ejn.12754
https://doi.org/10.1111/ejn.12754
http://www.ncbi.nlm.nih.gov/pubmed/25307044
https://doi.org/10.3758/bf03202828
http://www.ncbi.nlm.nih.gov/pubmed/6844102
https://doi.org/10.1002/hbm.460020402
https://doi.org/10.1002/hbm.460020402
https://doi.org/10.1006/nimg.2001.1037
http://www.ncbi.nlm.nih.gov/pubmed/11906227
https://doi.org/10.1016/b978-012372560-8/50041-3
https://doi.org/10.1016/b978-012372560-8/50041-3
https://doi.org/10.1016/j.neuroimage.2004.03.026
http://www.ncbi.nlm.nih.gov/pubmed/15219588
https://doi.org/10.1016/j.cub.2014.04.045
http://www.ncbi.nlm.nih.gov/pubmed/24856212
https://doi.org/10.2307/1912791
https://doi.org/10.1016/j.neuron.2013.11.012
http://www.ncbi.nlm.nih.gov/pubmed/24485097
https://doi.org/10.1002/hbm.20501
http://www.ncbi.nlm.nih.gov/pubmed/18072280
https://doi.org/10.1016/j.neuroimage.2010.06.012
https://doi.org/10.1016/j.neuroimage.2010.06.012
http://www.ncbi.nlm.nih.gov/pubmed/20600999
https://doi.org/10.1002/cne.902860306
http://www.ncbi.nlm.nih.gov/pubmed/2768563
https://doi.org/10.1371/journal.pbio.2005399


57. Webster MJ, Bachevalier J, Ungerleider LG. Connections of inferior temporal areas TEO and TE with

parietal and frontal cortex in macaque monkeys. Cereb Cortex. 1994; 4:470–483. https://doi.org/10.

1093/cercor/4.5.470 PMID: 7530521

58. He BJ, Snyder AZ, Vincent JL, Epstein A, Shulman GL, Corbetta M. Breakdown of functional connectiv-

ity in frontoparietal networks underlies behavioral deficits in spatial neglect. Neuron. 2007; 53:905–918.

https://doi.org/10.1016/j.neuron.2007.02.013 PMID: 17359924

59. Bressler SL, Tang W, Sylvester CM, Shulman GL, Corbetta M. Top-down control of human visual cortex

by frontal and parietal cortex in anticipatory visual spatial attention. J Neurosci. 2008; 28:10056–10061.

https://doi.org/10.1523/jneurosci.1776-08.2008 PMID: 18829963

60. Gazzaley A, Nobre AC. Top-down modulation: bridging selective attention and working memory. Trends

Cogn Sci. 2012; 16:129–135. https://doi.org/10.1016/j.tics.2011.11.014 PMID: 22209601

61. Derrfuss J, Brass M, Neumann J, von Cramon DY. Involvement of the inferior frontal junction in cogni-

tive control: meta-analyses of switching and stroop studies. Hum Brain Mapp. 2005; 25:22–34. https://

doi.org/10.1002/hbm.20127 PMID: 15846824

62. Brass M, Derrfuss J, Forstmann B, von Cramon DY. The role of the inferior frontal junction area in cogni-

tive control. Trends Cogn Sci. 2005; 9:314–316. https://doi.org/10.1016/j.tics.2005.05.001 PMID:

15927520

63. Zanto TP, Rubens MT, Thangavel A, Gazzaley A. Causal role of the prefrontal cortex in top-down mod-

ulation of visual processing and working memory. Nat Neurosci. 2011; 14:656–661. https://doi.org/10.

1038/nn.2773 PMID: 21441920

64. Rainer G, Asaad WF, Miller EK. Memory fields of neurons in the primate prefrontal cortex. Proc Natl

Acad Sci USA. 1998; 95:15008–15013. PMID: 9844006

65. Rao SC, Rainer G, Miller EK. Integration of what and where in the primate prefrontal cortex. Science.

1997; 276:821–824. https://doi.org/10.1126/science.276.5313.821 PMID: 9115211

66. Baldauf D, Desimone R. Neural mechanisms of object-based attention. Science. 2014; 344:424–427.

https://doi.org/10.1126/science.1247003 PMID: 24763592

67. Zhang X, Mlynaryk N, Japee S, Ungerleider LG. Attentional selection of multiple objects in the human

visual system. NeuroImage. 2017; 163:231–243. https://doi.org/10.1016/j.neuroimage.2017.09.050

PMID: 28951352

68. Asplund CL, Todd JJ, Snyder AP, Marois R. A central role for the lateral prefrontal cortex in goal-

directed and stimulus-driven attention. Nat Neurosci. 2010; 13:507–512. https://doi.org/10.1038/nn.

2509 PMID: 20208526

69. Friston K. Causal modelling and brain connectivity in functional magnetic resonance imaging. PLoS

Biol. 2009; 7:e1000033. https://doi.org/10.1371/journal.pbio.1000033 PMID: 19226186

70. Friston KJ, Harrison L, Penny W. Dynamic causal modelling. Neuroimage. 2003; 19:1273–1302.

https://doi.org/10.1016/s1053-8119(03)00202-7 PMID: 12948688

71. Goebel R, Roebroeck A, Kim DS, Formisano E. Investigating directed cortical interactions in time-

resolved fMRI data using vector autoregressive modeling and Granger causality mapping. Magn Reson

Imaging. 2003; 21: 1251–1261. https://doi.org/10.1016/j.mri.2003.08.026 PMID: 14725933

72. Morishima Y, Akaishi R, Yamada Y, Okuda J, Toma K, Sakai K. Task-specific signal transmission from

prefrontal cortex in visual selective attention. Nat Neurosci. 2009; 12:85–91. https://doi.org/10.1038/nn.

2237 PMID: 19098905

73. Heinen K, Feredoes E, Weiskopf N, Ruff CC, Driver J. Direct evidence for attention-dependent influ-

ences of the frontal eye-fields on feature-responsive visual cortex. Cereb Cortex. 2013; 24:2815–2821.

https://doi.org/10.1093/cercor/bht157 PMID: 23794715

74. Lee TG D’Esposito M. The dynamic nature of top-down signals originating from prefrontal cortex: a

combined fMRI–TMS study. J Neurosci. 2012; 32:15458–15466. https://doi.org/10.1523/jneurosci.

0627-12.2012 PMID: 23115183

75. Muhle-Karbe PS, Andres M, Brass M. Transcranial magnetic stimulation dissociates prefrontal and pari-

etal contributions to task preparation. J Neurosci. 2014; 34:12481–12489. https://doi.org/10.1523/

jneurosci.4931-13.2014 PMID: 25209286

76. Carrasco M. Visual attention: The past 25 years. Vision Res. 2011; 51:1484–1525. https://doi.org/10.

1016/j.visres.2011.04.012 PMID: 21549742

77. Giesbrecht B, Woldorff MG, Song AW, Mangun G.R. Neural mechanisms of top-down control during

spatial and feature attention. Neuroimage. 2003; 19:496–512. https://doi.org/10.1016/s1053-8119(03)

00162-9 PMID: 12880783

78. Squire RF, Noudoost B, Schafer RJ, Moore T. Prefrontal contributions to visual selective attention.

Annu Rev Neurosci. 2013; 36:451–466. https://doi.org/10.1146/annurev-neuro-062111-150439 PMID:

23841841

A source of spatially global feature-based attention

PLOS Biology | https://doi.org/10.1371/journal.pbio.2005399 June 25, 2018 27 / 28

https://doi.org/10.1093/cercor/4.5.470
https://doi.org/10.1093/cercor/4.5.470
http://www.ncbi.nlm.nih.gov/pubmed/7530521
https://doi.org/10.1016/j.neuron.2007.02.013
http://www.ncbi.nlm.nih.gov/pubmed/17359924
https://doi.org/10.1523/jneurosci.1776-08.2008
http://www.ncbi.nlm.nih.gov/pubmed/18829963
https://doi.org/10.1016/j.tics.2011.11.014
http://www.ncbi.nlm.nih.gov/pubmed/22209601
https://doi.org/10.1002/hbm.20127
https://doi.org/10.1002/hbm.20127
http://www.ncbi.nlm.nih.gov/pubmed/15846824
https://doi.org/10.1016/j.tics.2005.05.001
http://www.ncbi.nlm.nih.gov/pubmed/15927520
https://doi.org/10.1038/nn.2773
https://doi.org/10.1038/nn.2773
http://www.ncbi.nlm.nih.gov/pubmed/21441920
http://www.ncbi.nlm.nih.gov/pubmed/9844006
https://doi.org/10.1126/science.276.5313.821
http://www.ncbi.nlm.nih.gov/pubmed/9115211
https://doi.org/10.1126/science.1247003
http://www.ncbi.nlm.nih.gov/pubmed/24763592
https://doi.org/10.1016/j.neuroimage.2017.09.050
http://www.ncbi.nlm.nih.gov/pubmed/28951352
https://doi.org/10.1038/nn.2509
https://doi.org/10.1038/nn.2509
http://www.ncbi.nlm.nih.gov/pubmed/20208526
https://doi.org/10.1371/journal.pbio.1000033
http://www.ncbi.nlm.nih.gov/pubmed/19226186
https://doi.org/10.1016/s1053-8119(03)00202-7
http://www.ncbi.nlm.nih.gov/pubmed/12948688
https://doi.org/10.1016/j.mri.2003.08.026
http://www.ncbi.nlm.nih.gov/pubmed/14725933
https://doi.org/10.1038/nn.2237
https://doi.org/10.1038/nn.2237
http://www.ncbi.nlm.nih.gov/pubmed/19098905
https://doi.org/10.1093/cercor/bht157
http://www.ncbi.nlm.nih.gov/pubmed/23794715
https://doi.org/10.1523/jneurosci.0627-12.2012
https://doi.org/10.1523/jneurosci.0627-12.2012
http://www.ncbi.nlm.nih.gov/pubmed/23115183
https://doi.org/10.1523/jneurosci.4931-13.2014
https://doi.org/10.1523/jneurosci.4931-13.2014
http://www.ncbi.nlm.nih.gov/pubmed/25209286
https://doi.org/10.1016/j.visres.2011.04.012
https://doi.org/10.1016/j.visres.2011.04.012
http://www.ncbi.nlm.nih.gov/pubmed/21549742
https://doi.org/10.1016/s1053-8119(03)00162-9
https://doi.org/10.1016/s1053-8119(03)00162-9
http://www.ncbi.nlm.nih.gov/pubmed/12880783
https://doi.org/10.1146/annurev-neuro-062111-150439
http://www.ncbi.nlm.nih.gov/pubmed/23841841
https://doi.org/10.1371/journal.pbio.2005399


79. Stokes MG. ‘Activity-silent’ working memory in prefrontal cortex: a dynamic coding framework. Trends

Cogn Sci. 2015; 19:394–405. https://doi.org/10.1016/j.tics.2015.05.004 PMID: 26051384

80. Talairach J, Tournoux P. Co-Planar Stereotaxic Atlas of the Human Brain: 3-Dimensional Proportional

System: an Approach to Cerebral Imaging ( New York: Thieme); 1988.

81. Smith AM, Lewis BK, Ruttimann UE, Ye FQ, Sinnwell TM, Yang Y, et al. Investigation of low frequency

drift in fMRI signal. NeuroImage. 1999; 9:526–533. https://doi.org/10.1006/nimg.1999.0435 PMID:

10329292

82. Deshpande G, Hu X. Investigating effective brain connectivity from fmri data: past findings and current

issues with reference to granger causality analysis. Brain Connect. 2012; 2:235–245. https://doi.org/

10.1089/brain.2012.0091 PMID: 23016794

83. Ding M, Chen Y, Bressler SL. “Granger causality: basic theory and application to neuroscience,” in

Handbook of Time Series Analysis: Recent Theoretical Developments and Applications, eds Schelter

B., Winterhalder M., and Timmer J. ( Weinheim: Wiley-VCH Verlag GmbH & Co. KGaA), 2006; 451–

474. https://doi.org/10.1002/9783527609970.ch17

84. Friston K, Moran R, Seth AK. Analysing connectivity with Granger causality and dynamic causal model-

ling. Curr Opin Neurobiol. 2013; 23:172–178. https://doi.org/10.1016/j.conb.2012.11.010 PMID:

23265964

85. Roebroeck A, Formisano E, Goebel R. Mapping directed influence over the brain using Granger causal-

ity and fMRI. Neuroimage. 2005; 25:230–242. https://doi.org/10.1016/j.neuroimage.2004.11.017

PMID: 15734358

86. Roebroeck A, Formisano E, Goebel R. The identification of interacting networks in the brain using fMRI:

Model selection, causality and deconvolution. Neuroimage. 2011; 58:296–302. https://doi.org/10.1016/

j.neuroimage.2009.09.036 PMID: 19786106

87. Wen X, Rangarajan G., Ding M. Is Granger causality a viable technique for analyzing fMRI data?. PLoS

ONE. 2013; 8:e67428. https://doi.org/10.1371/journal.pone.0067428 PMID: 23861763

88. Seth AK, Barrett AB, Barnett L. Granger causality analysis in neuroscience and neuroimaging. J Neu-

rosci. 2015; 35:3293–3297. https://doi.org/10.1523/jneurosci.4399-14.2015 PMID: 25716830

89. Tana MG, Sclocco R, Bianchi AM. GMAC: A Matlab toolbox for spectral Granger causality analysis of

fMRI data. Comput Biol Med 2012; 42:943–956. https://doi.org/10.1016/j.compbiomed.2012.07.003

PMID: 22925560

90. Penny WD, Friston KJ, Ashburner JT, Kiebel SJ, Nichols TE. Statistical parametric mapping: the analy-

sis of functional brain images. 2011; Elsevier.

A source of spatially global feature-based attention

PLOS Biology | https://doi.org/10.1371/journal.pbio.2005399 June 25, 2018 28 / 28

https://doi.org/10.1016/j.tics.2015.05.004
http://www.ncbi.nlm.nih.gov/pubmed/26051384
https://doi.org/10.1006/nimg.1999.0435
http://www.ncbi.nlm.nih.gov/pubmed/10329292
https://doi.org/10.1089/brain.2012.0091
https://doi.org/10.1089/brain.2012.0091
http://www.ncbi.nlm.nih.gov/pubmed/23016794
https://doi.org/10.1002/9783527609970.ch17
https://doi.org/10.1016/j.conb.2012.11.010
http://www.ncbi.nlm.nih.gov/pubmed/23265964
https://doi.org/10.1016/j.neuroimage.2004.11.017
http://www.ncbi.nlm.nih.gov/pubmed/15734358
https://doi.org/10.1016/j.neuroimage.2009.09.036
https://doi.org/10.1016/j.neuroimage.2009.09.036
http://www.ncbi.nlm.nih.gov/pubmed/19786106
https://doi.org/10.1371/journal.pone.0067428
http://www.ncbi.nlm.nih.gov/pubmed/23861763
https://doi.org/10.1523/jneurosci.4399-14.2015
http://www.ncbi.nlm.nih.gov/pubmed/25716830
https://doi.org/10.1016/j.compbiomed.2012.07.003
http://www.ncbi.nlm.nih.gov/pubmed/22925560
https://doi.org/10.1371/journal.pbio.2005399

