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ABSTRACT Competition between nitrate-reducing bacteria (NRB) and sulfate-reduc-
ing bacteria (SRB) for resources in anoxic environments is generally thought to be
governed largely by thermodynamics. It is now recognized that intermediates of
nitrogen and sulfur cycling (e.g., hydrogen sulfide, nitrite, etc.) can also directly
impact NRB and SRB activities in freshwater, wastewater, and sediment and therefore
may play important roles in competitive interactions. Here, through comparative
transcriptomic and metabolomic analyses, we have uncovered mechanisms of hydro-
gen sulfide- and cysteine-mediated inhibition of nitrate respiratory growth for the
NRB Intrasporangium calvum C5. Specifically, the systems analysis predicted that cys-
teine and hydrogen sulfide inhibit growth of I. calvum C5 by disrupting distinct steps
across multiple pathways, including branched-chain amino acid (BCAA) biosynthesis,
utilization of specific carbon sources, and cofactor metabolism. We have validated
these predictions by demonstrating that complementation with BCAAs and specific
carbon sources relieves the growth inhibitory effects of cysteine and hydrogen sul-
fide. We discuss how these mechanistic insights give new context to the interplay
and stratification of NRB and SRB in diverse environments.

IMPORTANCE Nitrate-reducing bacteria (NRB) and sulfate-reducing bacteria (SRB) colo-
nize diverse anoxic environments, including soil subsurface, groundwater, and waste-
water. NRB and SRB compete for resources, and their interplay has major implications
on the global cycling of nitrogen and sulfur species, with undesirable outcomes in
some contexts. For instance, the removal of reactive nitrogen species by NRB is desira-
ble for wastewater treatment, but in agricultural soils, NRB can drive the conversion of
nitrates from fertilizers into nitrous oxide, a potent greenhouse gas. Similarly, the
hydrogen sulfide produced by SRB can help sequester and immobilize toxic heavy met-
als but is undesirable in oil wells where competition between SRB and NRB has been
exploited to suppress hydrogen sulfide production. By characterizing how reduced sul-
fur compounds inhibit growth and activity of NRB, we have gained systems-level and
mechanistic insight into the interplay of these two important groups of organisms and
drivers of their stratification in diverse environments.
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Over the past century, the nitrogen cycle has become increasingly perturbed by
anthropogenic inputs of fixed nitrogen from synthetic fertilizers, industrial activity,

and wastewater. This perturbation has global effects, contributing to increased
groundwater contamination, eutrophication, and emissions of the greenhouse gas ni-
trous oxide (1). In the environment, microbially driven redox reactions are mainly re-
sponsible for transforming nitrogen-containing compounds (2). Microbial activities are
impacted by factors that include resource concentration, pH, metal availability, and
interactions between microorganisms in the environment (3–5). Knowing how these
factors differentially impact subsurface microbial nitrogen cycling is essential for devel-
oping a predictive understanding of the fate of different nitrogen species in natural
and engineered systems. This has been a specific focus at the Oak Ridge Field Research
Center (FRC), a Department of Energy legacy nuclear waste site with high levels of
heavy metals and radionuclides (6). Nitrate is a major cocontaminant at the site and
has been shown to negatively impact the remediation potential of uranium (U) by hin-
dering U(VI) reduction by sulfate-reducing bacteria (SRB) and iron-reducing bacteria
(7). Recent work has also shown that groundwater nitrate levels are associated with ni-
trous oxide production at the FRC and enrichment of denitrification pathway genes (6,
8). Taken together, these observations suggest that dissimilatory nitrate reduction by
nitrate-reducing bacteria (NRB) is a major metabolic process in nitrate-contaminated
regions of the subsurface.

Both SRB and NRB play a variety of important roles in subsurface environments
such as the FRC. In addition to reducing U(VI), SRB can stabilize heavy metals such as
lead, zinc, and cadmium through the formation of insoluble metal sulfides, thus provid-
ing a means to sustainably sequester and immobilize these metals (9). SRB also play
important roles in marine systems, where they mineralize an estimated 29% of the or-
ganic matter deposited to the seafloor (10). Meanwhile, in sediments, NRB can facilitate
the retention of nitrogen via dissimilatory nitrate reduction to ammonia (DNRA), con-
verting mobile nitrate to ammonium retained by the soil matrix (11). The activity of
denitrifiers can also lead to significant losses of soil nitrogen through reduction of ni-
trate to gaseous forms, including nitrous oxide or dinitrogen gas (12).

Previous studies have shown that intermediates derived from nitrogen and sulfur
cycling (e.g., hydrogen sulfide, nitrite, etc.) can impact the activities of SRB and NRB in
oxygen-limited environments, such as sediments and the terrestrial subsurface. For
example, as a consequence of the higher energy yield of nitrate respiration relative to
that of sulfate respiration and NRB production of toxic nitrite, SRB are generally less
competitive for carbon when nitrate is available (13). For this reason, nitrate is often
used to prevent the souring of oil reservoirs by stimulating NRB activity and depressing
SRB activity (14). However, the production of hydrogen sulfide by SRB is also known to
impact transformation of different nitrogen species. Heterotrophic denitrification has
been shown to be inhibited by hydrogen sulfide in Pseudomonas, and inhibition of two
key enzymes in the pathway (nitric oxide and nitrous oxide reductase) was thought to
be involved (15). However, there has not been much progress on further characterizing
the mechanism of sulfide-induced inhibition of NRB. Prior studies have also demon-
strated that hydrogen sulfide can cause NRB to shift from denitrification to DNRA (16).
Additionally, inhibiting the activity of ammonia oxidizers indirectly influences both the
NRB and SRB by depressing the conversion of ammonia to nitrite (17). Despite much
empirical evidence regarding the influences of SRB and NRB on one another, the spe-
cific mechanism(s) by which reduced sulfur species act to impact the activity of NRB
remains unresolved. Here, we have used a systems approach to characterize the mech-
anisms by which reduced sulfur compounds modulate the growth and activity of NRB.
We have characterized the effects of two naturally occurring reduced sulfur com-
pounds, hydrogen sulfide (here referred to as sulfide) and cysteine, on Intrasporangium
calvum C5. Whereas sulfide is encountered as an end product of sulfate respiration by
SRB, cysteine is typically used as a reducing agent to achieve anoxic conditions in labo-
ratory growth medium (3). Interestingly, we observed that cysteine significantly
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lowered the growth rate, growth yield, and denitrification activity of I. calvum C5.
Therefore, we sought to understand and contrast the mechanistic underpinnings of
cysteine- and sulfide-induced inhibition of denitrification and growth of I. calvum C5,
which has the genome-encoded metabolic capabilities to perform both denitrification
and DNRA (Fig. 1; see also Fig. S1 in the supplemental material) (3). Also, as an isolate
recovered from the FRC, we anticipate its activities are representative of processes
occurring at this contaminated field site. We profiled changes in the transcriptome and
metabolome at a global level to characterize the physiological response of I. calvum to
cysteine and sulfide (18). Cysteine and sulfide had significant and distinct impacts on
the physiology and growth characteristics of I. calvum that were correlated with dysre-
gulation (i.e., abnormal changes in the activity) of multiple pathways, including
branched-chain amino acid (BCAA) biosynthesis, carbon utilization, and cofactor me-
tabolism. This work expands the scope of a previously established mechanism for
growth inhibition of NRB by cysteine and provides new evidence for the mechanism of
sulfide inhibition (19).

RESULTS
Phenotypic characterization of I. calvum during nitrate reduction and the

impact of cysteine and sulfide on growth. To characterize growth effects of reduced
sulfur compounds, we first investigated the ability of I. calvum to grow anaerobically in
the absence of cysteine, which is typically used as a reducing agent in anoxic culture
medium (3, 20). Consistent with its genome-encoded capabilities (Fig. 1A), in the ab-
sence of cysteine, I. calvum utilized incomplete denitrification to grow on nitrate.
Within the first 50 h, ;50% of the total nitrate in the growth medium was reduced to

FIG 1 Nitrate-reducing phenotype of I. calvum and the growth inhibitory effects of cysteine and sulfide. (A) The genome
sequence of I. calvum encodes two nitrate reduction pathways: partial denitrification to nitrous oxide and dissimilatory reduction
to ammonia (DNRA). (B) Growth characteristics and dynamics of nitrate reduction by I. calvum with 30mM nitrate and 20mM
lactate. Growth characteristics of I. calvum in the presence of increasing concentrations of cysteine (C) and sulfide (D). (E) Growth
characteristics of cultures sampled for transcriptomic and metabolomic profiling. Profiling timelines varied across conditions based
on growth characteristics. Cysteine treatment cultures contained 0.25mM cysteine. Sulfide treatment cultures contained 0.25mM
sulfide. Triangles indicate points at which samples were collected. Samples for transcriptomics were collected as biological triplicates
at all four time points, whereas samples for metabolomics were collected as five biological replicates at the first two time points for
each condition. Shaded regions in all plots represent standard deviation across biological replicates (n$ 3).
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nitrite, which accumulated transiently, before complete reduction to nitrous oxide after
;100 h (Fig. 1B). We also found that varying the carbon-to-nitrogen ratio in the me-
dium led to increased DNRA activity when nitrate was limited (see Fig. S1 in the sup-
plemental material). Subsequently, we subjected I. cavum to growth assays in minimal
medium with increasing concentrations of cysteine or sulfide. Both compounds inhib-
ited the growth of I. calvum in a dose-dependent manner, with complete growth inhi-
bition at .0.05mM cysteine and .0.1mM sulfide (Fig. 1C and D). Notably, the inhibi-
tory effect of cysteine and sulfide was observed only under anoxic conditions, when
the primary mode of growth was by nitrate reduction (see Fig. S2B). Furthermore, we
confirmed that recovery from inhibition at lower concentrations of cysteine and sulfide
was not due to oxygen leakage, suggesting potential physiological adaptation, includ-
ing plausible activation of a tolerance mechanism(s) (Fig. S2C).

Transcriptome-wide changes induced by cysteine and sulfide treatment. To elu-
cidate mechanisms of growth inhibition and recovery, we profiled temporal changes in
both the transcriptome and metabolome of I. calvum cultured with and without cyste-
ine or sulfide (Fig. 1E). Cysteine revealed a substantial inhibitory effect, with ;20% of
the growth and ;50% of the nitrate reduced compared to that of the control, while
cultures treated with sulfide showed a similar growth and nitrate reduction/nitrite pro-
duction extent but at a lower rate, requiring ;160 h compared to ;70 h in the control
culture. Differentially expressed genes (DEGs) across treatments and regular growth
conditions were identified using DESeq2-normalized transcriptome sequencing (RNA-
seq) data and Boruta (21, 22). Altogether, a total of 362 of 3,687 genes in the I. calvum
genome were differentially regulated in response to cysteine or sulfide treatment (see
Fig. S3), of which, 162 DEGs were associated with the response to cysteine, with 82
genes downregulated and 80 genes upregulated. A similar number of DEGs (139 in
total) were associated with response to sulfide treatment; 90 of these genes were sig-
nificantly downregulated and 49 were significantly upregulated. Finally, a total of 146
DEGs were different between cysteine and sulfide treatments; of these, 90 were down-
regulated by cysteine relative to sulfide treatment, and 56 were upregulated. We per-
formed k-means clustering and pathway ontology enrichment analysis to elucidate
global patterns in pathway regulation associated with growth inhibition and recovery
in response to cysteine and sulfide treatment (Fig. 2). We present the results of this
analysis in the context of treatment type, highlighting similarities and differences
across responses to cysteine and sulfide.

(i) Transcriptional response to cysteine treatment. We discovered that cysteine
treatment resulted in the differential regulation of 162 genes within 94 of 294 path-
ways annotated by MetaCyc, 55 of 108 pathways annotated by SEED, and 117 of 548
GO biological process terms, including those associated with amino acid, fatty acid,
and cofactor biosynthesis, transport processes, sulfur and central carbon metabolism,
and terminal cytochrome oxidase activity (Fig. 2; Fig. S3). Clustering and pathway
enrichment analysis revealed that 28 MetaCyc pathways were significantly enriched in
DEG clusters. While the differential regulation of 23 of 34 genes of sulfur metabolism
was expected, there were distinct patterns of change that differed across related path-
ways and treatments. For instance, 19 of 25 total genes in the cysteine and methionine
biosynthesis pathways and 1 of 2 predicted cysteine transporters were downregulated
in response to cysteine but not sulfide treatment (Fig. S3B). Similarly, 3 of 5 genes
involved in the biosynthesis of the glutathione analog mycothiol were also downregu-
lated. In contrast, while the upregulation of sulfur oxidation (3 of 8 genes) in response
to cysteine was consistent with concomitant downregulation of sulfate uptake (4 of 6
predicted transporters or uptake facilitators), there was a variable response of genes
associated with disulfide bond reduction, with 1 upregulated and 1 downregulated
among the 5 predicted to be involved in this process.

The dysregulation of cobalamin (vitamin B12) biosynthesis (17 of 20 genes were
downregulated and 1 was upregulated) was consistent with the role of this cofactor in
DNA metabolism and fatty acid biosynthesis (Fig. 2C; Fig. S3B), which were also down-
regulated (13 of 27 genes of fatty acid biosynthesis; 15 of 55 DNA metabolism genes).
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The upregulation of 7 of 18 genes associated with iron and copper uptake potentially
reflects the importance of these metals as enzyme cofactors across metabolic path-
ways that were differentially regulated and the need to replenish copper(II) and iron
(III) reduced or sequestered by cysteine (23, 24). Finally, cysteine treatment resulted in
a shift in central carbon metabolism toward utilization of the glyoxylate cycle, based
on the downregulation of 5 of 7 genes associated with the conversion of isocitrate to
malate in the tricarboxylic acid (TCA) cycle and upregulation of 4 of 6 genes associated
with the production of glyoxylate and its subsequent conversions (Fig. 2C; Fig. S3B).

(ii) Transcriptional response to sulfide treatment. Sulfide treatment resulted in
the differential regulation of 139 genes across metal ion transport (19 of 38 genes),
RNA metabolism (19 of 63 genes), glycerol uptake and utilization (4 of 6 genes), vita-
min B12 biosynthesis (11 of 20 genes), central carbon metabolism (28 of 64 genes with
DEGs distributed among the TCA cycle, glycolysis, and pyruvate metabolism), sulfite
oxidation (YedY-YedZ), and terminal cytochrome oxidase activity (6 of 11 genes)
(Fig. 2C and S3B). Some of these responses triggered by sulfide treatment, such as
downregulation of the TCA cycle (15 of 24 genes), were similar to the response to cys-
teine treatment (Fig. S3B). However, several responses differed between the two treat-
ments, including the absence of differential regulation of cysteine, methionine, and
mycothiol biosynthesis genes in response to sulfide treatment. The upregulation of
thiol-oxidizing cytochrome oxidases by cysteine and sulfide implicates these genes in
relieving oxidative stress resulting from the two treatments. However, the specific cyto-
chrome oxidases upregulated differed across the two treatments, with Ical_3589,
Ical_3588, and Ical_3156 (annotated as thioredoxin/protein-disulfide isomerases and a
cytochrome c biogenesis protein CcdA) upregulated by cysteine and Ical_0754,
Ical_0755, and Ical_0756 (all cytochrome c biogenesis proteins CcdA and CcdB) upreg-
ulated by sulfide (Fig. S3B). Similarly, the expression of many transporters that were
downregulated by cysteine were less affected by sulfide (e.g., lactate and sulfate). The
up- and downregulation patterns of specific metal ion transporters also varied across

FIG 2 I. calvum’s transcriptional responses to cysteine and sulfide treatment. (A) Differentially expressed genes (DEGs) clustered into
five groups using k-means. Expression levels displayed were normalized using the Z-score. MetaCyc pathway terms enriched in each
cluster (B) and average Z-score normalized expression of select pathways and processes (C). Bars indicate comparisons for which
differences were significant. *, P , 0.05; ***, P , 0.001. Boxplots display estimates of data minimum (left whisker), median (line
within box), maximum (right whisker), and interquartile range (box dimensions) as well as possible outliers (points beyond whiskers).
Data are overlaid as scatter points.
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the two treatments (e.g., cobalt, nickel, zinc, and iron). Ferrous iron transport genes, for
instance, were downregulated in the presence of sulfide but not by cysteine treatment,
while cobalt and nickel transporters were unaffected by sulfide but were upregulated
by cysteine treatment. This was unexpected given the ability of sulfide to sequester
these metals and potentially induce stress via their limitation. Finally, the upregulation
of glycerol-3-phosphate transporters by sulfide treatment, even though glycerol and
glycerol-3-phosphate were not added to the growth medium, suggested that high lev-
els of sulfide might be coupled to availability of these compounds in some niches
occupied by I. calvum (Fig. S3B).

Metabolome changes during cysteine and sulfide treatment. We investigated
the physiological consequences of sulfide and cysteine treatment by performing untar-
geted metabolomics using liquid chromatography-electrospray ionization-quadrupole
time of flight mass spectrometry (LC-ESI-QTOF-MS) for samples collected at early
phases of growth (Fig. 1E). Clustering of metabolomes into distinct groups by princi-
pal-component analysis (PCA) demonstrated high reproducibility across replicate
measurements and suggested that treatment conditions had distinct effects on feature
abundances (see Fig. S4). The mass spectra were analyzed using XCMS Online to iden-
tify mass spectral features that were significantly and reproducibly different in relative
abundance of total ion intensities across replicates in each of the two treatments (25,
26). Altogether, the untargeted metabolomics identified a total of 51 mass spectral fea-
tures which mapped to 60 putative metabolites. Of these, 32 were differentially abun-
dant in cysteine-treated cultures, and 39 were differentially abundant in sulfide-treated
cultures. We mapped the putative metabolites to MetaCyc metabolic pathways
encoded in the I. calvum genome using XCMS Online and identified 12 pathways,
including isoleucine biosynthesis, glycerol degradation, and methionine biosynthesis,
that were dysregulated in both treatments. Five pathways, including the glyoxylate
cycle and TCA cycle, were dysregulated only in cysteine treatment, whereas 16 path-
ways, including valine biosynthesis, leucine biosynthesis, and alanine biosynthesis,
were dysregulated in just sulfide treatment (Fig. 3A and B).

To confirm the finding that amino acid metabolism was dysregulated across both
treatments, we quantified the absolute abundance of 15 amino acids using targeted
metabolomics and amino acid standards (Fig. 3C). This analysis revealed that with the
exception of arginine and threonine, which changed in abundance only in sulfide
treatment, the abundance of 9 amino acids, including 2 of 3 BCAAs (valine and isoleu-
cine), was significantly reduced by both treatments but generally more so by sulfide
treatment (except isoleucine). Dysregulation of the TCA cycle, glyoxylate cycle, mixed
acid fermentation, and anaerobic respiration suggested that cysteine and sulfide treat-
ment also resulted in a potential shift in the carbon metabolism of I. calvum.

Putative mechanisms for growth inhibition and recovery of I. calvum during
cysteine and sulfide treatment. The dysregulated pathways identified by metabolo-
mics were consistent with the differential regulation of enzymes observed at the tran-
scriptional level (e.g., mycothione biosynthesis, amino acid biosynthesis, glyoxylate
cycle, and TCA cycle). For instance, consistent with transcriptional downregulation of
mycothione synthase, the abundance of mycothione was decreased to an almost
undetectable level in early phases of growth for cysteine treatment (see Fig. S5). This
low-molecular-weight thiol is known to play a role in mitigating oxidative stress (27).
However, it is unclear what role this compound may have played in the response to
cysteine and sulfide treatment given the reduced levels of its oxidized form and down-
regulation of biosynthesis genes.

All enzymes of both denitrification and DNRA pathways were progressively downre-
gulated by cysteine through all stages of growth (Fig. 4A). This pattern of downregula-
tion was consistent with reduced nitrate and nitrite reductase activity as well as com-
plete growth inhibition through the entire course of the experiment (Fig. 1E). In
contrast, sulfide treatment resulted in transient downregulation of the nitric oxide-pro-
ducing nitrite reductase (Nirk; Ical_2449) and nitric oxide reductase (Nor; Ical_0054),
both of which were impacted during the early phase of growth but later recovered.
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Meanwhile, both nitrate reductase (Nar; Ical_1176, Ical_1188, and Ical_1210) and the
ammonium-producing nitrite reductase (NrfA; Ical_0747 and Ical_0748) were upregu-
lated by sulfide treatment, especially in mid-to-late growth phases, suggesting a shift
from denitrification to DNRA (Fig. 4A). These expression patterns were consistent with
growth inhibition and recovery patterns as well as changes in nitrate and nitrite levels
during sulfide treatment (Fig. 1E).

The uptake and metabolism of acetate and lactate were repressed in both treat-
ments, but the specific regulation patterns of genes associated with the transport and
metabolism of these compounds varied somewhat between treatments. Lactate trans-
port was downregulated more severely in the presence of cysteine than with sulfide
treatment, while acetate transport was less affected by cysteine treatment and more
so by sulfide treatment (Fig. 4B and C). These observations were consistent with per-
turbed abundance of intermediates of both the carbon and amino acid metabolism
pathways (Fig. 4B and C). Cysteine and sulfide treatments also resulted in the dysregu-
lation of 8 and 3 of 15 genes, respectively, for BCAA biosynthesis (e.g., threonine deam-
inase; Ical_2218 and Ical_2634) and 2-isopropylmalate synthase (Ical_1041 and
Ical_1304) (19). The differential regulation of these pathways was consistent with the
altered abundance of intermediates and end products of this pathway (Fig. 4B). For
instance, the downregulation of threonine deaminase coincided with the reduced
abundance of mass spectral features that matched end products of this enzyme (2-
ketobutyrate and 2-iminobutanoate) as well as threonine (Fig. 4B). Additionally, 11 of
20 genes associated with L-valine degradation were upregulated initially (first time

FIG 3 Metabolome changes during physiological adaptation to cysteine and sulfide treatment. (A) Hierarchically clustered metabolomic feature abundances for
those with putative identities scaled using natural logarithm and normalized with Z-score. (B) Pathways identified as significantly dysregulated in cysteine or
sulfide treatment relative to no treatment based on enrichment of differentially abundant putative metabolites. (C) Concentrations of amino acids quantified
using targeted metabolomics displayed. Bars indicate significance level of select comparisons. *, P , 0.05; **, P , 0.01. Boxplots display estimates of data
minimum (left whisker), median (line within box), maximum (right whisker), and interquartile range (box dimensions) as well as possible outliers (points beyond
whiskers). Data are overlaid as scatter points.
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point) or later in growth during cysteine treatment (e.g., Ical_1011 and Ical_1143),
which may have served as a source of carbon (via production of propanoyl coenzyme
A [propanoyl-CoA]) in lieu of repressed carbon uptake (28).

The global transcriptomics and metabolomics analyses (Fig. 2 and 3) also suggested
that glycerol degradation was dysregulated during cysteine and sulfide treatment.
Exploring this possibility, we identified a pathway coupling glycerol and glycerophos-
phodiester oxidation to nitrate reduction (Fig. 4D). Supporting the relevance of this path-
way, transport of glycerol-3-phosphate and oxidation of glycerophosphodiesters to glyc-
erol-3-phosphate were upregulated in the presence of sulfide (e.g., Ical_0677, Ical_0177,
and Ical_0523). Subsequent steps linking oxidation of glycerol-3-phosphate to nitrate
reduction were unaffected by sulfide treatment (i.e., neither upregulated or downregu-
lated). Meanwhile, all pathway steps except the oxidation of glycerol-3-phosphate to
glycerone-phosphate were downregulated by cysteine treatment (Fig. 4D). Thus, glycerol
or glycerophosphodiesters may provide an alternative or complementary means of pro-
ducing reducing equivalents for nitrate reduction during sulfide-induced stress. In sum-
mary, the integrated analysis of changes at the levels of the transcriptome and the
metabolome in the context of growth and phenotype characteristics identified a shift in
carbon metabolism and the repression of branched-chain amino acid biosynthesis as
potential mechanisms of growth inhibition by cysteine and sulfide.

FIG 4 Integrated analysis of transcriptional and metabolic changes. Expression profiles for each condition are displayed as a heat map for genes predicted
to be involved in nitrate reduction (A), branched-chain amino acid biosynthesis (B), acetate utilization (C), and glycerol-3-phosphate coupled nitrate
reduction (D). In each panel, the expression level normalized by Z-score is displayed. In each heat map, rows are genes associated with the pathway step
(integer numbers note individual enzymes, while decimals indicate subunits), and columns are condition time points. Nt, no treatment control; Cys,
cysteine treatment; Sulf, sulfide treatment. Additionally, for specific metabolites for which the absolute concentration was quantified (e.g., amino acids) or
for which a metabolomic feature was associated, the Z-score of the metabolite abundance (or relative abundance) is displayed. The metabolomic feature
number is indicated for metabolites with putative identification. Error bars represent the standard deviations from biological replicates (n$ 3).
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Alternate carbon sources and BCAA supplementation rescue growth inhibition
by cysteine and sulfide. Based on the findings of the systems analysis, we designed
experiments to test hypotheses regarding specific mechanisms underlying the growth
inhibition effects of cysteine and sulfide. We hypothesized that providing an alterna-
tive carbon source or supplementing with BCAAs would rescue the growth-inhibitory
effects based on dysregulation of both pathways at the transcriptional and metabolic
levels. To test these hypotheses, we assayed growth characteristics and nitrate metab-
olism of I. calvum in media supplemented with various carbon sources (lactate, acetate,
and glycerol) or a mixture of BCAAs (Fig. 5). Supplementation with 1mM BCAAs (in the
presence of lactate) relieved growth inhibition by both reduced sulfur compounds,
with complete growth recovery of cultures treated with 0.2mM cysteine. In the pres-
ence of BCAAs, cysteine-treated cultures also readily reduced nitrate, nitrite, and accu-
mulated nitrous oxide. In the absence of supplementation, cysteine treatment
impaired these activities, in agreement with previous observations. BCAAs also relieved
growth inhibition by 0.2mM sulfide, contributing to a significant reduction in recovery
time (t test P = 4� 1024) compared to that of cultures with sulfide alone, which took
an additional 60 h to recover on average. Sulfide-treated cultures supplemented with
BCAAs also reduced nitrate at a greater rate within the first 100 h of growth than cul-
tures treated with sulfide alone and accumulated greater quantities of nitrous oxide
following recovery (Fig. 5).

Changing the carbon source from lactate to acetate resulted in slower growth and
reduced carrying capacity (i.e., maximum optical density at 600 nm [OD600]). Acetate
also mitigated the inhibitory effect of cysteine in the early and mid-growth phases but
not in the stationary phase (Fig. 5B). Acetate worsened the growth-inhibitory effect of

FIG 5 Supplementation experiments support the role of pathway dysregulation predicted by transcriptomics and
metabolomics. Supplementation conditions consisted of a branched-chain amino acid mixture (Iso, Leu, and Val, each at
1mM [1BCAAs]) plus 20mM lactate, 30mM glycerol (1Glycerol) plus 20mM lactate, 20mM lactate alone (1None), or 20mM
acetate alone (1Acetate). The effects of supplementation on growth and denitrification/DNRA for untreated (A), 0.2mM
cysteine treated (B), and 0.2mM sulfide treated (C). Shaded regions depict the standard deviations from biological replicates
(n$ 3).

Modulation of Denitrification by Sulfur Metabolites

January/February 2021 Volume 6 Issue 1 e01025-20 msystems.asm.org 9

https://msystems.asm.org


sulfide. Interestingly, the inhibitory effects of cysteine and sulfide mirrored the patterns
of differential regulation of acetate uptake genes during growth with lactate (Fig. 4C).
In contrast, glycerol by itself did not support growth of I. calvum (unpublished observa-
tion), but in combination with lactate, it reduced the inhibitory effects of sulfide but
not cysteine. Sulfide-treated cultures supplemented with glycerol and lactate had sig-
nificantly decreased recovery times relative to those of sulfide-treated cultures grown
with lactate alone (t test P = 0.027), although the effect was less significant than for
supplementation with BCAAs. Meanwhile, glycerol supplementation had no detectable
effect on the recovery from cysteine inhibition in cultures grown with lactate (no re-
covery observed over 200 h), which was consistent with expression patterns associated
with glycerol utilization (Fig. 4D). Altogether, these experiments corroborated our
hypotheses for how dysregulation of carbon metabolism and BCAA biosynthesis mech-
anistically contribute to the inhibitory effects of cysteine and sulfide on the growth of
I. calvum.

DISCUSSION

In this study, we characterized dose-dependent growth inhibition by cysteine and
sulfide on a groundwater-associated nitrate reducer, I. calvum. Our systems analysis
revealed that a shift in carbon metabolism and the repression of BCAA biosynthesis
were two potential mechanisms of growth inhibition by reduced sulfur compounds,
which we subsequently tested in a series of supplementation experiments. Growth in-
hibition by cysteine and sulfide in the presence of lactate was consistent with the
downregulation patterns of lactate uptake and metabolism, which were severe in the
presence of cysteine but were only observed in early stages of sulfide treatment
(Fig. 4B and 5). Acetate, on the other hand, relieved growth inhibition by cysteine,
which upregulated acetate uptake and metabolism during early stages of growth.
However, acetate failed to relieve growth inhibition during sulfide treatment, likely
due to the downregulation of both its uptake and metabolism (Fig. 4C and 5). In con-
trast, glycerol reduced the severity of growth inhibition by sulfide but not cysteine
treatment, consistent with the expression patterns of the associated pathways and
modest increase in the rate of nitrate reduction for sulfide-treated cultures supple-
mented with glycerol (Fig. 4D and 5). Collectively, these data demonstrate that the
availability of an appropriate carbon source can play an important role in mediating
the growth-inhibitory effects of reduced sulfur compounds and thus potentially also
mediate the interplay between NRB and SRB.

Cysteine is known to have cytotoxic effects in various contexts, and studies in
Escherichia coli established a mechanistic link between cysteine-induced growth inhibi-
tion and repression of BCAA biosynthesis (19, 29–31). While our findings on the mecha-
nism by which cysteine inhibits growth of I. calvum are consistent with previous litera-
ture, we have discovered that growth inhibition by sulfide also acts through
dysregulation of BCAA biosynthesis. However, our results demonstrated that cysteine
and sulfide may act on different enzymatic steps in BCAA biosynthesis (Fig. 4B).
Furthermore, our data showed that in addition to BCAA biosynthesis, carbon uptake
played an important role in growth inhibition and that cysteine and sulfide treatment
had broad and distinct impacts on the regulation of other pathway activities (e.g., TCA
cycle and vitamin B12 and mycothiol biosynthesis). In addition, whereas growth inhibi-
tion of I. calvum by cysteine and sulfide treatments was observed only under anoxia, in
E. coli, this phenomenon was observed under oxic conditions (30, 31). Thus, for I. cal-
vum, repression of genes involved in nitrate respiration likely also underlies the
observed phenomenon. Indeed, all genes in the denitrification pathway were severely
repressed during cysteine treatment, and pathway activity was significantly reduced
(Fig. 1E and 4A). Sulfide treatment also resulted in downregulation of the denitrifica-
tion pathway prior to recovery, but interestingly, the DNRA pathway was upregulated
(Fig. 4A). While significant accumulation of ammonium was not observed during sul-
fide treatment, the sulfide-induced shift from denitrification to DNRA is consistent with
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previous work on the effect of sulfide on the activities of nitrate-reducing communities
in freshwater, wastewater, and sediment (16, 32–34).

I. calvum recovered from the inhibitory effects of cysteine and sulfide and achieved
a normal growth rate within 300 h of treatment, with low-to-moderate doses of cyste-
ine (,0.1mM) and sulfide (,0.15mM). The recovery from cysteine inhibition could
have been mediated by the upregulation of a putative cystathionine gamma-lyase (EC
4.4.1.1, Ical_3515), which metabolizes cysteine into pyruvate, hydrogen sulfide, and
ammonia. Overexpression of this enzyme, also known as cysteine desulfhydrase, con-
fers resistance to cysteine in E. coli (35). We also discovered that genes associated with
pyridoxidal-59-phosphate biosynthesis (a cofactor of cystathionine gamma-lyase), iron
transport, cytochrome c assembly, and sulfide:quinone oxidoreductase (EC 1.8.5.4,
Ical_1214) were upregulated. Taken together, these observations suggest a recovery
mechanism in which cysteine is first reduced to sulfide by cystathionine gamma-lyase
and then oxidized to polysulfide by sulfide:quinone oxidoreductase (36). This putative
cystathionine-mediated recovery mechanism might be utilized due to lack of availabil-
ity of the mycothione-based primary redox stress response as a result of the downreg-
ulation of mycothiol synthase and other mycothiol-dependent enzymes during treat-
ment with cysteine (see Fig. S5 in the supplemental material) (37). While cysteine is a
reactant in mycothiol biosynthesis, the decrease in mycothione levels was likely due to
the unavailability of precursors generated by BCAA biosynthesis, which was downregu-
lated by cysteine treatment. It is also plausible that reducing conditions and increased
thiol levels resulting from excess cysteine could have triggered sulfur relay pathways
to decrease the synthesis of mycothione. Dysregulation of the sulfur pool can also alter
protein translation via tRNA thiolation pathways and affect growth (38). Like cysta-
thione and mycothione, the thiols of thioredoxins, which were upregulated by both
cysteine and sulfide, could have also played a role in recovery from reduced sulfur
stress by scavenging excess cysteine through the formation of intermolecular disulfide
bonds (39).

Interestingly, sulfide:quinone oxidoreductase and the other genes implicated in re-
covery from cysteine were not upregulated during sulfide treatment, suggesting the
mechanism of recovery from sulfide inhibition is different. Terminal cytochrome c oxi-
dases that were upregulated by sulfide treatment (e.g., Ical_0754, Ical_0755, Ical_0756,
Ical_0747, and Ical_0748) could have facilitated its oxidation via the reduction of heme
(Fig. S3B) (40). Among these cytochrome c oxidases are thioredoxin/protein-disulfide
isomerases, cytochrome c biogenesis protein CcdA, and those in the DNRA pathway,
which suggests that sulfide oxidation may have been coupled to dissimilatory nitrate
reduction to ammonia, as observed previously in freshwater nitrate-reducing commun-
ities exposed to sulfide (16). In stark contrast to the response to cysteine, mycothione
biosynthesis and thioredoxin system genes were unaffected by sulfide treatment, sug-
gesting their possible involvement in sulfide scavenging, clearing, or removal of free
sulfide-induced disulfide bonds or nitroso groups (41). Thus, the systems analysis dem-
onstrates that the recovery of growth of I. calvum from cysteine and sulfide inhibition
likely occurs through distinct mechanisms.

Our results broaden the scope of knowledge regarding the inhibitory effects of
reduced sulfur compounds and provide additional insights into the competition
between SRB and NRB in the environment. It is a well-accepted principle that NRB can
outcompete SRB for carbon based on the thermodynamics of denitrification and sul-
fate reduction, which is the basis for nitrate injections into oil wells to prevent souring
from sulfide production (14, 42, 43). However, several studies have found exceptions to
simple thermodynamic principles, which suggests that in order to better understand
microbial community assembly and interactions in the environment, more research is
needed (44–47). In line with this notion, the interactions between NRB, SRB, and their
metabolites are complex and not fully characterized. For instance, certain SRB have
been shown to perform DNRA (a higher energy-yielding metabolism than sulfate
reduction), but this activity is inhibited by the presence of sulfide (48). Furthermore,
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previous work has shown that SRB that lack nitrite reductase are inhibited by nitrate
and nitrite (13). Other studies have shown that certain NRB are inhibited by sulfide
(15). Our findings, that growth and activity of the NRB I. calvum is inhibited by elevated
levels of sulfide and cysteine, build on this prior work and provide a mechanistic expla-
nation for mutual exclusion of SRB and NRB in certain environments. Specifically, ther-
modynamic considerations and the inhibitory effects of nitrite likely exclude SRB from
niches occupied by NRB and, conversely, elevated levels of sulfide may prevent growth
of NRB in niches where SRB are active. These mechanistic hypotheses are supported by
observations of the effects of sulfide on denitrification activity in freshwater and waste-
water communities (16, 32) and are also consistent with an observed stratification of
SRB and NRB activities down the vertical transect of sediment cores sampled and ana-
lyzed from the FRC. Specifically, transects of the cores that had supposed sulfate reduc-
tion activity (based on sulfide detection) and denitrification activity (based on acety-
lene block activity assays) were spatially separated (K. De León, E. Majumder, and F.
von Netzer, personal communication, December 2020). However, there are notable
exceptions, such as certain bacteria that couple nitrate reduction to sulfide oxidation
and thrive under conditions where both nitrate and sulfide are present (49).
Additionally, the observation that I. calvum was capable of recovering from reduced
sulfur stress suggests that NRB have developed mechanisms to overcome the inhibi-
tory effects of moderate cysteine and sulfide levels and coexist with SRB in some envi-
ronments. Functional genomic screens and laboratory evolution studies using mixed
communities of NRB and SRB could help to better elucidate the biotic and abiotic con-
straints on competition between NRB and SRB (50).

MATERIALS ANDMETHODS
Strains and medium preparation. I. calvum C5 was isolated from groundwater obtained from a

well (GW 247) at the Oak Ridge Field Research Center (FRC) that is highly contaminated with nitrate
(.200mM). Growth studies were performed at 30°C in defined minimal medium containing 20mM so-
dium lactate and 30mM sodium nitrate at pH 7.2 with a 80:20 N2-CO2 headspace (see Text S1 in the sup-
plemental material for additional details). For supplementation experiments, cysteine (L-cysteine; Sigma-
Aldrich), hydrogen sulfide (sodium sulfide hydrated technical grade chips [Fisher Scientific] or sodium
sulfide nonahydrate [Santa Cruz Biotechnology]), isoleucine (L-isoleucine; Sigma-Aldrich), leucine (L-leu-
cine, Sigma-Aldrich), valine (L-valine; Sigma-Aldrich), sodium acetate (Sigma-Aldrich), and glycerol (mo-
lecular biology grade; Sigma-Aldrich) were added from sterile anoxic stocks. All growth assays were per-
formed using cultures revived from freezer stocks, which were allowed at least one full growth cycle.

Growth measurements. For all experiments, cell concentration was monitored in Balch tubes (10-
ml culture volume) with periodic measurements of the optical density at 600 nm (OD600) using a
Spectronic 200 spectrophotometer (Thermo Fisher). Blank subtraction was performed using Balch tubes
containing medium with no cells. Initial cell densities were normalized to ;0.01 OD600 units for all
experiments.

Measurement of nitrogen species. Nitrite, total oxidized nitrogen (TON; nitrite plus nitrate), and
total ammonia (ammonia and ammonium) content in media were quantified using the Gallery auto-
mated photometric analyzer (Thermo Fisher). Measurements were calibrated using sodium nitrite, so-
dium nitrate, and ammonium chloride. Nitrous oxide was measured by gas chromatography (model
8610; SRI Instruments) with nitrogen as the carrier gas, a 182.9-cm HayeSep D column (SRI Instruments),
and an electron capture detector (ECD).

Measurement of oxygen concentration. The concentration of dissolved oxygen was monitored in
Balch tubes using a FireStingO2-Mini fiber optic oxygen meter with a temperature-compensated 3-mm-
diameter optode and oxygen sensor spots (Pyroscience). Sensor spots were attached to the interior of
Balch tubes below the 10-ml liquid level using silicone glue and calibrated using sodium sulfite solution
and oxygen-saturated growth medium. Both temperature and the ionic strength of the medium were
taken into account for the purpose of calibration and subsequent measurements.

Transcriptomics profiling and analysis. (i) Sample collection and sequencing. I. calvum C5 was
cultured in biological triplicates, in medium containing either 0.25mM cysteine or 0.25mM sulfide
(Fisher) (see Fig. S2A and Text S1 for treatment of batch effects). Aliquots (10ml) were collected at four
time points for transcriptome profiling (Fig. 1E), and cell pellets were harvested under anoxic conditions
by centrifugation at 4,000 � g. Cell pellets were flash frozen in liquid nitrogen, and total RNA was
extracted using hot phenol-chloroform (51). The Ribo-Zero bacterial kit (Illumina) was used for rRNA
depletion, and the TruSeq Stranded mRNA library preparation kit (Illumina) was used for library prepara-
tion. Sequencing was performed using the NextSeq platform (2 by 75 bp, Illumina) with 10 to 15 million
reads per sample.

(ii) Read processing. RNA sequencing reads were analyzed with FastQC according to Illumina’s
default quality filtering process and then trimmed using base quality scores by Trimmomatic (52, 53). A
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quality score of 20 was used for read trimming and quality filtering. Reads were aligned to the genome
of Intrasporangium calvum C5 (NCBI BioProject PRJNA475609) (3, 52) using Spliced Transcripts
Alignment to a Reference (STAR) (54) followed by tabulation of transcript abundances by HTSeq-count
(55).

(iii) Differential expression analysis, clustering, and functional enrichment. Normalized expres-
sion data obtained from DESeq2 (21) were filtered to remove genes with consistently low expression lev-
els (among the lower 1% of normalized expression values across all conditions). Boruta, a random forest-
based feature selection algorithm, was used to perform pairwise comparisons of transcriptional profiles
across treatments in order to identify differentially expressed genes (DEGs) using Z-score-transformed
normalized expression (22). Gene ontology (GO) and MetaCyc annotations were obtained by comparing
features in the genomes of I. calvum C5 and the type strain I. calvum 7 KIP (for which these annotations
were available) using reciprocal BLAST (56, 57). Reciprocal BLAST default parameters were used.
Sequence matches were required to be at least 70% identical within the aligned region, and high-scor-
ing segment pair alignment had to cover at least 50% of the query sequence. SEED annotations were
obtained using DIAMOND to map transcript reads against the SEED database of annotated microbial
protein sequences (58, 59). Default DIAMOND search parameters and the BLASTX option were used to
query transcript sequences against the SEED protein database. DEGs identified by Boruta were clustered
using the scikit-learn implementation of the k-means algorithm (60). Additional statistical analyses,
including principal-component analysis (PCA), significance testing, and functional enrichment were per-
formed using tools from the python scikit-learn, SciPy, and NumPy packages (60–62). The significance of
GO, MetaCyc, and SEED term enrichment among k-means clusters was assessed by comparing term fre-
quencies within each cluster to their frequencies in the genome using a hypergeometric test.
Significantly enriched terms (P# 0.05 and Benjamini-Hochberg false-discovery rate q, 0.01) were
reported (see Table S1) (63). Gene level expression comparisons were performed for the pathways iden-
tified using SEED, GO, and MetaCyc process and pathway annotations (59, 64, 65). Expression level differ-
ences were assessed by Welch’s t test, and genes were reported as dysregulated if differences were sig-
nificant (P# 0.05 and Benjamini-Hochberg false discovery rate q, 0.01) (see Table S2).

Metabolomics profiling and analysis. (i) Extraction. Metabolomic analysis was performed for five
biological replicates over two time points during growth of I. calvum C5 in medium containing 0.25mM
cysteine or 0.25mM sulfide (Fisher) (see Text S1 for treatment of batch effects). Cell culture aliquots
(10ml) were harvested under anoxic conditions by centrifugation at 4,000 � g, flash frozen in liquid
nitrogen and stored at 280°C. Frozen cell pellets were thawed on ice and resuspended in a 2:2:1 solu-
tion of acetonitrile, methanol, and water. Metabolites were extracted according to a standard approach,
dried, and reconstituted in volumes of acetonitrile-water solution (1:1 [vol/vol]) normalized to protein
content in the sample. Following extraction, samples were transferred to liquid chromatography-mass
spectrometry autosampler vials and were stored at 280°C until analysis. See Text S1 for additional
details.

(ii) High-resolution mass spectrometry untargeted analysis. Metabolite mixtures were analyzed
with liquid chromatography electrospray ionization quadrupole time-of-flight mass spectrometry
(LC-ESI-QTOF-MS) (Bruker impact II) in both positive and negative electrospray ionization modes.
Metabolites were separated by gradient elution with the mobile phase consisting of various ratios of
water containing 0.1% formic acid and acetonitrile containing 0.1% formic acid. For the amide
hydrophilic interaction chromatography analysis, metabolites were separated by gradient elution
with the mobile phase composed of various ratios of water-acetonitrile (95:5 [vol/vol]) containing
20mM ammonium acetate, 40mM ammonium hydroxide, and water-acetonitrile (5:95 [vol/vol]). See
Text S1 for additional details.

(iii) Targeted metabolomics analysis of amino acid concentration. Samples were analyzed on an
Agilent 6495 triple quadrupole mass spectrometer coupled to an Agilent 1290 ultraperformance liquid
chromatography stack. Separation was carried out using an Imtakt amino acid column. Targeted
masses and retention times were selected based on previously established reference standards for
each amino acid.

(iv) Data processing, metabolite annotation, and statistical analysis. Raw data were processed
and analyzed using XCMS Online (25, 66–68). Metabolite features shared across all samples were identi-
fied using a multigroup analysis and compared for differential abundance. Differentially abundant
metabolite features were identified with a total ion intensity of .10,000 and an associated abundance
fold change of .3 in sulfide or cysteine-treated samples relative to the control sample (P# 0.01). The fil-
tered feature data table was annotated via an accurate mass search against METLIN using a 25-ppm win-
dow and manual inspection of putative identification hits for each feature (69–71). Dysregulated path-
ways were annotated by considering the enrichment of differentially abundant metabolites predicted
by METLIN using the Systems Biology results feature of XCMS Online (25, 26). Pathways with a significant
enrichment of differentially abundant metabolite features (P# 0.01) and coverage of at least 20% were
reported. Additional statistical analyses, including PCA, clustering, and significance testing, were per-
formed using tools from the python scikit-learn, SciPy, and NumPy packages with Z-score-standardized
log peak areas (60–62). Pathways and putative metabolites were compared to the results of the corre-
sponding samples in the transcriptomic analysis.

Data availability. Processed data tables as well as code to reproduce the main figures and key anal-
yses in this study are available as part of a GitHub repository at https://github.com/baliga-lab/Ical_S
_Inhibition. The untargeted metabolomics data reported in this paper are publicly available on XCMS
Online (https://xcmsonline.scripps.edu, in the public shares section). The RNA-sequencing data reported
in this paper have been deposited in the NCBI GEO database (accession no. GSE158822).
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