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Abstract: Motor vehicle crashes are the third leading cause of preventable-injury deaths in the
United States. Previous research has found links between the socioeconomic characteristics of driver
residence zip codes and crash frequencies. The objective of the study is to extend earlier work by
investigating whether the socioeconomic characteristics of a driver’s residence zip code influence
their likelihood of resulting in post-crash medical services. Data were drawn from General Use Model
(GUM) data for police crash reports linked to hospital records in Kentucky, Utah, and Ohio. Zip-code-
level socioeconomic data from the American Community Survey were also incorporated into analyses.
Logistic regression models were developed for each state and showed that the socioeconomic variables
such as educational attainment, median housing value, gender, and age have p-values < 0.001 when
tested against the odds of seeking post-crash medical services. Models for Kentucky and Utah also
include the employment-to-population ratio. The results show that in addition to age and gender,
educational attainment, median housing value and rurality percentage at the zip code level are
associated with the likelihood of a driver seeking follow-up medical services after a crash. It is
concluded that drivers from areas with lower household income and lower educational attainment
are more likely to seek post-crash medical services, primarily in emergency departments. Female
drivers are also more likely to seek post-crash medical services.

Keywords: general use model; highway safety; socioeconomic factors; logistic regression

1. Introduction

Motor vehicle crashes in the US are the third leading cause of preventable injury-
related deaths. In Kentucky, they rank as the second leading cause of injury-related deaths,
and in Utah and Ohio, third. Deaths per 100 million vehicle miles traveled (VMT) in
Kentucky have exceeded the national average since 1986 [1,2]. Previous research has
demonstrated that socioeconomic and demographic characteristics of the zip codes in
which drivers reside influence their involvement in crashes [3,4]. Past research investigated
the effect of socioeconomic and demographic factors associated with the residence location
of the drivers involved in a crash, using them as a surrogate descriptor [3-5] and using the
socioeconomic data from the drivers’ residence zip codes [6]. Income, poverty, employ-
ment, education, rurality, and driver age all appear to influence crash propensity [4,7-11].
Previous research showed a well-defined relationship between educational attainment and
crashes [3,7,12]. Race is a potential contributing factor as well [7]; however, research on the
link between race and crashes is sparse. Another robust predictor of crash propensity is
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driver marital status [11]. Drivers who live in lower household income areas are more likely
to be involved in a crash and be found as the at-fault party [4]. Age is another influence on
crash propensity. Chen et al. [13] and Factor et al. [11] showed that young or new drivers
are involved in more crashes and have higher fatality rates than other age groups.

Several research efforts have identified variables that can potentially impact crash
occurrence and severity. While police-issued crash reports include data on severity, they
are completed at the scene before full medical examinations are performed. This has
motivated efforts to link crash records with hospital data to obtain more accurate and
complete information on injuries and crash severity. For example, individuals involved in
what police characterize as a possible injury crash (i.e., complaints of pain without visible
injury) could result in post-crash medical services after experiencing discomfort. Had
police known this information, they may have upgraded the crash severity. Integrating
linked crash and hospital records into safety analyses can provide a more comprehensive
view of how resources need to be allocated to prevent fatalities, reduce injury severity, and
lower healthcare costs.

Such efforts began in 1996 when the National Highway Traffic Safety Administration
(NHTSA) established the Crash Outcome Data Evaluation System (CODES) program [14].
The CODES Data Network developed a standardization model that maps state-specific
crash files onto a standardized format called the General Use Model (GUM). Probabilistic
linkages were used to combine information from motor vehicle crash reports and several
types of medical data to develop GUM datasets. Integrating linked crash and hospital
records into safety analyses can provide a more comprehensive view of how resources
need to be allocated to prevent fatalities, reduce injury severity, and lower healthcare costs.
Several previous research efforts utilized CODES data for studies such as injury assessments
for bicycle and pedestrian crashes [15], seat belt studies [16] and helmet usage [17]. These
research efforts have demonstrated the benefits of using linked data to estimate crash
severity and improve driver safety.

While socioeconomic status is clearly associated with health condition and healthcare
utilization, there has been limited research along this line. The current study investigates the
socioeconomic factors associated with the driver’s residence zip code that could influence
the likelihood of the driver seeking post-crash medical services. Using data from Kentucky,
Utah, and Ohio, this study investigates whether the socioeconomic conditions of the zip
code in which a driver resides influence their likelihood of being involved in a crash that
results in seeking post-crash medical services. Data were drawn from the GUM dataset
that has linked police crash reports and hospital records. Measuring correlations between
driver zip code socioeconomic characteristics and the need for seeking post-crash medical
attention will improve our understanding of the factors most likely to identify those seeking
post-crash medical services.

A person’s socioeconomic status significantly impacts their healthcare service utiliza-
tion [17]. Although healthcare delivery in the US has been transformed in recent years, the
availability of newer and improved healthcare services does not guarantee equal availabil-
ity of services to all people. A person’s socioeconomic status significantly impacts their
healthcare service utilization [18,19]. For example, Medicaid recipients are more likely
to use emergency departments (EDs) than people who have other coverage as they have
less access to ambulatory care [19]. Some research has found that poorer individuals are
more likely to have a sedentary or unhealthy lifestyle and therefore are more likely to
suffer poor health outcomes or endure disabling conditions than wealthier people who
have greater access to resources [18,19]. This research investigates the association between
a person’s socioeconomic status and healthcare utilization post involvement in a crash.
Practitioners can utilize the output of this research to propose potential improvements in
health insurance policies.
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2. Materials and Methods
2.1. Dataset Development

This study leveraged the GUM data from Kentucky, Ohio and Utah that linked motor
vehicle crash, ED, and hospital discharge records. The analysis encompasses single and
multi-vehicle crashes during the study period. Study periods varied by state—Kentucky,
2008-2014; Ohio 2009-2016; and Utah 2008-2018.

Information on driver residence zip codes was extracted from the state police databases
and merged with GUM datasets. Data were cleaned to remove invalid entries. The
final dataset consisted of 928,692 driver records for Kentucky, 3,078,229 for Ohio and
1,069,777 for Utah and included drivers between 15 and 90 years old. For this analysis,
drivers were divided into six age groups—<20, 2024, 25-39, 40-64, 65-74 and >74 years.
The drivers were grouped in these groups to conform to the socioeconomic data. A
representative control dataset was created by drawing from the unlinked records a random
sample equal to the number of hospital-linked records. The sampling procedure ensured
an equal distribution of crash severities between the linked and unlinked data. Table 1
summarizes the data from each state and indicates the number of cases for linked and
unlinked driver records.

Table 1. Distribution of age groups.

Age Kentucky Utah Ohio
Groups Linked Unlinked Linked Unlinked Linked Unlinked
<20 38,889 40,727 7831 8559 36,403 36,915
10,018
20-24 14,151 13,564 10,622 (48.4%) 46,721 53,460
21,856
25-39 16,845 15,557 22,530 (49.2%) 95,573 110,788
20,112
40-64 35,349 33,297 19,330 (51.0%) 127,640 125,907
3063
65-74 5586 6997 3131 (49.3%) 21,134 18,666
1708
>75 3231 3909 1872 (47.7%) 12,659 11,339
Total 114,051 114,051 65,316 65,316 357,146 357,146

2.2. Socioeconomic Data

As discussed above, several studies show that socioeconomic and demographic factors
associated with the residence location of the drivers can be used as a surrogate measure
to describe crash occurrence. Income, poverty, employment, education, rurality, and
driver age are some of the factors that influence crash propensity. As an attempt to
investigate the association of these factors on healthcare service utilization post involvement
in a crash, several socioeconomic and demographic factors were selected based on the
recommendations from prior research findings. The list of variables selected and examined
in this study is presented in Table A1 in Appendix A.

Several zip-code-level socioeconomic data for all three states were extracted from the
American Community Survey [20] data. The data collected were variables associated with
Race, Housing, Marital Status, Education, Income and Others (such as employment by
population ratio, percent rural etc.). The data were combined with each state’s GUM dataset.
Additional socioeconomic variables were derived from Census data. The proportion of the
population eligible to drive was calculated and incorporated as an explanatory variable.
Driver population density for each zip code was calculated using measured zip code areas.
Data on driver age and gender were extracted from crash data.
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2.3. Statistical Analysis

The response variable of the study is whether a driver sought medical services post
involvement in a crash, while the predictor variables are the socioeconomic characteristics
of the driver’s residence zip code. Logistic regression was selected because the response
variable is whether a driver’s crash record is linked to a hospital database and is categorical.

In logistic regression, the response variable’s expected values are modeled based on
the probability—or odds—of it taking a particular value based on combinations of predictor
values. The natural logarithm of the odds (i.e., log-odds or logit function) is defined in
Equation (1). Here, p is the probability of a driver seeking post-crash medical services

logit (p) = In (12)) = f(X) @
The probability takes its final form as such:
1

P e @

wheref(X) =a+by Xj +by Xp +... + by X is the regression model, Xi is the ith explanatory
variable, a is the intercept and bi is the ith coefficient estimated using the maximum
likelihood method.

2.4. Model Development Process

Correlation and recursive partitioning analysis served as the starting point for logistic
regression by winnowing potential explanatory variables. Correlation was used to explore
relationships between the response variable and socioeconomic variables. Recursive par-
titioning analysis was also used to understand the association between explanatory and
response variables. The method generates an importance score that captures the relative
importance of explanatory variables in predicting the response variable. When building
logistic regression models, the outputs from the two analyses were utilized.

Several potential interactions between the socioeconomic variables might influence
crash occurrence. Potential interactions were identified using R’s Shiny package, which
employs the Feasible Solution Algorithm (FSA) to detect statistical interactions in large
datasets [21]. This approach enables the formulation of new models or improvements to
existing models. FSA allows higher-order interactions; however, for this study, two-way
interactions are used.

3. Results
3.1. Correlation Test

Kentucky All racial categories, except for the percent of zip code identifying as white,
were significantly but weakly correlated with the response variable. Median housing value,
marital status, and educational attainment were also significantly correlated. Drivers from
zip codes with lower educational attainment were more likely to be involved in a crash
and seek post-crash medical services; percentage of residents in a zip code with less than
a high school degree was identified as a potential candidate for describing education-
related effects. All income levels were significantly related to the response variable, as
were all variables in the Other category, although employment by population showed a
stronger association. Driver age and gender have a well-established relationship with crash
occurrence, qualifying them as potential predictor variables.

Ohio All explanatory variables were weakly correlated with the response variable.
Education variables returned the highest correlations with a negative correlation with the
response variable. Three candidate explanatory variables were not statistically significantly
correlated with seeking post-crash medical services—driver population, renter occupied
housing units and area of zip code.
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Utah Data from Utah yielded results similar to Kentucky. Weak correlations were
observed between the candidate and the response variables. The variables displaying the
highest absolute correlations were percent bachelor’s degree or higher, median housing
value, and mean individual income. Most correlations were statistically significant. Only
three lacked a statistically significant relationship with the response variable—percent
white, percent other races, and renter-occupied housing units. All variables in the marital,
education, income and Other categories were statistically significantly correlated with the
response variable.

3.2. Recursive Partitioning Analysis

Recursive partitioning analysis identified several factors, including education, housing
value, rurality, employment, and income, as possible explanatory variables. Table A2 in
the Appendix A lists the recursive partitioning analysis for the variables deemed most
important for each state.

In all states, gender ranked as the highest or second highest predictive variable. Age
was also of high importance, along with some socioeconomic variables. Among the zip-
code-level economic predictors, median individual income ranked highly in all states, while
median housing value was highly important in Kentucky and Ohio. Two predictors related
to educational attainment—the percentage of residents with at least a bachelor’s degree
and the percentage with at least some high school education—had high importance. In all
states, the percentage of rural areas in each zip code was of high importance. In short, the
recursive partitioning analysis suggested the potential for developing state-specific models
using common variables, thus facilitating comparisons.

3.3. Final Model

For each state, several models were tested and evaluated (using goodness-of-fit mea-
sures such as AIC, BIC, AUC and percent correctly predicted) to select a final model. A
training and validation approach was used for the model development to estimate accuracy
in predicting the response variable—20% of observations were placed in the training dataset
and 80% in the validation dataset. Along with the main effects, possible interactions were
explored to improve each model’s mathematical stability. Table 2 lists the parameters of
each state’s final model. All variables were significant (p < 0.001) except those noted in bold.
Models were tested for potential interactions between variables. No statistically significant
interactions were identified. Training and validation analysis found that the models predict
approximately 57% of the data correctly in each state.

All state models include zip-code-level socioeconomic variables such as percent with
bachelor’s degree (BS), median housing value (HVL), and percentage rural (RUR). Gender
and age are common variables as well. Models for Kentucky and Utah also incorporate
employment-to-population ratio (EMP). Socioeconomic predictors (e.g., BS, HVL, EMP) are
negatively related to the response variable, while RUR exhibits a positive association. The
impact of these socioeconomic factors on crashes is supported by several re-search studies
but is not limited to Hasselberg et al., 2005 [3], Sagar et al., 2021 [4] Noland et al., 2004 [5],
and Adanu et al., 2017 [7].

Table A3 in Appendix A shows the summary statistics of the continuous predictor
variables in the models for all three states.

The odds ratio for gender indicates that female drivers are more likely to be involved
in a crash seeking post-crash medical services. Figure 1 shows the odds ratio for different
age groups in each of the three states. Odds ratios suggest that drivers in the age category
of 20-24 years are more likely to be involved in a crash resulting in medical services. This
trend decreases with age before increasing for older groups. The inflection point differs by
state. In Kentucky and Ohio, the reversal occurs for drivers 65 and older, while in Utah, the
threshold is 40 years of age.
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Table 2. Final model; Kentucky, Utah and Ohio.

Kentucky Utah Ohio
Variables B SE. g:t?s B S.E. g:t(ii; B S.E. g:s;
Age <20 ref 1 ref 1 ref 1
Age 20-24 0.059 0.017 1.06 0.164 0.021 1.178 0.08 0.01 1.084
Age 25-39 0.031 0.014 1.032 0.147 0.019 1.158 0.082 0.008 1.085
Age 40-64 —0.078 0.014 0.925 0.079 0.019 1.082 —0.048 0.008 0.953
Age 65-75 —0.273 0.022 0.761 0.129 0.03 1.138 —0.111 0.015 0.895
Age >75 —0.221 0.027 0.802 0.203 0.037 1.225 —0.074 0.019 0.928
Male ref 1 ref ref 1
Female 0.262 0.009 1.299 0.254 0.011 1.289 0.386 0.008 1.472
RUR! 0.017 0 1.017 0.034 0.004 1.035 1.80 x 10~° 0 1
EMP ! —0.103 0.001 0.99 —0.092 0.012 0.912 -- --
BS! —0.106 0.001 0.989 —0.09 0.014 0.914 —0.095 0.01 0.909
HVL?2 —0.016 0 0.984 —0.006 0.001 0.994 —0.015 0.002 0.985
Constant 0.732 0.036 0.669 0.083 0.257 0.013

Legend: RUR: percentage rural; EMP: employment-to-population ratio; BS: percent with bachelor’s degree; HVL:
median housing value. !. Values are per 10%; 2. Values are per $10,000. All variables were significant (p < 0.001)
except those noted in bold.
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Figure 1. Odds ratio for age groups.

4. Discussion

This research is one of the first studies that attempts to correlate the socioeconomic
factors of a driver involved in a crash seeking post-crash medical services. This study
confirms that drivers living in zip codes with lower housing values are more likely to seek
post-crash medical services.

One explanation is that residents of lower-income zip codes are more likely to have
more pre-existing conditions [22] and therefore suffer greater impacts when involved in a
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motor vehicle crash. Ukert et al. [23] discuss the disparities in healthcare use among low-
and high-income communities. They concluded that HDHPs (High Deductible Health
Plans) discourage routine checkups among low-salary employees. It is scientifically estab-
lished that the disparities in healthcare utilization differ between communities of different
socioeconomic statuses [24-26]. The impact of these socioeconomic factors on crashes
is supported by several research studies but is not limited to Hasselberg et al., 2005 [3],
Sagar et al., 2021 [4] Noland et al., 2004 [5], and Adanu et al., 2017 [7].

Another reason is that persons with lower socioeconomic status are more likely to use
EDs. Current healthcare delivery in the US does not guarantee equal availability of services
to all people. A person’s socioeconomic status significantly impacts their healthcare service
utilization [18,19]. Research has documented that Medicaid recipients are more likely to
use EDs than people who have other coverage [19]. In the Kentucky and Utah GUM data,
most of the linked records (85% for Kentucky, 91% for Utah) are from ED admissions, which
substantiates the assertion that drivers from lower economic areas are over-represented in
the database.

Overreliance on ED services is a serious issue in the US. Many patients who visit EDs
do not require urgent services [27]. Ukert et al. [23] showed that lower-salary employees
in HDHPs underutilize outpatient care and overutilize EDs. These individuals may lack
or be unaware of other care options and depend on ED services for non-urgent problems.
Bilings et al. [28] suggested that changing the way people use EDs will require improve-
ments to the primary care system. Potential solutions to this dilemma include expanding
the availability of affordable health insurance coverage, improving access to primary health-
care services, and making telemedicine consultations more accessible. Primary care clinics
can be better rewarded for providing a lower-cost alternative to ED use and for preventing
emergency situations from developing [28].

Discrepancies in age trends between Utah, Kentucky and Ohio could reflect differences
in driver populations and characteristics. By area, Utah is the thirteenth largest state in the
US; however, beyond the Interstate 15 corridor, the state is sparsely populated (ACS) and
has a population density of 39.01 people per square mile. The state has a low percentage
of older drivers (11.9%) and the youngest median age in the US. Conversely, Kentucky’s
population density is 113.12 persons per square mile, and 16.9% of the population is
classified as older, while Ohio’s population density is 286.13 persons per square mile, and
17.5% of the population is older. These differences between Utah and the other two states
could explain the dissimilar age trends shown in Figure 1.

5. Conclusions

The mathematical model developed in the study attempted to correlate the socioeco-
nomic factors of a driver involved in crash seeking post-crash medical services. The study
concludes that (1) drivers residing in areas with lower socioeconomic status and (2) female
drivers are more likely to seek post-crash medical services.

This study is one of the few studies that have investigated the relationship of the
drivers’ socioeconomic factors with their seeking of post-crash medical services. However,
the study carries several limitations. First is its dependence on GUM data, which primarily
uses police-reported crash records. Upwards of 10 million crashes go unreported each
year [29]. Furthermore, some drivers might seek medical attention regardless of injury
severity. Crashes that do not appear in crash records are not traceable and thus excluded
from analysis, which could potentially bias the findings. However, this is unavoidable.
The linkage approach used to develop the GUMs data is probabilistic and imperfect.
Furthermore, this study used socioeconomic data derived from the ACS at the zip code
level and assumed that information observed at the zip code level also holds true at the
individual level. When studies are conducted at the group level, this ecological fallacy is
common and irresolvable. Crash types were not factored into the analysis presented here,
and future research should take a closer look at the relationship between crash type and
crash severity, as this may contribute to whether a driver seeks medical attention.
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Appendix A

Table A1l. List of Socioeconomic and Demographic Variables.

Category Variable Category Variable
Percent white (WH) Percent now married (MRD)
Percent black (BL) Percent widowed (WID)
Race Percent American Indian (AI) Marital Status Percent divorced (DIV)
Percent Asian (AS) Percent separated (SEP)
Percent other races (OR) Percent never married (NMD)
Household units (HH) Percent less than high school graduate (LHS)
Household ownership total (HHO) Percent high school graduate (HS)
Housing Owner occupied housing units (OHU) Education Percent some college/associate degree (COL)
Renter occupied housing units (RHU) Percent bachelor’s degree or higher (BS)
Median housing value (HVL) Percent graduate or professional degree (GD)
Employment population ratio (EMP) Median individual income (MDIINC)
Percentage rural (RUR) Household median income (MDHINC)
Other Unemployment rate (UEMP) Income Household mean income (MHINC)
Percent below poverty level (POV) Mean individual income (MIINC)
Total population (POP)
Table A2. List of ACS Variables with High Importance.
Variables Kentucky Utah Ohio
Relative Importance Relative Importance Relative Importance
Percent bachelor’s degree 1.000 33.969 0.543 9.292 0.667 22.4812
or higher (BS)
Gender 0.599 20.353 0.918 15.699 1.000 33.693
Median (}I‘g\‘ff)ng value 0.558 18.944 0.356 12.005
pr;‘égcsf;‘; aglrg‘j;f;s D) 0.532 18.069 0.134 4527
Age Groups (AGE) 0.417 14.155 0.334 5.713 0.495 16.689
Percentage rural (RUR) 0.396 13.465 1.000 17.108 0.216 7.292
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Table A2. Cont.

Kentucky Utah Ohio
Variables
Relative Importance Relative Importance Relative Importance
Employment population
ratio (EMP) 0.335 11.364 0.267 4.497
Percent white (WH) 0.230 7.817 0.083 1.412
Percent high school 0.206 7.005 0.178 3.046 0.186 6.275
graduate (HS)
Percent less than high
school graduate (LHS) 0.194 6.587 0.553 9.454
Percent some
college/associate degree 0.193 6.553 0.188 3.209 0.264 8.883
(COL)
Percent black (BL) 0.247 4.229 0.188 6.321
Table A3. Summary Statistics of Predictor Variables; Kentucky, Utah and Ohio.
Linked Unlinked
State Variables N Minimum Maximum Mean Std. 'Devi- N Minimum Maximum Mean Std. .DEVi-
ation ation
RUR' 114,051 0 10 4.45 3.80 114,051 0 10 3.73 3.66
EMP! 114,046 0 10 5.37 1.01 114,043 0 10 5.59 0.95
Kentucky
BS! 114,046 0 513 1.13 0.68 114,043 0 5.13 1.31 0.76
HVL?2 113,363 2.14 38.53 12.22 4.90 113,484 2.14 38.53 13.44 5.42
RUR! 65,316 0.87 10 1.03 1.71 65,316 0.87 10 0.87 1.59
Utah EMP ! 64,669 11.8 8.48 6.54 0.58 64,577 0 10.00 6.59 0.53
b BS! 64,669 0 5.353 1.84 0.67 64,577 0 6.41 1.92 0.69
HVL? 113,363 291 101.5 25.59 8.48 113,484 291 101.5 26.60 9.09
RUR! 116,098 0 10 7.19 348 131,772 0 10 7.21 345
Ohi EMP ! NA NA NA NA NA NA NA NA NA NA
© BS! 116,073 0 5.33 1.47 0.79 131,772 0 5.33 1.58 0.88
HVL?2 113,363 1.48 49.67 12.78 4.79 113,484 1.48 49.67 13.46 5.26
Notes: 1. Values are per 10 percent; 2. Values are per $10,000.
References
1. KTC. Traffic Collision Facts 2002; Kentucky Transportation Center, University of Kentucky: Lexington, Kentucky. 2003; Available
online: https:/ /uknowledge.uky.edu/ktc_researchreports/1663/ (accessed on 15 February 2018).
2. KTC. Traffic Collision Facts 2017; Kentucky Transportation Center, University of Kentucky: Lexington, Kentucky, 2018. Available
online: https:/ /uknowledge.uky.edu/ktc_researchreports/1614/ (accessed on 15 February 2018).
3.  Hasselberg, M.; Vaeza, M.; Laflamme, L. Socioeconomic aspects of the circumstances and consequences of car crashes among
young adults. Soc. Sci. Med. 2005, 60, 287-295. [CrossRef] [PubMed]
4. Sagar, S.; Stamatiadis, N.; Stromberg, A. Effect of Socioeconomic and Demographic Factors on Crash Occurrence. Transp. Res. Rec.
2021, 2675, 80-91. [CrossRef]
5. Noland, R.B.; Oh, L. The effect of infrastructure and demographic change on traffic-related fatalities and crashes: A case study of
Illinois county-level data. Accid. Anal. Prev. 2004, 36, 525-532. [CrossRef]
6. Stamatiadis, N.; Puccini, G. Fatal crash rates in the southeastern united states: Why are they higher? Transp. Res. Rec. 1999, 1665,
118-124. [CrossRef]
7. Adanu, EK,; Smith, R.; Powell, L.; Jones, S. Multilevel analysis of the role of human factors in regional disparities in crash
outcomes. Accid. Anal. Prev. 2017, 109, 10-17. [CrossRef] [PubMed]
8.  Factor, R.; Mahalel, D.; Yair, G. Inter-group differences in road-traffic crash involvement. Accid. Anal. Prev. 2008, 40, 2000—-2007.
[CrossRef] [PubMed]
9.  Brown, K.T. A Safety Analysis of Spatial Phenomena about the Residences of Drivers Involved in Crashes. Dissertation Presented

to the Graduate School of Clemson University. 2016. Available online: https:/ /www.proquest.com/openview /49271f968da309
ebf2ed525360873f0f /1?pq-origsite=gscholar&cbl=18750 (accessed on 4 May 2022).


https://uknowledge.uky.edu/ktc_researchreports/1663/
https://uknowledge.uky.edu/ktc_researchreports/1614/
http://doi.org/10.1016/j.socscimed.2004.05.006
http://www.ncbi.nlm.nih.gov/pubmed/15587501
http://doi.org/10.1177/03611981211027887
http://doi.org/10.1016/S0001-4575(03)00058-7
http://doi.org/10.3141/1665-16
http://doi.org/10.1016/j.aap.2017.09.022
http://www.ncbi.nlm.nih.gov/pubmed/28992450
http://doi.org/10.1016/j.aap.2008.08.022
http://www.ncbi.nlm.nih.gov/pubmed/19068307
https://www.proquest.com/openview/49271f968da309ebf2ed525360873f0f/1?pq-origsite=gscholar&cbl=18750
https://www.proquest.com/openview/49271f968da309ebf2ed525360873f0f/1?pq-origsite=gscholar&cbl=18750

Int. |. Environ. Res. Public Health 2022, 19, 9087 10 of 10

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

Lee, J.; Abdel-Aty, M.; Choi, K. Analysis of Residence Characteristics of at-Fault Drivers in Traffic Crashes. Saf. Sci. 2014, 68, 6-13.
[CrossRef]

Noland, R.B.; Quddus, M.A. A Spatially Disaggregate Analysis of Road Casualties in England. Accid. Anal. Prev. 2004, 36,
973-984. [CrossRef] [PubMed]

Blincoe, L.; Miller, T.R.; Zaloshnja, E.; Lawrence, B.A. The Economic and Societal Impact of Motor Vehicle Crashes. National
Center for Statistics and Analysis, National Highway Traffic Safety Administration. 2015. Available online: https://trid.trb.org/
view /1311862 (accessed on 4 May 2022).

Chen, H.Y,; Ivers, R.Q.; Martiniuk, A.L.C.; Boufous, S.; Senserrick, T.; Woodward, M.; Stevenson, M.; Norto, R. Socioeconomic
status and risk of car crash injury, independent of place of residence and driving exposure: Results from the drive study. J.
Epidemiol. Community Health 2010, 64, 998-1003. [CrossRef] [PubMed]

Cook, L.J.; Thomas, A.; Olson, C.; Funai, T.; Simmons, T. Crash Outcome Data Evaluation System (Codes): An Examination of
Methodologies and Multi-State Traffic Safety Applications. Available online: https://trid.trb.org/view /1367813 (accessed on
8 May 2019).

Doggett, S.; Ragland, D.; Felschundneff, G. Evaluating Research on Data Linkage to Assess Underreporting of Pedestrian and Bicyclist
Injury in Police Crash Data. Available online: https:/ /escholarship.org/uc/item/0jq5h6f5 (accessed on 16 November 2020).
Singleton, M.; Xiao, Q.; Agent, K.R. Economic Costs of Low Safety Belt Usage in Motor Vehicle Crashes in Kentucky. 2005.
Available online: https://uknowledge.uky.edu/ktc_researchreports/181/ (accessed on 4 April 2018).

Olsen, C.S.; Thomas, A.M.; Cook, L.J. Hospital charges associated with motorcycle crash factors: A quantile regression analysis.
Inj. Prev. 2014, 20, 276-280. [CrossRef] [PubMed]

Wachelder, ].J.; van Drunen, I; Stassen, PM.; Brouns, S.H.; Lambooij, S.L.; Aarts, M.].; Haak, H.R. Association of socioeconomic
status with outcomes in older adult community-dwelling patients after visiting the emergency department: A retrospective
cohort study. BMJ Open 2017, 7, e019318. [CrossRef] [PubMed]

Andrist, E.; Riley, C.L.; Brokamp, C.; Taylor, S.; Beck, A.F. Neighborhood poverty and pediatric intensive care use. Off. ]. Am.
Acad. Pediatri. 2019, 144, €20190748. [CrossRef] [PubMed]

ACS. United Census Bureau, American Census Survey. Available online: https://www.census.gov/programs-surveys/acs/
(accessed on 28 May 2017).

Lambert, J.; Gong, L.; Elliott, C.F.; Thompson, K.; Stromberg, A. RFSA: An r package for finding best subsets and interaction. R J.
2018, 10, 295-308. [CrossRef] [PubMed]

Cardet, J.C.; Chang, K.L.; Rooks, B.J.; Carroll, ] K.; Celedon, J.C.; Coyne-Beasley, T.; Cui, ].; Ericson, B.; Forth, V.E.; Fagan, M.; et al.
Socioeconomic status associates with worse asthma morbidity among Black and Latinx adults. J. Allergy Clin. Immunol. 2022,
online ahead of print. [CrossRef]

Ukert, B.; Esquivel-Pickett, S.; Oza, M.; DeVries, A.; Sylwestrzak, G. Disparities in health care use among low-salary and
high-salary employees. Am. . Manag. Care 2022, 28, e170—e177. [CrossRef] [PubMed]

Wharam, ].F,; Zhang, F,; Landon, B.E.; Soumerai, S.B.; Ross-Degnan, D. Low-socioeconomic-status enrollees in high-deductible
plans reduced high-severity emergency care. Health Aff. 2013, 32, 1398-1406. [CrossRef] [PubMed]

Kullgren, J.T.; Galbraith, A.A.; Hinrichsen, V.L.; Miroshnik, L; Penfold, R.B.; Rosenthal, M.B.; Landon, B.E.; Lieu, T.A. Health care
use and decision making among lower-income families in high deductible health plans. Arch. Intern. Med. 2010, 170, 1918-1925.
[CrossRef] [PubMed]

Wharam, ].F.; Graves, A.J.; Zhang, F.; Soumerai, S.B.; Ross-Degnan, D.; Landon, B.E. Two-year trends in cancer screening among
low socioeconomic status women in an HMO-based high-deductible health plan. J. Gen. Intern. Med. 2012, 27, 1112-1119.
[CrossRef]

Marcozzi, A.; Carr, B.; Liferidge, A.; Baehr, N.; Browne, B. Trends in the contribution of emergency departments to the provision
of health care in the USA. Int. |. Health Serv. 2018, 48, 267-288. [CrossRef]

Billings, J.; Parikh, N.; Mijanovich, T. Emergency department use in New York City: A substitute for primary care? Issue Brief
(Commonw. Fund) 2000, 443, 1-5.

NHTSA. Traffic Safety Facts, National Highway Traffic Safety Administration; U.S. Department of Transportation: Washington, DC,
USA, 2018.


http://doi.org/10.1016/j.ssci.2014.02.019
http://doi.org/10.1016/j.aap.2003.11.001
http://www.ncbi.nlm.nih.gov/pubmed/15350875
https://trid.trb.org/view/1311862
https://trid.trb.org/view/1311862
http://doi.org/10.1136/jech.2009.091496
http://www.ncbi.nlm.nih.gov/pubmed/19822556
https://trid.trb.org/view/1367813
https://escholarship.org/uc/item/0jq5h6f5
https://uknowledge.uky.edu/ktc_researchreports/181/
http://doi.org/10.1136/injuryprev-2013-040881
http://www.ncbi.nlm.nih.gov/pubmed/24179179
http://doi.org/10.1136/bmjopen-2017-019318
http://www.ncbi.nlm.nih.gov/pubmed/29282273
http://doi.org/10.1542/peds.2019-0748
http://www.ncbi.nlm.nih.gov/pubmed/31676680
https://www.census.gov/programs-surveys/acs/
http://doi.org/10.32614/RJ-2018-059
http://www.ncbi.nlm.nih.gov/pubmed/35719742
http://doi.org/10.1016/j.jaci.2022.04.030
http://doi.org/10.37765/ajmc.2022.89148
http://www.ncbi.nlm.nih.gov/pubmed/35546590
http://doi.org/10.1377/hlthaff.2012.1426
http://www.ncbi.nlm.nih.gov/pubmed/23918484
http://doi.org/10.1001/archinternmed.2010.428
http://www.ncbi.nlm.nih.gov/pubmed/21098352
http://doi.org/10.1007/s11606-012-2057-x
http://doi.org/10.1177/0020731417734498

	Introduction 
	Materials and Methods 
	Dataset Development 
	Socioeconomic Data 
	Statistical Analysis 
	Model Development Process 

	Results 
	Correlation Test 
	Recursive Partitioning Analysis 
	Final Model 

	Discussion 
	Conclusions 
	Appendix A
	References

