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A B S T R A C T   

Defocus blurring imaging seriously affects the observation accuracy and application range of 
optical microscopes, and the blurring kernel function is a key parameter for high-resolution image 
restoration. However, its solving process is complicated and high in computational cost. Image 
restoration based on most neural networks has high requirements on data sets and the image 
resolution after restoration is limited because of the lack of quantitative estimation of blurring 
kernels. In this study, an image restoration method guided by blurring kernel estimation for 
microscopic defocused images is proposed. First, to reduce the blurring kernel estimation error 
caused by the positive and negative difference in microscopic defocused imaging, a defocused 
image classification network is designed to classify the input defocused images with different 
defocus distances and directions, and its output images are input into the blurring kernel 
extraction network composed of the feature extraction, correlation, and blurring kernel recon
struction layers. Second, a non-blind defocused image restoration model to restore the high- 
resolution images is proposed by introducing the blurring kernel extraction module into the 
restoration network based on U-Net, and the blurring kernel estimation and image restoration 
losses are jointly trained to realize image restoration guided by blurring kernel estimation. 
Finally, the experimental results of our proposed method demonstrate significant improvements 
in both the peak signal-to-noise ratio and structural similarity index measure when compared to 
other methods.   

1. Introduction 

Optical microscopes play a crucial role in various fields, including biomedicine, material science, and industrial manufacturing [1, 
2]. However, due to the limitation of depth-of-field (DOF) of a high-resolution optical microscope, defocus aberrations are very 
common, which seriously limits the application range of microscopes in some high-precision observation fields [3,4]. Therefore, the 
study of defocused image restoration is of great significance to improve the observation resolution of optical microscopes and promote 
their further application in biology, medicine and other fields [5]. 

Defocus imaging occurs when there is a deviation from the ideal object distance between the sample and the camera in an optical 
system. This deviation leads to the diffusion of light energy on the image plane, resulting in a blurred image. To measure the blurring 
degree of a blurred image, one can analyze the energy diffusion property of the blur. This property can be mathematically described 
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using a function that represents the blurring kernel [6]. Therefore, the restoration of defocused blurred images involves an inverse 
process known as deconvolution, aiming to reconstruct a high-resolution image by convolving the defocused blurred images with the 
corresponding blurring kernel function [7]. According to whether the blurring kernel function is accurately known, the commonly 
used defocusing restoration methods are divided into blind deblurring methods [8,9] and non-blind deblurring methods [10,11]. In 
comparison, the non-blind deblurring methods are more suitable for optical microscopy imaging where higher image resolution is 
desired, because these methods have the advantages of accurate kernel estimation, noise removal, and enhanced image resolution. 
However, it is very difficult to directly obtain the blurring kernel function from an actual blurred image, because of complicated 
imaging process and various dynamic image features at the micro/nano scale. This seriously affects the accuracy of high-resolution 
image reconstruction. 

In contrast, image restoration methods based on deep learning leverage the exceptional feature learning capability of convolutional 
neural networks [12–15]. These methods can deblur images by learning the transformations of features from blurred to clear images. 
These methods avoid the process of establishing complex imaging models and solving blurring kernel functions; therefore, the 
complexity of image restoration is reduced, and the efficiency is improved. In conventional approaches, convolutional neural networks 
(CNNs) are trained by inputting pairs of blurred and clear images, creating a mapping model through network training and parameter 
optimisation. However, current CNN-based image restoration methods predominantly focus on deblurring macroscopic motion images 
and are rarely applied to deblurring microscopic defocused images. The reasons include the following: (1) Both the blurred and 
corresponding clear images of the same scene are simultaneously required in the training dataset when establishing a mapping model 
between them. However, small morphological changes on the sample surface may cause local defocus imaging because of the small 
DOFs of the cameras in microscopic imaging, and that makes obtaining clear images that strictly correspond to the defocused images 
difficult. (2) Because the quantitative blurring kernel function is not obtained when mapping from a blurred image to a clear image, 
these methods are essentially blind deblurring methods that cannot avoid the problems of conventional blind deblurring methods, such 
as poor robustness and limited accuracy. Particularly at the microscale, a small error in blurring kernel estimation may cause serious 
detail loss in the restored image. 

Therefore, in this study, an image restoration method for microscopic defocused images based on CNNs is proposed, where a 
quantitative blurring kernel function is automatically evaluated and various sample images with different defocus degrees are non- 
blind reconstructed. First, to reduce the blurring kernel extraction error caused by the positive and negative difference of defo
cused imaging, a defocused image classification network is introduced into the extraction network to estimate the blurring kernels with 
different defocus distance and defocus direction. Second, an image restoration model is built based on U-Net, which is an improved 
model based on Fully Convolutional Networks (FCN) with a “Encoder-Decoder” structure. That structure allows both the low-level and 
high-level features in images are efficiently utilized. In the restoration process, the networks of blurring kernel extraction and image 
restoration are effectively combined together by using the blurring kernel extraction module, and then the blurring kernel estimation 
loss and the image restoration loss are jointly trained to realize image deblurring based on blurring kernel guidance. Compared with 
the traditional non-blind deblurring methods based on optical imaging models, the method we propose has high accuracy, efficiency, 
and strong robustness because the blurring kernels can be extracted from different defocused images. More importantly, besides 
defocus distance, the defocus direction relative to the ideal object distance is also considered by classifying the blurred images, which 
effectively reduces the blurring kernel estimation error caused by the positive and negative difference in microscopic defocused im
aging. Furthermore, our method does not require one-to-one correspondence between defocused images and clear images in the 
training data, which increases the practicality of our image restoration. 

The remainder of this paper is organized as follows. Section 2 contains an overview of the related work. Section 3 contains the 
proposed image restoration model. Section 4 conducts the experiments and Section 5 concludes the paper. 

2. Related work 

Currently, some scholars have established different mathematical models of optical microscopy imaging based on the energy 
propagation characteristics of light, and the blurring kernel function can be obtained by solving the mathematical equations of the 
dynamic diffusion of optical energy on the imaging plane under different camera parameters [16–18]. However, most microscopy 
imaging models are very complex and difficult to simplify to be analytical functions. Besides the mathematical methods, the blurring 
kernels can also be measured using embedded microbeads with fluorescent properties in the optical cement at different heights, or 
fixed fluorescent microbeads on an inclined surface [19,20]. This is challenging as it is difficult to precisely control the position of a 
microbead in optical cement, which leads to inaccurate measurement results. Moreover, several factors, such as light diffraction, light 
scattering, scene textures, aberrations, and other optical phenomena, can introduce complexities and inaccuracies in the measurement 
of blurring kernels [21]. These factors can affect the accuracy of estimating the exact blurring kernel function used in the deconvo
lution process. 

In comparison, image deblurring methods based on deep learning normally utilize the excellent feature learning ability of neural 
networks to deblur images or generate high-resolution images. In this field, CNNs and Generative Adversarial Networks (GANs) are 
two commonly used networks. Because CNNs usually have good generalization capabilities across different types of images and images 
with different blurring causes, while DeblurGAN performs well for a specific type of blurring, such as motion blur [22]. Meanwhile, 
DeblurGAN has higher requirements on the quality and diversity of training datasets, and insufficient or biased training data may affect 
the quality of the generated images, whereas CNNs are usually less dependent on datasets [23]. Therefore, CNNs are widely used in 
image deblurring. Xu et al. proposed a separable structure to deconvolute images using the image intrinsic features obtained from 
CNNs [24]. This method reduces the dependence on the physical features of blurred images, but may lose some detailed texture 
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information; Nah utilized the multi-scale CNNs and employed a coarse to fine training strategy to achieve blind image deblurring [25]. 
The network achieves good restoration results in different types of images, however, it easily loses the high-frequency information in 
the original images; Tao proposed a scale loop network, which combines the multi-scale structure and encoder-decoder structure, to 
achieve better deblurring effect by using weight sharing between scales [26]; Cai proposed an embedded network that introduces the 
dark channel priors and bright channel priors into the objective function [27]. On the other hand, since generative adversarial net
works (GANs) were first proposed to generate more real data by learning, the deblur GANs have been used to achieve blind deblurring. 
Nimisha combined the global skip connections with the dense structural blocks and proposed a deep filter based on GANs [28,29]; in 
2018 Kupyn proposed the image deblurring method DeblurGAN and subsequently DeblurGAN version 2 [30,31]. However, this 
network framework is relatively complex. In 2020, Zhang used two GANs to achieve image deblurring, one is to generate blurred data 
and the other is to restore a clear image based on the generated data [32]. This method has better deblurring effect compared to other 
GAN network algorithms, but when the inputs are images with complex blur causes, its deblurring effect is not satisfying because the 
network cannot learn features well. 

Benefited with the independent analysis and learning capability of deep learning, it is reasonable to adaptively extracts the features 
of blurring kernel functions of different blurred images from multiple sets. Furthermore, the microscopic imaging often focuses on 
image blurring caused by small-scale defocus distance, and the distribution of blurring kernel functions in the entire image is generally 
compact and concentrated. Therefore, the inverse process of blurring imaging, deconvolution, is a global process, and the computa
tional complexity is high [33]. Compared with traditional deconvolution computation methods, the deconvolution methods based on 
CNNs have higher adaptability and robustness, and can handle more diverse and complex images [34]. Therefore, a restoration model 
for defocused images based on CNNs guided by blurring kernel estimation is proposed in this study, which can simultaneously realize 
the automatic extraction of blurring kernel functions and quantitative image restoration. 

3. Image restoration model for defocused microscopic images 

The defocused blurring imaging process can be expressed as convolution the clear image with the blurring kernel function, 

B(x, y)= I(x, y) ∗ K(x, y) + n(x, y) (1)  

where B(x, y) is the defocused image; K(x, y) is the blurring kernel function; I(x, y) is the clear image or the focused image, n(x, y) 
represents the noise term and (x, y) is the two-dimensional coordinate of a point on the imaging plane. 

According to the energy diffusion law of a point light source, the blurring kernel function K(x, y) can be represented by a two- 
dimensional circular function or Gaussian function, in which the radius of the circular function or the variance of the Gaussian 
function can be used to quantitatively describe the size of the energy-diffusion area. Generally, when the energy loss during the 
imaging process is not considered, all the energy emitted from a point light source is transmitted to the image plane, and the blurring 
kernel function can also be approximated by other types of functions, as long as, 

Fig. 1. The overall flow of the image restoration model in this study.  
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∫∫

K(x, y)dxdy= 1 (2) 

According to Eqs. (1) and (2), inversely, we can reconstruct the focused image with the deconvolution operation. The process can be 
described as, 

I(x, y)=B(x, y) ∗ K− 1(x, y) (3) 

From Eq. (3), we can find that when the blurred image of a sample is known, its defocused image can be reconstructed with K(x, y). 
Based on this theory, an image deblurring method guided by blurring kernel estimation is proposed for defocused microscopic images 
in this study. The overall flow of our method is shown in Fig. 1, which encompasses three core subnetworks: microscopic image 
classification, blurring kernel extraction and image restoration. 

First, the defocused image classification network is utilized to accurately classify the dataset containing microscopy images with 
different defocus degrees according to the defocus level. Second, the defocus images are fed into the blurring kernel extraction network 
to estimate the blurring kernel features. Finally, the defocused microscopic images with the estimated blurring kernel features are fed 
into the clear image restoration network to complete image deblurring. 

3.1. Defocused image classification 

As is well known, optical camera imaging follows the principle of pinhole imaging. According to the geometric optics, when the 
object moves the same distance away from/near the camera along the optical axis at the ideal object distance, while the camera 
parameters remain fixed, two similar blurred images can be captured on the imaging plane, but their blurring degree is not completely 
the same, as shown in Fig. 2. 

This phenomenon in Fig. 2 is called the positive and negative difference of defocused imaging, which is caused by different energy 
diffusion speed of the point light source on both sides of the ideal object distance of the convex lens. This defocus speed difference is not 
significant in the macroscopic camera imaging and is often ignored. However, due to small DOFs, the defocus speed of microscopic 
imaging is fast, and the parameter change for blurring kernel functions caused by the positive and negative defocus distance directly 
affects the accuracy of image restoration. Therefore, to improve the extraction accuracy of blurring kernel functions, a defocused image 
classification network is built before image restoration, which classifies the input defocused images into different categories according 
to the defocus distance and defocus direction. 

The classification network proposed in this study uses the "convolution-maxpooling-fully-connected layer" network as the main 
structure, and the specific network structure is shown in Fig. 3. First, the channel normalization and original color channel exchange 
are performed on the input images, and then they are sequentially input into four image feature extraction blocks. Each block contains 
four layers: the convolution layer, activation function, channel attention layer and pooling layer. Among them, the convolutional layer 
is used to extract the internal features of the input images. To ensure that the receptive field of the network is large enough, the filter 
size is 5 × 5, and the stride is 1. The rectified linear unit (ReLU) function is chosen as the activation function of the convolution layer 
and the activated convolutional layer is combined with the channel attention module to achieve weighted calculation of extracted 
features. Then, the feature map size is reduced to half of its original size by the pooling layer. 

The original defocused images and the images after channel normalization are shown in Fig. 4(a) and (b), respectively, where the 
image contrast significantly increases after normalization. The images before and after exchanging color channels are shown in Fig. 5, 
where Fig. 5 (a) is the original red-green-blue image, and (b) and (c) represent the green-blue-red and blue-red-green images after 
exchanging color channels, respectively. From Fig. 5(a)–(c), we can observe that the color of the original image has changed after 
exchanging color channels, and the structure and detail features of the image have not changed. Therefore, the data augmentation 
strategy of exchanging color channels not only increases the amount of effective data and improves the generalization ability of our 
model, but also reduces the impact of color changes of samples on the classification accuracy of the network. 

Subsequently, a channel attention module is added to our classification network to increase the weight of effective feature 
channels. The specific implementation is shown in Fig. 6, where the height, width, and channel number of the input feature map are 
denoted by H, W, and C. First, the input features U are compressed by the squeeze operation Fsq, the dimension of the features is 
transformed from (H, W, C) to (1,1, C), and the global channel features are obtained. Then, the weights are generated for each feature 

Fig. 2. Positive and negative defocus HE-stained tissue sections images on both sides of the focal plane.  
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Fig. 3. The structure of our defocused image classification network.  

Fig. 4. Image comparison before and after channel normalization. (a) Images before channel normalization; (b) Images after channel normalization.  

Fig. 5. Image comparison before and after exchanging the color channels. (a) Red-green-blue image; (b) Green-blue-red image; (c) Blue-red-green 
image. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 
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channel through the excitation operation Fex, and the correlation between these channels is constructed through two fully-connected 
layers. The number of output weights is the same as that of the input feature maps. Finally, the scale operation Fscale is carried out to 
multiply the normalized weights by the features of each channel to obtain the weighted feature map. 

After four times of image feature extraction, a 7 × 7 feature map with 128 channels is obtained. Then, a 7 × 7 feature map with 32 
channels is achieved through convolution (filter size is 1 × 1) to realize feature fusion and dimension compression, and finally it is 
input into the fully-connected layers in series. Finally, the Softmax function is used as the activation function, and its calculation 
formula is given in Eq. (4). 

yn =
ean

∑N

n=1
ean

(4)  

where n represents the number of image categories; N is the total number of image categories; yn is the probability that the input 
defocused image belongs to class n; an is the node value with activation. 

In this study, to denote the blurring characteristic difference in the images on both sides of the ideal object distance, the sample 
images are classified into five categories according to the defocus distance (μm) and direction. The category type includes the second 
level near-focus f-2 = [− 11, − 5.5], the first-level near-focus f-1=(− 5.5, 0), focus f0 = 0, the first-level far-focus f+1=(0, 5.5], and the 
second-level far-focus f+2=(5.5, 11]. Therefore, the probability that a defocused image belongs to these categories can be obtained 
using the Softmax function, and the category with the highest probability is the classification result. After that the defocused images 
are input into the next network for blurring kernel extraction. 

3.2. The network for blurring kernel extraction 

The blurring kernel extraction network in this study is divided into three layers: feature extraction, correlation, and blurring kernel 
reconstruction. The network structure is illustrated in Fig. 7. The feature extraction layer implements multi-scale feature extraction 
and pooling. Considering the feature extraction accuracy and many parameters, two layers of convolution with 64 convolutional 
kernels with a size of 3 × 3 are used for feature extraction in this study, and 32 convolutional kernels are used to reduce the number of 
channels before calculating the cross-correlation between features at each scale. Subsequently, pooling is performed. Such a network 
structure retains the main features extracted by the convolution to the maximum possible extent and avoids the degradation of the 
network computing speed caused by many parameters and large computations. 

The correlation layer is to compute cross-correlation between multi-scale feature maps, 

ci =
∑

x,y
Fi(x − s, y − t)Fj(x, y) (5)  

where F denotes the feature map output from the convolution layer; i, j are the scale level of the feature map, they are equal to 1, 2, 3; 

and the pixel space range in the x, y directions are: 2− im ≤ s, t ≤ 2− im, where ci ∈ R
n
2

(
n
2 − 1

)
×
(
2− im + 1

)
×
(
2− im + 1

)

, where m is the 
spatial dimension of the blurring kernel, n = 64. 

The number of output channels after correlation calculation in Eq. (5) is 32 × 31 = 992. To reduce it, 32 convolutional kernels with 
a size of 1 × 1 are used, and the size of the feature map is ci ∈ R32×(2− im+1)×(2− im+1). Notably, the correlation features calculated in the 
correlation layer are all obtained by calculating the correlation of different-scale features in the same images. If the incremental 
function is used as a filter in the previous convolutional layer, the auto-correlation function is calculated. That is, the correlation within 
each channel ci corresponds to the autocorrelation value of the feature map at this scale. 

In the blurring kernel reconstruction layer, the blurring kernels are reconstructed from coarse to fine by subjecting the correlation 
features to multiple unpooling and deconvolution levels. First, the feature maps extracted from the correlation layer are integrated to 
achieve the desired size or resolution, and the unpooling and deconvolution operations are used recursively. Then, the feature maps of 
the next scale level are connected. Here, the deconvolution operation uses 32 convolution kernels of 3 × 3. After that, the number of 
channels is reduced from 64 to 32 by using 32 convolution kernels of 1 × 1. Second, the feature map of 32 channels is mapped to 24, 16, 
and 8 channels step-by-step through a series of convolution operations (convolution kernel size is 3 × 3) until the blurring kernel of a 
single channel is obtained. With the extracted blurring kernels, the blurred images are reconstructed with the network for image 

Fig. 6. The calculation process of channel attention mechanism.  
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restoration. 

3.3. The image restoration network 

In this study, we use U-Net as the main structure of the restoration network to convolute B with K− 1, and the U-Net structure is the 
encoder-decoder architecture proposed in Ref. [35]. As shown in Fig. 8, each layer of the restoration network has the same connection 
depth in the encoder and decoder, and the channel number in each layer of the feature map is set to 128. The red arrows in Fig. 8 
represent the introduction of kernel-guided convolution modules in the convolutional operations in the encoder and decoder layers. 
After unpooling in the decoder layer, the feature maps are deconvoluted with 128 kernels, each with a size of 3 × 3. At the same time, 
the feature map from the corresponding encoder layer convolves with the convolution kernels. After that, a feature map with 128 
channels is obtained by the encoder and decoder layers, and a feature map with 256 channels is finally obtained through patching two 
feature maps. 

To connect the restoration network with the blurring kernel function K, a nonlinear mapping between the blurring kernel and the 
U-Net weights needs to be computed. If the weights of each layer of U-Net are defined by K, the number of fully-connected layers is very 
large. In addition, learning the correlation between the weights of each U-Net layer also increases the nonlinearity degree and may 
affect the training and optimisation of the network. Therefore, in this study, we introduce a kernel-guided convolution module in the 

Fig. 7. The structure of our blurring kernel extraction network.  

Fig. 8. The structure of our image restoration network.  
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restoration network to modulate the output of each layer of U-Net by mapping K as a list of weights and biases, so that the blurring 
kernel affects the deconvolution operation uniformly in the whole spatial domain. In Fig. 9, the structure of the restoration network 
and the kernel-guided convolution module are depicted. 

More specifically, a corresponding kernel-guided convolution module is added to each layer of U-Net, and each kernel-guided 
convolution module consists of three fully-connected layers and a ReLU activation layer (except the last layer). The input dimen
sion of the kernel-guided convolution module is the total number of pixels in the blurring kernel, and the output dimension is equal to 
the number of channels in the corresponding layer. The kernel-guided convolution module simulates the functional correspondence 
between the weights, biases, and the blurring kernel. That is, the weights and biases of the feature map after convolution are adjusted 
with Eq. (6). 

r= r ⊙ (1+ x(k)) + b(k) (6)  

where ⊙ denotes the dot product operation; x (k) is the weight vector; b (k) is the bias vector; k is the channel label of the blurring 
kernel. 

In the model training process, we train the blurring kernel estimation loss function and image restoration loss functions simul
taneously. First, the extraction and restoration networks are pre-trained to optimise these losses independently. Then, the entire 
extraction-restoration network is trained in an end-to-end manner to optimise the image restoration loss and ignore the kernel esti
mation loss. The training process is illustrated in Fig. 10. In practical applications, because the true blurring kernel functions corre
sponding to many blurred images are unknown and the difference between the estimated and true blurring kernels cannot be 
calculated directly, a new idea to calculate the kernel estimation loss is proposed in this study. That is, the difference between the 
blurred and original defocused images is taken as the blurring kernel estimation loss, and the blurred image is obtained by convolving 
the estimated blurring kernel with the focused image. Because the focused images are known, the image restoration loss during 
training can be directly used as the difference between the restored and focused images. 

The loss function L1 of blurring kernel estimation is defined as Eq. (7). 

L1 =
1
N
∑

N∈P
|X(x, y) − XT(x, y)| (7)  

where X denotes the blurred image obtained by convolving the focused image the estimated with the blurring kernel; XT denotes the 
original defocused image; P denotes the set of all pixel points in the image, and the number of pixels is N. 

The image restoration loss function L2 is defined as Eq. (8). 

L2 =
1
N
∑

N∈Q
(G(x, y) − GT(x, y))2 (8)  

where G denotes the restored clear image; GT denotes the focused image; Q denotes the pixel set. 

4. Experiment and analysis 

4.1. Experimental setup 

All experiments in this study were carried out on a publicly available dataset of defocused HE-stained tissue sections images in 
Ref. [36]. The images in the dataset were captured by a color camera Nikon Eclipse motorized microscope with the following pa
rameters: the numerical aperture of 0.75, the objective magnification of 20, the pixel number of 5 million, and the pixel size of 3.45 μm, 
and the acquired samples were hematoxylin and eosin-stained tissue sections. First, the origin or reference point for the sample po
sitions was defined as the position at the ideal object distance from the objective lens. Second, the samples were acquired by moving 

Fig. 9. The structure of our kernel-guided convolution module.  
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them along the optical axis relative to the objective lens. They were moved in both positive (+) and negative (− ) directions, with a 
range of − 10 to +10 μm. To capture a comprehensive dataset, measurements were taken at 41 different defocus positions, with a step 
size of 0.5 μm between each position. Finally, the acquired images were divided into a fixed resolution of 224 × 224 pixels. The 
training set comprises nearly 130,000 defocused images. Within this training set, a subset equivalent to 10 % of the images was 
selected for validation purposes. This validation set served as an independent subset to assess the performance of the model during the 
training process and tune hyperparameters. The test set was divided into two connections: sameProtocol and diffProtocol. Same
Protocol retains the same acquisition conditions and the data distributions as the training set, including the imaging conditions, 
staining condition of tissue samples, tissue structure, external light level, and data distribution. While diffProtocol differs from the 
training set in terms of acquisition conditions. Fig. 11 shows five groups of defocused blurred images with different shape and color, 
and each row from left to right is the f-2, f-1, f0, f+1, and f+2 categories. 

4.2. Experiments of defocused image classification 

To verify the effectiveness of our defocused image classification network, ablation experiments of our classification network were 

Fig. 10. The training flow of the extraction - restoration network.  

Fig. 11. Partial images of the dataset used in this study.  
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conducted in the sameProtocol and diffProtocol sets. The learning rate of the model training stage was set to 1 × 10− 4, using the cross- 
entropy loss function and Adam gradient descent algorithm. The training had 250 epochs, the batch size was 128, and the training took 
approximately 23 h. Fig. 12 shows the convergence of the loss function during the training process using the training and validation 
sets. Evidently, when using the training set data, the loss function converged quickly with the increase in epochs, and the convergence 
process was very smooth. In contrast, for the data in the validation set, the loss function had small fluctuations in the convergence 
process, and it gradually stabilised after the epoch reached 100. 

First, to evaluate the validity of our classification network model, we conducted an ablation experiment, and the experimental 
results are shown in Table 1, where “baseline” model represents a typical classification network model consisting of the convolution, 
pooling and fully-connected layers, excluding data pre-processing and data augmentation; "baseline + channel normalization" model 
adds channel normalization to the baseline network structure; "baseline + channel normalization + exchange of color channels" model 
adds data augmentation and color channel exchanging to the second model; the classification network in our method adds channel 
normalization, data augmentation and color channel exchanging to the baseline network. 

As shown in Table 1, the difference in classification accuracy between the two test sets was more than 10 %; in particular, the 
classification accuracy on the diffProtocol test set was only 85.01 %, indicating that the generalization ability of the baseline network 
was poor. After the channel normalization operation, the difference in classification accuracy between two test sets was reduced to 
approximately 4 %, and the classification accuracy on the diffProtocol test set was also improved. This indicates that channel 
normalization could effectively improve the generalization ability of the classification model; after using the data augmentation 
strategy based on the exchanging original color channels, the classification accuracy of the model on both test sets was further 
improved, which illustrated the effectiveness of original color channel exchanging. With the addition of the channel attention module, 
there was a significant improvement in the classification accuracy pf our classification network on both the sameProtocol and diff
Protocol sets, and the difference between them was only 1.88 %, which illustrates that our method in this study has a good classifi
cation accuracy and excellent generalization. 

Then, to prove the effectiveness of our classification method at different defocus distance, we compared it with the widely used 
image classification networks: Visual Geometry Group Network (VGGNet) [35], Residual Neural Network (ResNet) [37], and Goo
gleNet [38], and the evaluation indexes were precision, recall, and F1 score. The results are presented in Table 2, where we can draw 
the following conclusions.  

(1) The precision of VGGNet and GoogleNet for all image categories was lower than that of our classification method. The precision 
of ResNet with the images in the categories of f-2, f0, f+1, f+2 was lower than that of our method, except for the images in the f-1 
category where the precision was 0.04 higher than our method.  

(2) The recall of VGGNet for images in the f-2 and f+2 categories were higher than that of our classification method, that means the 
recall value of VGGNet was higher when the defocus distance was longer; the recall of ResNet was lower than that of our method 
for the focus and second-level far-focus category images, and higher for all other categories.  

(3) The F1-Score of VGGNet and GoogleNet for f-2, f-1, f0, f+2 categories were lower than that of our method, except for VGGNet in 
the f+1 category where F1-Score was 0.09 higher than our method. This demonstrates the effectiveness of the proposed method. 

Finally, to further verify the classification ability and generalization ability of our classification method, we compared the clas
sification accuracy of different models on the test set, and the result is shown in Table 3, where we can observe that the classification 
accuracy of the proposed classification network on the sameProtocol test set was similar to that of ResNet, but considerably higher than 
that of VGGNet and GoogleNet. The classification accuracy of our method on the diffProtocol test set was 91.49 %; considerably higher 
than that of VGGNet (75.01 %), AlexNet (89.44 %) and GoogleNet (80.30 %). The experimental result demonstrates that the classi
fication network in this study has good classification performance and generalisation ability. 

Fig. 12. Loss curves of the classification network.  
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4.3. Experiments of image restoration 

First, the image restoration model was trained using the TensorFlow framework and the GEFORCE RTX 3080Ti hardware platform. 
The training parameters are as follows: 250 epochs, Adam optimiser, and initial learning rate of 10− 4. When the descent of the loss 
function stopped for 5 epochs, the learning rate was decreased by 20 %. The batch size was set to 128, and the total training time was 
approximately 37 h. The training results are shown in Fig. 13, where Fig. 13(a) and (b) show the loss functions of the blurring kernel 
estimation and image restoration, respectively. As seen from Fig. 13, with the increase of epoch number, the loss functions gradually 
converged on the training and validation sets; in comparison, the curves of image restoration loss function on the training and vali
dation sets did not coincide after convergence, because the blurring kernel loss function and image restoration loss function are jointly 
trained in this study, and the estimation error of the blurring kernel may accumulate in the restoration network. 

Experiment 1. Blurring kernel extraction 

First, the accuracy of the blurring kernel extraction in this study was verified using the test set. The experimental results are shown 
in Figs. 14–16, where Fig. 14 represents different blurred images of sample S16_16, S17_14, S204_15 and S209_14, respectively, where 
Fig. 14(a) and (b) are from the sameProtocol test set, and Fig. 14(c) and (d) are from the diffProtocol test set. Fig. 15(a)–(d) show the 
blurring kernel function extracted from the corresponding blurred images of S16_16, S17_14, S204_15 and S209_14 in Fig. 14. Because 
the true blurring kernel functions were unknown in our experiments, in this study the focused images in Fig. 14 were convolved with 

Table 1 
Classification accuracy of different network structures on different datasets.   

Accuracy on sameProtocol (%) Accuracy on diffProtocol (%) 

baseline 96.21 85.01 
baseline + channel normalization 96.45 92.37 
baseline + channel normalization + exchange of color channels 97.17 94.22 
our method 98.37 96.49  

Table 2 
Precision of different models for different types of defocused images.   

f-2 f-1 f0 f+1 f+2 

Pre Rec F1 Pre Rec F1 Pre Rec F1 Pre Pre Pre Pre Rec F1 

VGG 0.77 0.95 0.85 0.85 0.83 0.83 0.82 0.87 0.84 0.87 0.87 0.87 0.79 0.94 0.86 
ResNet 0.83 0.92 0.87 0.92 0.95 0.93 0.82 0.84 0.83 0.89 0.89 0.89 0.75 0.77 0.76 
GoogleNet 0.62 0.43 0.51 0.74 0.68 0.71 0.69 0.83 0.75 0.55 0.55 0.55 0.61 0.82 0.70 
Our 0.87 0.90 0.89 0.88 0.89 0.89 0.93 0.92 0.92 0.95 0.95 0.95 0.90 0.93 0.92  

Table 3 
Classification accuracy of different models in different test sets (%).   

VGGNet ResNet GoogleNet Our method 

Accuracy on sameProtocol 86.21 91.21 88.73 96.37 
Accuracy on diffProtocol 75.01 89.44 80.30 91.49 
Accuracy on both datasets 78.94 90.05 83.31 93.32  

Fig. 13. Loss curves of the extraction and restoration networks. (a) Loss curve of the extraction network; (b) Loss curve of the restoration network.  
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the estimated blurring kernel functions, and the result was compared with the original defocused images to validate the extracted 
blurring kernels. Fig. 16 shows the convolution result using the corresponding focus image from the database with the blurring kernel 
functions in Fig. 15. To compare the convolved blurred images with the original blurred images in Fig. 14, the SSIM for them was 
calculated. Besides, we also calculated the average SSIM on the sameProtocol and diffProtocol sets, as well as the average SSIM on both 
sets, to test the generalization of our blurring extraction method. The results are listed in Table 4. 

Comparing the corresponding blurred images in Figs. 14 and 16, we can see that the convolved blurred images were very close to 
the original defocused images in terms of image resolution and luminance distribution. From the experimental results in Table 4, we 
can see that the blurred images obtained by convolving the estimated blurring kernel with the focus image were very similar to the 
original defocused images in Fig. 14, and the SSIM values were all more than 0.96. Moreover, the results were very stable for two test 
sets and their average SSIM were 0.98 and 0.968, respectively. This proves that the blurred images obtained by convolution of the 
estimated blurring kernel with focused image are very similar to the actual blurred images; that is, the blurring kernels estimated from 

Fig. 14. Different blurred images in the datasets. (a) Image of S16_16; (b) Image of S17_14; (c) Image of S204_15; (d) Image of S209_14.  

Fig. 15. The blurring kernel functions extracted from the corresponding blurred images. (a)Kernel of S16_16; (b) Kernel of S17_14; (c) Kernel of 
S204_15; (d) Kernel of S209_14. 

Fig. 16. Convoluted blurring images with extracted blurring kernels in Fig. 15. (a) Image of S16_16; (b) Image of S17_14; (c) Image of S204_15; (d) 
Image of S209_14. 

Table 4 
Similarity comparison between the convoluted blurred images and the original defocused images.  

Images Fig. 14 (a) and 16 
(a) 

Fig. 14 (b) and 16 
(b) 

Fig. 14 (c) and 16 
(c) 

Fig. 14 (d) and 16 
(d) 

Average on 
samePro. 

Average on 
diffPro. 

Total 
average 

SSIM 0.981 0.976 0.970 0.974 0.980 0.968 0.972  
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Fig. 17. Comparison of deblurring with different blurred images. (a) The blurred, clear, and restored images of S16-16; (b)The blurred, clear, and 
restored images of S17-14; (c) The blurred, clear, and restored images of S101-11; (d) The blurred, clear, and restored images of S204-15; (e)The 
blurred, clear, and restored images of S209-14. 
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our method in this study are accurate. 

Experiment 2. Image restoration 

First, to verify the performance of the proposed defocused image restoration method in this study, we selected five defocused 
images from the sameProtocol and diffProtocol datasets for image restoration experiments (S16–16, S17-14, and S101-11 were from 
sameProtocol; S204–15 and S209-14 were from diffProtocol). The color contrast and textures of these experimental images were all 
different so that the robustness of our method could also be validated. The experimental results are shown in Fig. 17, where the first 
column in Fig. 17(a)–(e) represents different blurred images; the second column in Fig. 17(a)–(e) represents the focus images cor
responding to the first column images; the third column in Fig. 17(a)–(e) represents the restored images of the corresponding first 
column images. Based on the experimental results, it can be observed that after the extraction-restoration process the clarity and 
visibility of the defocused images were effectively improved. In Fig. 17, the defocused images in the first column were transformed into 
clearer images after undergoing an extraction-restoration process, as shown in the third column of the same row. Furthermore, the 
restoration process enhanced the visibility of tissue structures in the samples, making them distinguishable and more prominent. In 
addition, the image restoration performance of our method was not affected when the texture and color of the samples changed. That 
proves that the proposed method is insensitive to the light and texture of the images. 

Second, to further compare our defocused image restoration method with commonly used image restoration methods, we selected 
the dark channel prior [39], graph-based deblur [40] methods based on the iterative optimisation of optical imaging modelling and the 
DeblurGAN method [29], and UNeXtmethod based on CNNs [41]. In this experiment, we used two blurred images with different 
brightness values under identical experimental conditions. The results are shown in Figs. 18 and 19, where Fig. 18(a)–(b) represent the 
input defocused image S102_l3 and its focus image; Fig. 18(c)–(g) represent the restored images of S102_l3 using the dark channel prior 
method, the UNeXt, the graph based deblur method, the deblur GAN, and our method. Fig. 19(a)–(b) represent the input defocused 
image S209_l3 and its focus image; Fig. 19(c)–(g) represent its restored images using the dark channel prior method, the UNeXt, the 
graph based deblur method, the deblur GAN, and our method. From Figs. 18 and 19, we can observe that by restoring the images, the 
color, structure, and other features of the tissue in the images were enhanced, and the restored images based on our method were 
clearer and more detailed than those restored by optical model-based methods. In particular, in Fig. 19, when the tissue in the sample 
was dense and dark, the restored image was very close to the ideal focused image in terms of brightness and clarity, whereas the outline 
of individual cells in the image restored by the DeblurGAN method still had obvious blurring problems. For the UNeXt method, the 
restored image had some deviation from the original image in terms of color and texture. 

Third, to compare the quantitative quality of the restored images using these methods, we calculated the PSNR and SSIM of the 
restored images compared to the real-focus images. The experimental results were shown in Table 5, and the restoration images of 
sample S16_l6 through different methods were shown in Fig. 20, where Fig. 20(a)–(b) represent the input defocused image of sample 
S16_l6 and its focus image; Fig. 20(c)–(g) represent its restored images using the dark channel prior method, the UNeXt, the graph 
based deblur method, the deblur GAN, and our method. As can be seen from Table 5, the PSNR and SSIM values of the restored images 
using iterative modelling of optical imaging were low, and the difference in both PSNR and SSIM values were very obvious in two test 
sets because these methods were essentially blind deblurring with unknown blurring kernel functions and their generalization abilities 
were not ideal due to their excessive focus on the global optimal evaluation of the entire images; DeblurGAN and our method were both 
deblurring methods based on convolutional neural networks, which learned the blurring features of the images through the network 
training. Therefore, their PSNR and SSIM values of the deblurred images had more significant improvement after the deblurring 
process, and the difference of PSNR and SSIM values were also reduced on different test sets, which indicated that these deblurring 
methods based on convolutional neural networks had higher accuracy and stronger robustness. By contrast, the PSNR and SSIM values 
of the images restored by our method were higher than those of the DeblurGAN method. That means, by incorporating a blurring 
kernel extraction network, our method can estimate or adjust the blurring kernels estimated in the defocused images during the 
restoration process. For the UNeXt method, the PSNR and SSIM values of the restored images were all lower than thoss of our method, 
because the network structure is a simplification of U-Net with fewer convolutional layers, which greatly reduces the computation 
complexity compared to U-Net, but the drastic reduction in the parameter quantity leads to its poor ability to image deblurring. 
According to Fig. 20, it can be seen that our proposed method for sample S16_l6 achieves the best restoration results in terms of color, 
texture, and clarity compared to other methods. 

Experiment 3. Robustness validation 

To further demonstrate the robustness of our image restoration method with the images in different defocus categories, we 
randomly selected twenty blurred images in each defocus category for deblurring, and compared the deblurred images with those 
using other deblurring methods. The result is shown in Table 6, and the restoration images in defocus category f-2 through different 
methods are shown in Fig. 21, where Fig. 21 (a) represents the input defocused image in defocus category f-2; Fig. 20(b)–(f) represent 
its restored images using the dark channel prior method, the UNeXt, the graph based deblur method, the deblur GAN, and our method. 
As can be seen from Table 6, the proposed image restoration method is very stable for processing test images in different defocus 
categories, and the average PSNR and SSIM of the test images in different categories are significantly higher than those of the other four 
methods, which proves the accuracy and stability of our proposed method are both higher According to Fig. 21, it can be seen that the 
restoration effect of the defocused images in f-2 is better than other methods in terms of color, texture, and clarity. 

In addition, we calculated the average PSNR and SSIM values of all the deblurred images using our method in this study on the 
sameProtocol and diffProtocol test sets and compared them with those of several commonly used methods. The experimental results 
are shown in Table 7. From Table 7, we can observe that when tissue sections images under different acquisition conditions are used, 
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Fig. 18. Restoration comparison of different deblurring methods on image S102_l3. (a) The input image; (b) The focus image; (c) The restored 
image using dark channel prior method; (d) The restored image using UNeXt; (e) The restored image using graph based deblur method; (f) The 
restored image using deblur GAN; (g) The restored image using our method. 

Fig. 19. Restoration comparison of different deblurring methods on image S209_l3. (a) The input image; (b) The focus image; (c) The restored 
image using dark channel prior method; (d) The restored image using UNeXt; (e) The restored image using graph based deblur method; (f) The 
restored image using deblur GAN; (g) The restored image using our method. 

Table 5 
Deblurring performance of different image deblurring methods.   

Dark channel prior Graph-based DeblurGAN UNeXt Our method 

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM 

S16-l6 28.782 0.896 30.125 0.898 33.673 0.879 25.232 0.884 33.673 0.979 
S17-l4 27.112 0.863 28.228 0.859 31.599 0.880 25.230 0.837 31.599 0.924 
S101-l1 28.673 0.877 29.683 0.883 31.363 0.901 25.229 0.872 31.363 0.948 
S204-l5 25.359 0.853 26.141 0.878 30.022 0.884 25.228 0.855 30.022 0.903 
S209-l4 26.493 0.843 26.032 0.867 29.456 0.879 25.290 0.902 29.456 0.911  
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the average PSNR and SSIM of the images restored by our method are significantly higher than those of the other four methods on the 
test sets, indicating that the proposed defocused image restoration method has good robustness. 

5. Discussion 

To address the limitations of current microscopic image defocus restoration methods and the positive-negative defocus variability 
of optical imaging, this study investigates several aspects, including the classification of defocus images, the automatic extraction of 
blurring kernels, and the construction of a joint network of blurring kernel estimation and image restoration. The ultimate goal is to 
achieve high-precision and clear restoration of defocus microscopic images. Numerous experiments have proved that the method we 
proposed is more accurate and robust compared with other image deblur methods. However, it still needs further research and 
improvement. For example, to improve its processing speed to make it suitable for real-time image deblurring. 

6. Conclusions 

The proposed non-blind image restoration model aims to address the challenges associated with limited DOF and defocused 
blurring in high-magnification optical microscopy. It offers a solution to improve image resolution and expand the range of appli
cations for microscopes. First, a microscopic defocused image classification network is designed to achieve the automatic classification 
of defocused images with different defocus distances and directions to reduce the estimation error of blurring kernel functions caused 
by the positive and negative difference of defocus imaging. Second, a defocused image restoration model consisting of blurring kernel 
extraction and image restoration networks is proposed. These components are effectively combined by introducing a kernel guidance 
convolution module in the image restoration network. Non-blind image deblurring is achieved by training the blurring kernel esti
mation and image restoration loss functions simultaneously for quantitative deblurring. Third, the proposed image-restoration model 
is validated for accuracy, generalization and robustness using extensive biomedical microscopic images. 

Fig. 20. Restoration comparison of different deblurring methods on the images of S16_l6. (a) The input image; (b) The focus image; (c) The restored 
image using dark channel prior method; (d) The restored image using UNeXt; (e) The restored image using graph based deblur method; (f) The 
restored image using deblur GAN; (g) The restored image using our method. 

Table 6 
Comparison of the deblurring performance with different defocus category images.   

Dark channel Graph-based DeblurGAN UNeXt Our method 

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM 

f-2 26.833 0.855 27.239 0.895 28.800 0.881 25.225 0.823 30.536 0.918 
f-1 27.002 0.851 28.121 0.847 29.697 0.873 25.226 0.813 31.208 0.947 
f0 28.209 0.864 28.475 0.871 29.979 0.866 25.231 0.810 32.077 0.961 
f+1 25.871 0.875 26.342 0.881 28.975 0.894 25.227 0.811 31.133 0.925 
f+2 26.984 0.861 27.544 0.874 29.363 0.879 25.233 0.802 31.239 0.938  
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