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A B S T R A C T

Persistent infection with high-risk human papillomavirus (hrHPV) is a major cause of cervical cancer. The 
effectiveness of current HPV-DNA testing, which is crucial for early detection, is limited in several aspects, 
including low sensitivity, accuracy issues, and the inability to perform comprehensive hrHPV typing. To address 
these limitations, we introduce MTIOT (Multiple subTypes In One Time), a novel detection method that utilizes 
machine learning with a new multichannel integration scheme to enhance HPV-DNA analysis. This approach 
may enable more accurate and rapid identification of multiple hrHPV types within a single sample. Compared to 
traditional methods, MTIOT has the potential to overcome their core limitations and offer a more efficient and 
cost-effective solution for cervical cancer screening. When tested on both simulated samples (to mimic real-world 
complexities) and clinical samples, MTIOT achieved F1 scores (the harmonic mean of sensitivity and specificity) 
of 98 % and 92 % respectively for identifying subtypes with a sample size ≥ 50, suggesting that it may signif
icantly improve the precision of cervical cancer screening programs. This work with MTIOT represents a sig
nificant step forward in the molecular diagnosis of hrHPV and may suggest a promising avenue for enhancing 
early detection strategies and potentially reducing the incidence of cervical cancer. This study also underscores 
the importance of methodological innovation in tackling public health challenges and sets the stage for future 
clinical trials to validate MTIOT’s efficacy in practice.

1. Introduction

Cervical cancer is the fourth most common cancer among women. In 
2020, an estimated 604,000 women worldwide were diagnosed with 
cervical cancer, and about 342,000 women may have died from the 
disease [1,2]. However, when diagnosed early and managed effectively, 
cervical cancer is one of the most potentially successfully treatable forms 
of cancer. Screening may allow pre-cancerous lesions to be identified at 
stages when they can be relatively easily treated. Cancers diagnosed in 
late stages can also potentially be controlled through appropriate 

treatment and palliative care. With a comprehensive approach encom
passing prevention, screening, and treatment, cervical cancer may be 
eliminated as a public health problem within a generation [3–5]. 
Consequently, screening for cervical cancer is of utmost importance. The 
primary cause of pre-cancerous and cancerous cervical lesions is infec
tion with a high-risk or oncogenic HPV type. Nearly all cervical cancer 
cases (99 %) are linked to infection with high-risk human papilloma
viruses (HPV), an extremely common virus transmitted through sexual 
contact. Just two high-risk HPV strains (16 and 18) may cause more than 
70 % of cervical cancers, but they can potentially be treated if detected 
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early enough [4,5]. Based on this understanding, effective cervical 
cancer screening essentially involves the precise detection of high-risk 
HPV types, with the aim of early identification and management of 
viral infections associated with cervical cancer. This approach is inten
ded to potentially reduce the incidence of cervical cancer or facilitate 
early intervention in its development. As recommended by the WHO as 
the top choice method for cervical cancer screening, HPV-DNA testing is 
an objective diagnostic that leaves no room for interpretation of results. 
It has been demonstrated to be simpler, may prevent more pre-cancers 
and cancers, and may save more lives. It is also potentially more 
cost-effective than visual inspection techniques or cytology (commonly 
known as ‘pap smears’) [6,7]. Among the numerous HPV-DNA testing 
methods, the most traditional and regarded as the gold standard is based 
on a PCR-Sanger sequencing framework [8], which captures specific 
sequences and compares them with standard sequences to identify in
fections [9,10]. Although PCR-Sanger sequencing can provide relatively 
accurate genotyping, in cases of multiple HPV infections, overlapping 
peaks in Sanger sequencing results can render it impossible to read as 
base sequences. This may necessitate the use of different primers for 
multiple experiments to determine the number of subtypes present, 
making detection extremely time-consuming, labor-intensive, and costly 
[11–13]. At the same time, the market offers a wide variety of HPV 
testing kits capable of detecting and differentiating multiple HPV sub
types in a single experiment. These testing kits are mainly based on: 
second-generation hybrid capture [14,15], real-time fluorescent PCR 
[16], enzyme-linked immunosorbent assay [17], and gene chip tech
nology [18–20]. Essentially, these methods detect specific nucleotide 
sequences through probe hybridization. However, probe hybridization 
methods face significant challenges in accurately typing HPV [21], and 
they may not be able to distinguish highly similar HPV subtype nucle
otide sequences. Additionally, the uneven amplification efficiency of 
different genotypes in PCR-based hybridization methods can lead to 
errors in HPV detection and genotyping. Therefore, these methods may 
suffer from low detection sensitivity, poor accuracy, and the inability to 
perform comprehensive subtype testing [22]. To address these chal
lenges, we have developed a novel method named MTIOT, which is 
based on the PCR-Sanger sequencing framework and enhanced by 
advanced machine learning technology for predictive analysis. MTIOT 
employs random convolutional kernels and a new multi-channel inte
gration approach to analyze Sanger sequencing data from samples with 
multiple infections. By training a machine learning model to recognize 
complex patterns, MTIOT may overcome the unreadability issues asso
ciated with overlapping peaks, enabling accurate differentiation of 
various HPV subtypes without sacrificing detection speed or increasing 
costs. The primary objective of this research is to enhance the accuracy 
and efficiency of detecting high-risk HPV subtypes. Specifically, geno
typing tests for at least 13 high-risk HPV subtypes are essential, and our 
method may allow for the detection of these coinfections in a single-tube 
PCR reaction. We anticipate that this will potentially facilitate the early 
diagnosis of precancerous lesions, significantly improving the early 
detection rates for high-risk HPV subtypes and contributing to cervical 
cancer prevention. Thus, combining PCR-Sanger sequencing technology 
with advanced machine learning analysis represents a crucial step to
wards early intervention in cervical cancer, potentially supporting the 
long-term goal of eliminating it as a public health issue.

2. Results

2.1. MTIOT on simulation dataset and clinical dataset

To validate the effectiveness of MTIOT, we conducted evaluations 
using both a simulated HPV dataset and real clinical samples. From the 
simulation dataset, we selected 453 valid samples across 18 subtypes, 
each with a minimum of ten samples. A stratified 10-fold cross- 
validation approach was employed [23–26]. For each subtype, its 
samples were designated as positive cases, while all other samples were 

treated as negative cases. During the training, the weights were adjusted 
based on the ratio of positive to negative cases.

For subtypes with ten or more samples, the average sensitivity and 
specificity achieved were 0.67 and 0.99, respectively. Subtypes with 
twenty or more samples demonstrated average sensitivity and specificity 
of 0.81 and 0.98, respectively. Notably, for subtypes with more than fifty 
samples, the average sensitivity and specificity reached an impressive 
0.98 each, as shown in the "Simulation" column of Table 1.

Fig. 1 illustrates that the model’s performance tends to improve as 
the sample size increases. This suggests that MTIOT may achieve nearly 
perfect sensitivity and specificity, approaching 100 %, given a sufficient 
large sample size.

Additionally, we utilized the entire simulation dataset for training 
and tested the model on 95 real clinical samples, comprising 90 single 
HPV infections and five compound HPV infections. The results for the 
clinical data are presented in the "Experiment" column of Table 1. The 
performance on the actual samples closely mirrored that of the simu
lated data, albeit slightly lower. This outcome further validates the 
effectiveness of MTIOT and underscores the positive impact of increased 
data volume on enhancing its detection performance.

We observed that in certain HPV subtypes, such as HPV-31 and HPV- 
56, the diagnostic accuracy on the clinical sample dataset may exceed 
that on the simulated sample dataset. There are the following possible 
explanations for these observations. Firstly, there is a distributional 
disparity between simulated and real (clinical) datasets. On these spe
cific subtypes, the model may have adjusted its parameter space to 
reduce the error on simulated data, resulting in better statistics for the 
experimental samples. This suggests that while simulated data is helpful 
for training, the difference from real-world clinical data can affect the 
model’s generalizability. Secondly, our test dataset contained a high 
proportion of single HPV infection samples. For subtypes like HPV-31 
and HPV-56, the model may have obtained sufficient features to accu
rately identify these single-infection sequence data. This phenomenon 
indicates a specific strength of the model in recognizing these subtypes. 
The incorporation of randomness in the feature extraction steps of 
MTIOT may prove advantageous. This randomness allows a wider range 
of to be explored during feature extraction, potentially enhanceing 
model performance in real-sample identification.

The MTIOT results for the five real composite infection samples are 
shown in Table 2. At first glance, they are not ideal. But the MTIOT 
results were good for the two subtypes HPV-16 and HPV-52 with a train 
size greater than 50. MTIOT has been shown to be effective for simulated 
samples, but will need more data to overcome the learning cost for the 
deviation between simulated and real samples. The data volume for 
HPV-16 and HPV52 is, however, sufficient for MTIOT to perform 
effectively. Obtaining sufficient real composite samples and verifying 
their effectiveness on real samples will be the focus of future work.

In the upcoming comparative analysis, we will focus on subtypes 
with a sample size of 20 or more within the simulation dataset to ensure 
sufficient sample volume to support variations in experimental condi
tions and obtain optimal results. Through this approach, we aim to more 
accurately assess the efficacy of MTIOT in detecting various HPV-DNA 
subtypes, ensuring the reliability and representativeness of the experi
mental outcomes. Furthermore, setting the sample size to 20 or more 
will help reduce biases caused by insufficient sample numbers, thereby 
enhancing the robustness of the experimental design and the univer
sality of the conclusions.

2.2. MINIROCKET and other feature extraction methods

In the simulated dataset where N is greater than or equal to 20, we 
compared the effects of the ROCKET ’family’ methods (namely, ROCKET 
[27] and its variants MINIROCKET [28] and MultiRocket [29]), Hydra 
[30], and their combined usage under the same settings as in Section 
‘MTIOT on simulation dataset and clinical dataset’. The methods of the 
ROCKET "family" and Hydra may be among the most accurate and 
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fastest ones on the UCR archive dataset currently. The ROCKET series 
methods are based on random convolution kernels, while Hydra is a 
method that potentially bridges ROCKET and dictionary methods. Both 
are used for feature extraction, and the extracted features are employed 
to train a ridge regression classifier or logistic regression (when dealing 
with larger datasets).

Compared with other time series classification methods, the main 
advantage of the ROCKET series and Hydra is their speed. This is may be 
significant for the rapid and accurate detection of HPV-DNA required for 

clinical practice. For other state-of-the-art methods, training and testing 
times of other methods using on the 112 UCR datasets task days. The 
most precise method, HC-2 [31], takes about two weeks, while ROCKET, 
MINIROCKET, MultiRocket and Hydra respectively takes 2.85 h, 
2.44 min, 15.77 min, and 41 min [29].

In terms of specificity, all methods are quite accurate in detecting 
different HPV subtypes (see Table 3). By approaching a perfect score of 
1.00, methods appear to yield no false positives in identifying non-target 
sequences, critical in reducing misdiagnosis. The sensitivity of all 

Table 1 
Results of MTIOT on simulation and experiment datasets.

Subtype Sample size(N) Simulation Experiment

Sensitivity Specificity F1-Scorea Sensitivity Specificity F1-Scorea Test size

HPV− 16 
HPV− 52 
HPV− 18 
HPV− 31 
HPV− 58 
HPV− 66 
HPV− 6 
HPV− 68 
HPV− 33 
HPV− 56 
HPV− 53 
HPV− 39 
HPV− 81 
HPV− 35 
HPV− 11 
HPV− 54 
HPV− 62 
HPV− 84 
Mean(N ≥ 10) 
Mean(N ≥ 20) 
Mean(N ≥ 50)

53 
51 
37 
30 
28 
28 
27 
26 
25 
22 
20 
17 
16 
15 
14 
11 
11 
11 
25 
32 
52

1.00 
0.96 
0.95 
0.70 
0.60 
0.77 
0.77 
0.77 
0.93 
0.83 
0.60 
0.25 
0.80 
0.45 
0.65 
0.30 
0.30 
0.50 
0.67 
0.81 
0.98

0.99 
0.97 
1.00 
0.96 
0.97 
0.98 
1.00 
0.97 
0.99 
0.99 
0.97 
0.98 
1.00 
0.98 
0.99 
0.99 
1.00 
1.00 
0.99 
0.98 
0.99

1.00 
0.97 
0.97 
0.81 
0.74 
0.86 
0.87 
0.86 
0.96 
0.91 
0.74 
0.40 
0.89 
0.62 
0.79 
0.46 
0.46 
0.67 
0.78 
0.88 
0.98

0.88 
0.86 
0.83 
1.00 
0.33 
0.75 
1.00 
0.43 
0.67 
1.00 
0.00 
1.00 
1.00 
1.00 
1.00 
0.50 
0.20 
0.75 
0.73 
0.70 
0.87

0.99 
0.96 
1.00 
0.98 
0.96 
0.95 
0.98 
0.89 
1.00 
1.00 
1.00 
0.31 
0.98 
0.97 
1.00 
1.00 
1.00 
1.00 
0.94 
0.98 
0.98

0.93 
0.91 
0.91 
0.99 
0.84 
0.50 
0.99 
0.58 
0.80 
1.00 
0.00 
0.48 
0.99 
0.98 
1.00 
0.67 
0.33 
0.86 
0.76 
0.77 
0.92

8 
7 
6 
5 
4 
4 
1 
7 
6 
6 
5 
6 
4 
5 
3 
4 
5 
4 
4 
5 
5

a The F1 Score mentioned in this article refers to the harmonic mean of sensitivity and specificity, rather than the accuracy and recall rate

Fig. 1. Changes in various indicators with number of samples. (A) Sensitivity changes with different sample sizes; (B) The variation of specificity in different sample 
sizes; (C) The change of F1 score in different sample sizes; (D) In the overall scatter diagram, the x-axis is the sample size, and the y-axis is the value of the 
three indicators.
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methods also improved with sample size. For example sizes of 20 or 
more, the sensitivity ranges were 0.68–0.81, but 0.93–0.98 for sample 
size of 50 or more. Notably, MINIROCKET demonstrated outstanding 
performance at both the N ≥ 20 and N ≥ 50 thresholds, indicating its 
effectiveness in detecting HPV infections. For sample sizes of > 50, the 

combination of MINIROCKET and Hydra and Hydra alone performed 
almost as well as MINIROCKET.

MINIROCKET is thus the preferred feature extractor for MTIOT in 
terms of speed, specificity and sensitivity.

2.3. The impact of sequence trimming and noise reduction on 
performance of MTIOT

In Sanger sequencing, the initial unreadable portion of the sequence 
is normally trimmed. In our method, however, peaks don’t need to be 
interpreted as bases, as the signal only needs to be sufficiently specific to 
distinguish the various HPV subtypes. Therefore, we need to consider 
the relationship between noise reduction and information loss that may 
be caused by trimming the sequence.

Indices clearly follow a set pattern depending on the trimming length 
(Fig. 2). Subtypes with sample sizes of 20 or more, indices attain similar 
peak values when either 200 or 500 nucleotides are trimmed (see Sup
plementary Figure S1). For subtypes with sample sizes of 50 or more, a 
trimming length of 500 clearly yields better scores. When the sample 
size is low, it is best to only remove the least readable part of the 
sequence (≤200). The information and noise of the remaining initial 
sequence appear to counterbalance each other, achieving an effect 

Table 2 
Results of MTIOT on real samples.

Label Train_size Prediction Train_size

Sample1 HPV− 62 
HPV− 61

11 
1

HPV− 39 17

Sample2 HPV− 66 
HPV− 58 
HPV− 59 
HPV− 53

28 
28 
9 
1

HPV− 31 
HPV− 68

30 
26

Sample3 HPV− 16 
HPV− 84 
HPV− 54

53 
11 
11

HPV− 16 
HPV− 39

53 
17

Sample4 HPV− 16 
HPV− 52 
HPV− 68

53 
51 
26

HPV− 39 17

Sample5 HPV− 52 
HPV− 62 
HPV− 61

51 
11 
1

HPV− 52 51

Table 3 
Comparison of Sensitivity, Specificity and F1-Score Across Models at Various Sample Sizes.

Method N ≥ 20 N ≥ 50

Sensitivity Specificity F1-SCORE Sensitivity Specificity F1-SCORE

Hydra 0.75 0.98 0.84 0.95 0.98 0.97
ROCKET 0.71 0.99 0.82 0.95 0.99 0.97
MINIROCKET 0.81 0.98 0.88 0.98 0.98 0.98
MultiRocket 0.67 0.99 0.78 0.90 0.99 0.94
Hydra+ROCKET 0.73 0.98 0.83 0.94 0.99 0.96
Hydra+MINIROCKET 0.77 0.98 0.85 0.95 0.99 0.97
Hydra+MultiRocket 0.71 0.98 0.82 0.92 0.99 0.95

Fig. 2. Impact of trim length and noise deletion or not on sensitivity, Specificity, and F1-Score (A) For subtypes with sample size of 20 or more, the index changes 
under different pruning lengths and noise removal settings. (B) For the subtypes with a sample size of 50 or more, the index changes under different pruning lengths 
and noise removal settings.

Q. Zhao et al.                                                                                                                                                                                                                                    Computational and Structural Biotechnology Journal 27 (2025) 149–159 

152 



similar to complete trimming (see Supplementary Figure S1).
In Sanger sequencing, signal fluctuations are mostly ignored, and 

standard peak shapes are converted into bases for sequence alignment. 
However, in our method, these signal variations may contain valuable 
information. We, therefore, compared the outcome after retaining or 
removing peak height data. For subtypes with sample sizes of 20 or 
more, retaining peak height information consistently outperformed 
analysis after peak data (Fig. 2). For subtypes with a sample sizes of 50 
or more, the results of retaining peak data are mostly superior to or 
equivalent to those of noise removal. This suggests that due to the 
specialized handling of HPV-DNA sequencing data by MTIOT, it may be 
capable of capturing information from slight signal fluctuations typi
cally considered as noise.

In summary, appropriately adjusting the sequence trimming length 
and retaining peak height data can improve MTIOT performance. 
Therefore, for trimming and denoising, we selected a trimming length of 
500 and no noise removal, which also represents the potentially best- 
performing combination in our experiment.

2.4. The impact of multi-channel processing on performance of MTIOT

In the MTIOT process, each ab1 file contains data for four channels 
that correspond to the four nucleotides: adenine (A), thymine (T), 
guanine (G), and cytosine (C). Each channel may have significant bio
logical relevance, making it crucial to assess whether the information for 
each nucleotide is potentially obscured or underutilized.

In the official implementations of ROCKET, MINIROCKET, Multi
Rocket, and Hydra, the method for processing multi-channel data in
volves randomly selecting some channels for convolution and 
summation [32–35]. However, this approach may inevitably lead to 
information loss. Therefore, we have employed a novel method: 
extracting features separately from the four nucleotide channels and 
then concatenating them to form the final feature set of the samples. 
Moreover, we explored several other approaches, including concate
nating each channel’s features with those obtained from random 
convolution and summation, and performing soft/hard voting after 
classifying the four channels separately.

Table 4 shows their varying performances in terms of sensitivity, 
specificity, and F1 scores. Clearly, the feature concatenation method 
significantly outperformed the other methods. The reason may be that 
feature concatenation for each channel better preserves its unique 
properties compared to random channel convolution and summation. 
The information is thus more effectively combined than by the voting 
methods.

3. Discussion

The development and validation of the MTIOT method for typing 
multiple HPV infections through a single experimental process appears 
to provide a significant improvement in HPV detection and genotyping. 
This study underscores the complexity and diversity of HPV genotypes 
and the potential critical need for accurate, efficient, and comprehensive 
subtyping methods to improve cervical cancer screening and diagnostic 
procedures.

The utilization of machine learning with a random convolutional 

kernel scheme, specifically the integration of the MINI-ROCKET feature 
extraction technique and ridge regression classifier, along with a new 
multi-channel integration method within the PCR-Sanger sequencing 
framework, potentially exhibits a novel approach to overcome the lim
itations faced by traditional HPV genotyping methods.

Our findings demonstrate that MTIOT can achieve F1 scores of 98 % 
and 92 % for identifying subtypes with sample sizes of 50 or more in 
both simulation and clinical datasets, respectively. This indicates its 
potential for improved accuracy in clinical diagnostics.

A critical challenge in HPV genotyping, especially in the case of 
multiple infections, is to distinguish closely related HPV genotypes. 
Traditional PCR-Sanger sequencing, while mostly accurate for single 
infections, struggles in the case of multiple infections. Current methods 
based on probe hybridization, such as second-generation hybrid capture 
and real-time fluorescent PCR, though widely used, suffer from lower 
sensitivity and specificity and often fail to provide comprehensive sub
type testing.

MTIOT in part overcomes the some limitations of Sanger sequencing 
by detecting samples with multiple infections. Sanger sequencing typi
cally uses universal primers for uncharacterised samples. For single in
fections, it yields a clear and readable signal peak. This signal peaks 
provide a DNA sequence, which is then compared to a sequence data 
bank to identify the infectious agent. However, for multiple infections, 
Sanger sequencing may produce overlapping signal peaks, causing dif
ficulties in identifying the infectious agent. To overcome these limita
tions, dedicated primers for each HPV subtype are used in the Sanger 
sequencing. For m subtypes, m sequencing runs would thus be required. 
While MTIOT shares the initial stages of standard Sanger sequencing, it 
diverges thereafter. Following the method described in Section ‘MTIOT 
Method Process’, we may employ machine learning techniques to 
extract features from the fluorescent signals of the four different bases. 
These features are then combined and fed into a number of different 
HPV subtype-specific classifiers for classification, yielding correspond
ing binary identification results (Fig. 3). In particular, this approach 
does not require the samples to be singular or multiple infections.

The application of advanced machine learning techniques to inter
pret complex Sanger sequencing data presents a significant methodo
logical advancement. By leveraging the distribution of sequencing data 
from multiple infection samples, the MTIOT method effectively address 
the challenges such as overlapping peaks and unreadable sequences 
inherent in Sanger sequencing results, offering a robust solution for 
accurate HPV genotyping in the presence of multiple infections.

This study also emphasizes the crucial role of feature extraction 
techniques in enhancing machine learning model performance for bio
logical data analysis. MINIROCKET’s ability to efficiently process and 
extract meaningful features from sequencing data, combined with the 
predictive power of the ridge regression classifier, exemplifies the syn
ergy between bioinformatics and machine learning. This integration is 
further enhanced by the innovative multi-channel integration approach, 
which improves the model’s capability to handle complex biological 
datasets. This interdisciplinary approach not only facilitate accurate 
typing of HPV infections but also opens avenues for applying similar 
methodologies in other areas of molecular diagnostics.

However, the study acknowledges limitations, including the small 
number of multiple HPV infection samples and the need for further 

Table 4 
Comparison of sensitivity, specificity and F1-score across different multi-channel processing methods with varying sample sizes.

Method N ≥ 20 N ≥ 50

Sensitivity Specificity F1-SCORE Sensitivity Specificity F1-SCORE

Official 0.77 0.98 0.86 0.95 0.99 0.97
Concatenate 0.81 0.98 0.87 0.98 0.98 0.98
Concatenate + origin 0.79 0.98 0.87 0.96 0.98 0.97
Soft vote 0.74 0.98 0.84 0.93 0.98 0.95
Hard vote 0.67 0.97 0.78 0.91 0.96 0.93
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validation with larger and more diverse clinical samples. Future 
research should focus on refining the MTIOT algorithm to enhance its 
utility across a broader range of HPV genotypes and explore its potential 
with existing screening programs to improve cervical cancer prevention 
strategies.

In conclusion, the MTIOT method represents a promising advance
ment in HPV genotyping technology, offering a high-throughput, accu
rate, and cost-effective alternative to existing methods. Its development 
is timely, given the increasing recognition of the HPV’s role in cervical 
and other cancers, and highlights the potential of combining traditional 
molecular techniques with machine learning to tackle complex diag
nostic challenges. Moving forward, rigorous clinical validation is 
essential to confirm its efficacy and reliability before considering its 
integration into routine clinical practice, ensuring improved outcomes 
for individuals at risk of HPV-related diseases.

4. Materials and methods

4.1. Sequencing data set of multiple HPV infection samples

Given that the number of patient samples with multiple infections 
was relatively low and the quantity of such multiple-infected samples 

required for our study is potentially insufficient, we decided to simulate 
mixed infection samples by utilizing laboratory-confirmed single-infec
tion samples with identified subtypes. For PCR amplification, we 
employed the LoTemp HiFi DNA Polymerase Ready Mix System, due to 
its high efficiency and fidelity. This should ensure that the DNA ampli
fication products from single-infection samples would be as accurate as 
possible. The amplified products were mixed in equal proportions to 
simulate a multiple infection environment, followed by sequencing of 
these mixed samples. This step aimed to generate a set of simulated 
samples that could potentially serve as input data for further analysis 
using the MTIOT method. Through this approach, we were able to create 
laboratory-generated sample data that may closely approximate natural 
infection scenarios. Although artificially generated under ideal condi
tions, it could potentially simulate multiple infections in the real world. 
We thus created a dataset of 200 samples, including 22 unique HPV 
subtypes, 148 double, 45 triple, 4 quadruple, and 1 quintuple infection 
sample (Supplementary Table S1). Each multiple infection sample was 
futuremore considered a representative sample for each infection sub
types it contains. All infection samples containing a distinct HPV sub
type were thus classified as positive cases, while all other samples were 
classified as negative cases. A dual infection sample infected with both 
HPV-16 and HPV-52, was therefore regarded as a sample for both the 

Fig. 3. Differences between the MTIOT and typical PCR Sanger sequencing methods. (A) Typical PCR-Sanger Sequencing method: For a single infection, the universal 
primer is employed to amplify the target DNA, followed by Sanger sequencing. The clear peaks generated facilitate DNA sequence alignment and identification of the 
HPV type, such as HPV-16, which can be matched with a gold standard reference sequence. However, in the case of multiple infections, typical Sanger sequencing 
yields overlapping peaks that obstruct accurate base sequence determination. (B) MTIOT: This method leverages MINIROCKET feature extractors to convert the 
original signal sequences into feature vectors. These vectors are subsequently classified by a trained model set using Ridge Regression Classifier (RRC), to differ
entiate between various HPV types. For instance, HPV-16 and HPV-18 can be accurately identified as positive, while HPV-52 is correctly classified as negative, 
thereby effectively overcoming the limitations of the conventional approach.
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HPV-16 and HPV-52 subtypes. Consequently, our dataset effectively 
expanded to 460 samples in terms of the number of effective samples, as 
shown in Supplementary Figure S2 and 6. This approach enables us to 
conduct a multi-dimensional in-depth analysis and understanding of the 
interactions between different subtypes and their distribution in cases of 
multiple infections, potentially providing a rich data foundation for 
further research.

4.1.1. Clinical sample source
The sample simulation employs single infection clinical samples 

from Changning District Maternal and Child Health Care Hospital 
(CMCHCH) [36], Jiading District Maternal and Child Health Care Hos
pital (JMCHCH), and Fudan University Shanghai Cancer Center. All 
biological samples were collected in accordance with ethical guidelines. 
Prior to sample collection, all donors were thoroughly informed about 
the purpose of the study and the use of their samples for method 
development, ensuring they understood their rights and the nature of 
the research. The study protocol was approved by the relevant institu
tional ethics committee, ensuring compliance with ethical standards in 
research. Medical staff use a cervical exfoliated cell collector to sample 
at the squamocolumnar junction within the cervical canal. The collected 
cells are suspended in PreservCyt, Surepath fixative, or Thinprep 
cytology test. After collection, the samples are lysed [37]. The lysate is 
then stored at − 20◦C for a period of 10–15 years. Lysates from various 
HPV subtypes are randomly selected for subsequent analysis.

4.1.2. Sample detection and preparation of amplification products
Lotemp HiFi DNA polymerase ready-to-use mix system [38] was 

employed to detect HPV genotyping of samples and to prepare ampli
fication products. The detection process followed the method outlined in 
reference [36], though the primers of the nested PCR were replaced by 
GP6+ and MY11. The nested PCR products were sequenced using 
GP6 + as the sequencing primer. Sequences exceeding 50 bases were 
compared to the HPV DNA database in GenBank. Sequences were 
perfectly consistent with the standard HPV genotype DNA from Gen
Bank, thus enabling the definitive determination of the HPV genotype 
infecting the selected samples.

4.1.3. Sequencing of amplified products from single infection sample
Nested PCR products were sequenced using GP6 + as the sequencing 

primer. Sequences longer than 50 bases were selected for comparison 
with the HPV DNA database in GenBank. The sequencing results 
demonstrated 100 % consistency with standard HPV genotype DNA 
from GenBank, enabling definitive determination of the HPV genotype 
infecting the selected samples.

4.1.4. Sequencing of multiple infection samples
Amplified products from multiple infection samples were mixed and 

sequenced using the same sequencing method as for single infection 
samples. During the study, we observed that increasing the number of 
samples containing various subtypes enhanced the effectiveness of 
subtype classifiers. This indicates that to improve the detection rate of a 
specific subtype, the sample size for that and other subtypes should be 
increased. Our simulated multiple samples included 22 subtypes with 
varying quantities for each. Notably, types 16 and 52 were predominant, 
consistent with the multiple infection data from clinical samples 
analyzed in our laboratory [36]. When selecting the mixed subtypes, we 
aimed to reflect the proportions of mixed infection subtypes found in 
clinical samples while also considering subtypes with lower clinical 
prevalence but high-risk associations. Following the predefined mixture, 
nested PCR amplification products were combined in equal proportions, 
and Sanger sequencing was performed using GP6 + as the sequencing 
primer. The sequencing result file of the simulated multiple infection 
samples served as the input data for MTIOT.

4.2. MTIOT method process

MTIOT is engineered to discern the composition of HPV genotypes 
within a sample featuring multiple infections. As illustrated in Fig. 4, 
MTIOT comprises the following procedural steps: 

1. Sample Collection and PCR-Sanger Sequencing; 
First, samples were collected from the subjects. After collection, 

HPV DNA was amplified in two rounds using the nested-PCR tech
nique. The first round of PCR aimed to amplify a larger DNA frag
ment, typically targeting the L1 region of the HPV genome. 
Subsequently, the product from the first round was used as a tem
plate for the second round of PCR amplification. A set of nested 
primers specifically designed were employed to further amplify a 
smaller, specific region within the first round amplification frag
ment. This method significantly enhanced the specificity and sensi
tivity of detection. After completing nested-PCR, the second round 
amplification products were sequenced using Sanger sequencing to 
generate sequence data files (usually in ab1 format). The primers 
used here have been described in Section ‘Sequencing data set of 
multiple HPV Infection Samples’, namely GP6 + , MY11 (for nested- 
PCR) and GP6 + (for Sanger sequencing).

2. Fluorescence Signal Extraction; 
Next, we analysed ab1 files generated by Sanger sequencing. The 

ab1 file format is a binary file that records the fluorescence intensity 
values as a function of time. We parse these files to extract fluores
cence signal data. Each nucleotide (A, C, G, T) corresponds to a 
fluorescence signal curve, reflecting the changes in fluorescence in
tensity for that nucleotide during the sequencing process. Ideally, as 
shown in Fig. 5, these fluorescence signals can be presented as 
readable peaks, thereby being translated into a nucleotide sequence. 
However, in the case of HPV multiple infections, these signals 
become unreadable. In the MTIOT method, based on the extracted 
fluorescence signal data, we construct a matrix with dimensions (4, 
n), where 4 represents the four types of nucleotides (A, C, G, T) in the 
DNA sequence, and n represents the sequencing read length, that is, 
the spectral length. Each row represents the fluorescence signal of a 
nucleotide, while the columns correspond to time points or nucleo
tide positions during the sequencing process. This matrix is a 
mathematical representation of the raw data and provides a foun
dation for subsequent analysis.

3. Matrix Trimming and Data Padding; 
During the matrix preprocessing stage, we initially carry out pre

cise trimming on the raw data matrix extracted from fluorescence 
signals. The objective is to eliminate low-quality sequencing signals 
that might be present at the ends of the sequences. This step is 
important as low-quality signals impair subsequent feature extrac
tion and classification accuracy. The trimming strategy is based on 
signal quality and uses a threshold to determine which portions 
should be removed to ensure that only high-quality data is retained 
for downstream analysis. After the trimming process, data is padded 
to standardize data lengths following data trimming step and to 
ensure that the matrix shape meets the input requirements of sub
sequent models. The padding value is selected to be a static value 
close to the low signal values in the original signal in order to 
minimize interference during the feature extraction stage.

4. Feature Extraction

This step makes use of the MINIROCKET algorithm [28]. In first 
initializes 9996 one-dimensional convolutional kernels. With fixed 
lengths but different weights, dilation factors, and biases, to cover signal 
characteristics across various scales (Supplementary Table S2). The 
input data is a pre-processed HPV fluorescence signal matrix with di
mensions (4, n), representing the signals for four types of nucleobases, 
where n is the sequence length. MINIROCKET applies each initialized 
convolutional kernels to convolve with each dimension of the input 
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fluorescence signals, to extract local features of the signal sequence. For 
the feature map for each convolutional kernel, MINIROCKET pools 
Proportion of Positive Values (PPV) and calculates the proportion of 
positive values. Each dimension generates 9996 features through 9996 
convolutional kernels. Features from the four dimensions are concate
nated to form a feature vector of length 4 * 9996 = 39984. This feature 
vector captures the key information of the fluorescence signal and rep
resents the characteristics of the DNA sequence of the entire sample, for 
subsequent classification tasks. In the subsequent steps, MTIOT employs 
the extracted feature vector to train a ridge regression classifier. After 
the classifier is trained, the same convolutional kernels and operations 
are used to extract features from new data, and the trained classifier is 
used for prediction.

Convolutional kernel weight initialization. Each convolutional kernel 
has a fixed length of 9, and the weights are drawn from a set (α, β). As a 
result, the weights of the convolutional kernels can be described by the 
count of α or β. This leads to a definition where a kernel with a value of 1 
consists of a set with one β, for example, [α, α, α, α, α, α, α, α, β]. 
Similarly, a kernel with a value of 2 includes a set with two βs, such as [α, 
α, α, α, α, α, α, β, β]. From this framework, it is determined that there are 
2^9 = 512 possible combinations of weights. Among these, a subset 
containing 84 unique combinations, known as the 3-value kernel, was 
selected for our analysis:

[α, α, α, α, α, α, α, α, β],

[α, α, α, α, α, α, α, β, β],
[α, α, α, α, α, α, β, β, β],
……
This subset effectively balances the accuracy achieved using a min

imal number of convolutional kernels with computational efficiency.
Convolutional kernel dilation initialization. In convolutional opera

tions, the dilation coefficient determines the expansion of the convolu
tional kernel’s coverage over the input data. For a given dilation 
coefficient d, a convolutional kernel performs convolution operations 
every d element of the input data. Each kernel is assigned a fixed set of 
dilation collections, adjusted according to the length of the input fluo
rescence sequences as follows: 

D =
(
⌊20⌋,…, {⌊2}max ⌋

)
(1) 

where the exponents are uniformly distributed between 0 and max: 

max = log2
(
linput − 1

)/
(lkernel − 1) (2) 

where linput represents the length of the fluorescence sequence and lkernel 
is the length of the convolutional kernel (which is 9). This ensure that 
the maximum effective length of the kernel, including dilation, is equal 
to the length of the input sequence.

Convolutional kernel bias initialization. Bias values are derived from 
the convolution outputs. By default, for each kernel/dilation 

Fig. 4. MTIOT method flow chart, including (sample collection and Sanger Sequencing). Obtain a sample and conduct PCR and Sanger sequencing, generating the 
ab1 file containing sequencing results; (Fluorescence Signal Extraction) Extract the fluorescence signals corresponding to the four bases from the ab1 file, yielding a 
raw data matrix with dimensions (4, n), where n represents the length of the spectrum; (Matrix Trimming and Data Padding) Trim the matrix and pad the data to 
conform to the input requirements of subsequent models; (Feature Extraction) Employ MINIROCKET to individually extract feature from the four channels, 
concatenating the results to obtain a feature vector with a length of 4 * 9996; (Classification) Standardize the feature vectors, and input them into m ridge regression 
classifiers corresponding to m subtypes for classification, then obtain binary classification results from the m classifiers. The output of MTIOT comprises the 
identification result pertaining to the m subtypes.
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combination, bias values are extracted from the quantiles of the 
convolution output of a single randomly selected training example. 
Specially, for a given convolutional kernel W and dilation coefficient d, 
we calculate the convolution output of a randomly chosen training 
example X, denoted as Wd*X. The bias values are taken as the quantiles 
at [0.25, 0.5, 0.75] of Wd*X.

Padding. MINIROCKET employs standard zero padding, which in
volves appending zeros to both the start and end of each sequence. This 
allows the first convolution operation to be centered at the beginning of 
the sequence and the last operation to be centered at the end of the 
sequence.

Ppv(Proportion of Positive Values). For the feature map output by each 
convolutional kernel, we perform PPV (Positive Predictive Value) 
pooling operations. This involves calculating the proportion of positive 
values within the feature map. The PPV value can be expressed as: 

PPV(X ∗ W − b) =
1
n
∑

[X ∗ W − b > 0] (3) 

5. Classification

After obtaining the feature vector as described above, an indepen
dent ridge regression classifier is constructed for each subtype of HPV. 
Ridge regression is a statistical learning method used for classification 
tasks, incorporating a ridge penalty term based on ordinary least squares 
to reduce overfitting in model parameters. It is an enhanced version of 
linear regression designed to address issues that arise when the number 
of features exceeds the number of samples. Unlike ordinary least 
squares, ridge regression stabilizes parameters estimation by adding a 
regularization term (the ridge penalty) to the loss function.

5.1. Normalization

To eliminate the discrepancies in feature dimensions and enhance 
the classifier’s generalization ability, the feature vectors are normalized 
using Z-score. This involves calculating the mean (μ) and standard de
viation (σ) of the feature vectors and standardizing them using the 
following formula: 

Z =
(X − μ)

σ (4) 

where X is the original feature vector. This step ensures that all features 
contribute equally to the final classification decision, preventing 
disproportionate influences from features with larger numerical values. 
Normalization is particularly crucial for the calculation of the weight 
vector.

5.2. Loss Function and Training

Each classifier aims to minimize its corresponding loss function. 
Training involves minimizing the following loss function, which in
cludes a regularization term: 

L(W) =
1
N
∑N

i=1

(
yi − WTxi

)2
+α||W| |

2 (5) 

where N is the number of training samples, yi is the actual label of 
sample i (indicating the presence or absence of a subtype), xi is the 
feature vector of sample i, W is the weight vector of the model, and α is 
the regularization strength parameter. Adjusting α controls the degree of 
regularization.

In Ridge Regression, the analytical solution for the weight vector W 
is obtained by solving the derivative of the loss function and setting it to 
zero. This approach allows us to avoid the use of iterative methods: 

W = (XTX + αI)− 1XTy                                                                     (6)

where, X is the feature matrix, XT is its transpose, y is the target value 
vector, and I is the identity matrix with the same dimensions as XTX. 
Compared to standard linear regression, the addition of αI ensures that 
(XTX + αI) is always invertible, allowing for a direct solution of the 
analytical solution. This is key to the computational efficiency of Ridge 
Regression.

Although Ridge Regression is primarily used for regression tasks, it 
can also be applied to classification by employing specific techniques. In 
binary classification situations, a threshold is used to determine class 
categories. During training, for each Ridge Regression classifier, positive 
samples of the corresponding subtype are assigned y = 1, and the 

Fig. 5. (A) Sanger sequencing map of multiple infection samples showed overlapping peaks, which could not be read as base sequence; (B) Sanger sequencing map of 
single susceptible samples, with clear and readable signal peaks, can be transformed into base sequences for comparison.
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negative samples are assigned y = 0. Cross-validation is utilized to 
identify the optimal regularization parameter α.

5.3. Prediction

After training, the weight vector W can predict the feature vector of 
new samples. The predicted value ŷ is calculated using: 

ŷ = WTx (7) 

where x is the feature vector of the new sample.
During prediction, the Ridge Regression model’s output can be 

thresholded to convert continuous prediction values into discrete cate
gory labels, thereby completing the classification task. Specifically, for a 
new sample, each trained Ridge Regression classifier provides a pre
diction value for its corresponding HPV subtype, representing the 
probability that the sample belongs to that subtype. By setting a 
threshold (e.g., 0.5), if the prediction value is greater than or equal to the 
threshold, the sample is classified as positive for that subtype; otherwise, 
it is classified as negative.

Ultimately, after thresholding, the outputs of all classifiers are inte
grated to form a binary vector containing information about the sam
ple’s HPV subtype infection. For example, in a classification task 
involving m subtypes, the output is an m-dimensional vector, where 
each element corresponds to the detection result for a specific subtype (1 
indicates positive, 0 indicates negative).
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