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SUMMARY

Lifespan is limited both by intrinsic decline in vigor with age and by accumulation
of external insults. There exists a general picture of the deficits of aging, one that
is reflected in a pattern of age-correlated changes in gene expression conserved
across species. Here, however, by comparing gene expression profiling of
Drosophila raised either conventionally, or free of bacteria, we show that
�70% of these conserved, age-associated changes in gene expression fail to
occur in germ-free flies. Among the processes that fail to show time-dependent
change under germ-free conditions are two aging features that are observed
across phylogeny, declining expression of stress response genes and increasing
expression of innate immune genes. These comprise adaptive strategies the or-
ganism uses to respond to bacteria, rather than being inevitable components
of age-dependent decline. Changes in other processes are independent of themi-
crobiome and can serve as autonomous markers of aging of the individual.

INTRODUCTION

Aging is the progressive decline in vigor and resilience suffered by an individual with the passage of time

during adulthood. The progression of time-dependent deficits in an animal is conserved broadly across

evolution (Pitt and Kaeberlein, 2015). These include deterioration in stress resistance (Dues et al., 2016),

waning in the efficacy of proteostasis and autophagy (Hipp et al., 2019; Rubinsztein et al., 2011) with

concomitant accumulation of defective proteins and lipids (Richardson and Schadt, 2014), and increase

in the expression of cytotoxic effectors of the innate immune response (Zerofsky et al., 2005), among other

features. This conserved pattern of age-dependent physiological changes is reflected in a pattern of

change in gene expression that also is conserved across animal phylogeny (Fushan et al., 2015; Komljenovic

A et al., 2019). It is widely thought that the decline in vitality with aging arises from the accumulation of time-

dependent insults to the components of the cell–oxidative damage, radiation damage, alterations of DNA

sequence–together with progressive decline in the efficacy of many aspects of cellular homeostasis and

repair (Fraga et al., 1990; Hipp et al., 2019; López-Otı́n et al., 2013; Rubinsztein et al., 2011; Vijg and Mon-

tagna, 2017). Operationally, aging is typically viewed through two, complementary lenses. The increase of

mortality in a population over time is often understood as reflecting the summed effects of a constellation

of separate processes that act in parallel to progressively reduce the vigor of the individual (Pletcher et al.,

2000; Stroustrup et al., 2016). Alternatively, it has been speculated that ‘‘age’’ can be represented as an in-

ternal state of the animal that integrates those time-dependent factors to define an autonomous measure

of viability and vigor (Guarente and Kenyon, 2000; Tabula Muris, 2020) though such a view is open to evolu-

tionary critique (Kirkwood and Melov, 2011). From either perspective, however, it is commonly accepted

that aging is characterized by a collection of common features, or ‘‘hallmarks’’ (López-Otı́n et al., 2013)

that are conserved through animal evolution, and that are obligatory components of the constellation of

deficits we recognize as aging.

Commensal microbes provide another critical contribution to aging (Clark et al., 2015; Gould et al., 2018;

Pryor et al., 2019; Smith et al., 2017).Caenorhabditis elegans grown without a bacterial microbiome (axenic)

live twice as long as those grown conventionally (Houthoofd et al., 2002). Similarly, most analyses have sug-

gested that Drosophila lifespan is extended by axenic growth (Clark et al., 2015; Galenza et al., 2016; Lee

et al., 2019; Petkau et al., 2014), though that relationship depends on both growth conditions and the de-

tails of how such studies are performed (Brummel et al., 2004; Yamada et al., 2015). For example, lack of a
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microbiome, particularly early in life, may limit the development of a robust innate immune response and

alter the expression of stress-response genes (Broderick et al., 2014), and therefore sensitize an individual

to later microbial challenge (Belkaid and Hand, 2014). Moreover, the presence of a microbiome can

compensate for a diet with low protein content, perhaps because the bacteria themselves act as a food

source (Storelli et al., 2011). Multiple mechanisms, therefore, contribute to the modulation of lifespan in

axenic conditions (Clark and Walker, 2018; Guo et al., 2014; Ren et al., 2007). Additionally, some studies

link themicrobiome-dependence of lifespan to specific commensal species, or to the interaction of specific

commensals with variants in the host genome or compounds in the environment (Gould et al., 2018). For

example, in C. elegans, at least some of the linkage between the microbiome and aging seems to be medi-

ated by specific microbially-secreted metabolites (Han et al., 2017). Such specificity, however, is difficult to

understand in light of the generality of the phenomenon, given the variety of experimental paradigms in

which it has been observed.

Here, we perform genome-wide gene expression profiling of Drosophila raised either under conventional

growth conditions or under axenic conditions.We find that approximately 70% of the systematic changes in

gene expression that we observe with age under conventional conditions fail to happen when we grow the

flies axenically. In essence, many of the typical correlates of Drosophila aging become uncoupled from the

passage of time for the greater part of adulthood if the flies lack a bacterial microbiome. Among the genes

that do not show expected, time-dependent changes in expression when flies are raised axenically are

those associated with two features of aging that are observed widely across animal evolution, a decline

in the expression of stress-resistance genes and progressive activation of innate immunity, as well as

others. Thus, while these processes are clearly critical regulators of organismal lifespan, our data suggest

that they are separable from other aspects of the typical progression of age-associated changes in organ-

ismal gene expression. They seem, rather, to reflect a succession of strategies that the organism has

evolved for different stages of its lifecycle in order to exist in a microbe-rich environment. In contrast, genes

associated with some age-correlated processes, including rhythmic behavior, maintenance of cuticular

structure, olfaction, and a subset of metabolic and redox processes, show changes in level over time in

the axenic state that are similar to those observed under conventional conditions, allowing us to use

them as biomarkers to quantify the age-correlated physiological state of the germ-free animal. The exper-

iments reported here, therefore, support the view that the organism is subject to a progression of sepa-

rable processes that individually modulate organismal longevity, while also identifying biomarkers of a

time-dependent, internal state of the animal that reflects its effective age.

RESULTS

Absence of a bacterial microbiome extends Drosophila lifespan

Motivated by experiments we have performed recently investigating the role of innate immunity in neuro-

degeneration (Shukla et al., 2019), we set out to measure the lifespan and aspects of gene expression in

wild type flies that lack a bacterial microbiome due to chronic (multi-generation) growth in media contain-

ing antibiotics (Shukla et al., 2019). Consistent with most previous studies (Clark et al., 2015; Lee et al.,

2019), axenic flies survived longer (Figure 1A, p < 0.0001; Logrank (Mantel-Cox) test); Table S1), with a me-

dian survival of 63.9G 0.9 days, while the median survival for conventionally raised flies was 57.5G 0.5 days

(Figure1B, p = 0.0308). The absence of bacterial contamination of the axenic cultures was verified both by

plating fly extract on multiple bacterial growth media and by PCR for 16S rDNA using universal bacterial

probe sets (Figure S1). Plating extract on fungal media (YPD) revealed, first, that the load of fungal CFU

was only �1.0% of the bacterial load under conventional conditions, and second, that the fungal density

was not changed when bacterial growth was suppressed with antibiotics (Figure S2).

To better understand the mechanism by which axenic growth extends lifespan, we applied a method we

have described previously that uses genome-wide expression profiling to develop a set of biomarkers

that quantify the ‘‘effective age’’, as opposed to the chronological age, of a fly population by capturing

the time-dependent internal state of the fly’s physiology (Spurrier et al., 2018). In essence, this method

measures the systematic changes in the pattern of gene expression that occur over the lifespan and

uses them as a standard curve, to which we compare the expression profile of an experimental sample

to ask what chronological age it most closely resembles. In brief, RNA from heads of conventionally raised

or axenic male flies was isolated at various ages (3, 10, 30, and 45 days), and the genome-wide RNA expres-

sion profile was quantified using microarrays. Next, a machine learning algorithm (k-nearest neighbor, with

leave-one-out cross-validation) was used to identify aging ‘‘classifier genes’’, that is, genes whose
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expression level in conventionally raised flies can be used to predict their age with strong statistical support

(Figure 1C). This selected 1628 out of the 15,034 significantly expressed genes (Table S2). The expression

levels of these classifiers were then used to generate a linear model for calculated age (Figure 1D) (Spurrier

Figure 1. The absence of a microbiome affects lifespan and aging

(A) The percent surviving flies was plotted versus age in days for matedmales that were raised conventionally (black curve)

or axenic (red curve). Values plotted are mean G SEM; pvalue calculated using Logrank (Mantel-Cox) test; starting

number of flies is in parentheses. Data were pooled from two biological replicates, consisting of 3 or 4 technical

replicates, respectively.

(B) Median lifespan for the two conditions presented asMeanG SD. Median survival from individual technical replicates is

shown in gray and red, respectively. Purple circle and square represent means of the two biological replicates for

conventional flies; blue circle and square represent means of the two biological replicates for axenic flies. Signficance by

Mann-Whitney test.

(C) Experimental design for generating the gene expression age metric.

(D) A linear model for transcriptomic age (calculated age) was developed using gene expression profiling data of

conventionally raised flies and was used to calculate the effective age of axenic flies (details in STARMethods; 5 biological

replicates for all conditions). Conventional samples: replicates are gray circles; mean value is purple circle; SD is

indicated. Axenic samples, replicates are red circles; mean value is blue square; SD is indicated. The black line is the

regression line for calculated vs chronological age for conventionally-raised samples; the dashed red line is the regression

line for axenic samples.

(E) Principal component analysis (PCA) plot for the overall structure of the data. PCA based on all genes is plotted with

respect to first and second principal components (top graphs) or third and fourth principal components (bottom graphs).

Green, yellow, orange, and red circles represent conventional samples and yellow, orange, and red squares denote

axenic samples of the indicated ages.

See also Figures S1–S3.
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et al., 2018). Finally, we applied this linear model derived from the conventionally raised flies to gene

expression data of axenically grown flies. We performed the age calculation only on 10-to 45-day-old

axenic flies since flies younger than 10 days are physiologically immature and display a distinct and rapidly

changing gene expression profile, while beyond 45 days large numbers of flies begin to die, again compli-

cating the interpretation of gene expression data. Note that to control experimental variance, we limited

our analysis to one sex (male), and further that we restricted our analysis to RNA from the head, which is

dominated by neural tissue, though with contributions from epithelia and fat body, among others.

To our surprise, we found that throughout mature adulthood, from 10-45 days after eclosion, axenic flies dis-

played a genome-wide gene expression profile essentially equivalent to that of 30-day old conventionally raised

flies. Thus, 10-day-old axenic flies measured 28.0G 2.8 days effective age; 30-day-old axenic measured 29.7G

2.3 days; and 45-day-old axenic measured 32.0G 3.0 days (meanG SEM). We wondered whether the apparent

convergencebetween the calculated ages for the 30-day-old conventional and 30-day-old axenic conditionswas

a faithful reflection of similarity in the underlying gene expression profiles at this age or just statistical happen-

stance.We, therefore, compared these two conditions directly byANOVAand found that, indeed, only 64 genes

(0.4% of genes queried) showed a significant difference in expression (Table S3; corrected p < 0.05; R1.5x

change in expression level, out of 14,688 genes suitable for this comparison). We excluded the possibility

that the failure to observe a progressive increase in calculated age over adulthood in axenic conditions was

an artifact of high, nonspecific variance in gene expression by quantifying the coefficient of variation for all genes

analyzed and finding that it was consistent under all experimental conditions tested (Figure S3).

To characterize further the overall structure of the data we next performed principal component analysis

(PCA) (Figure 1E). First, this confirmed that the replicates of each experimental condition clustered in

gene expression space. Moreover, those clusters separated by PC in ways consistent with the experimental

design. Thus, for example, clusters corresponding to 3, 10, 30, and 45-d conventionally raised flies distrib-

uted smoothly along PC1, suggesting that this axis captures properties of aging, while PC3 largely (though

not perfectly) separated the conventional samples from the axenic samples. Remarkably, and in contrast to

the conventional samples, the 10, 30 and 45-d axenic samples were relatively clustered along PC1 and not

distributed, consistent with the apparent compression of gene expression age under axenic conditions re-

vealed by the machine learning analysis above.

We next investigated whether the properties of the expression profile in the axenic statemight be driven by

the presence of antibiotics rather than by the absence of bacteria. This seemed unlikely, both because the

antibiotic regimen used here has been characterized extensively in previous studies (Koyle et al., 2016; Left-

wich et al., 2017; Schneider et al., 2019) and because of the failure to detect xenobiotic response as a major

gene ontology (GO) category among genes with significantly altered expression (see below). Nonetheless,

we performed two experimental tests that argue strongly against this hypothesis. First, we raised axenic

flies for 5 d on antibiotic-containing food to ensure microbial sterility, and then shifted the flies for an addi-

tional 5 d to antibiotic-free food before performing qPCR to quantify the expression of genes whose level

we had previously found to differ between conventional vs axenic conditions at 10 d. We found that in 8 out

of 8 cases of genes whose expression differed between conventional vs antibiotic growth conditions, with-

drawing the antibiotic did not restore the conventional level of expression (Figure 2). In contrast, if removal

of antibiotic was accompanied by reintroducing normal Drosophila flora (by culturing the flies in vials that

had previously been used to house non-axenic flies) all 8 of those genes did show restoration of gene

expression toward the conventional pattern. As a second test, we derived new axenic flies acutely, by

bleaching eggs from conventionally raised flies to sterilize them. We then raised the resulting adults either

in clean vials, without ever exposing them to antibiotics, or in vials that had been pre-equilibrated with the

normal lab flora, and performed qPCR on the same genes investigated in Figure 2A, above, again using

RNA from 10-day-old adults. All genes analyzed showed low levels of expression in the acutely axenic

(no-antibiotic) state, consistent with their expression in the presence of antibiotics. Upon reintroduction

of bacteria, in contrast, all but one showed substantially increased expression, again as in our previous,

microbe-rich conditions (Figure S4). Thus, in both experimental tests, the axenic pattern of gene expression

correlated with the presence or absence of bacterial flora, and not with the presence of antibiotics.

Taken together, these data show that while growth under axenic conditions modestly increases the lifespan

of the fly, its far more profound effect was to grossly change the relationship between genome-wide gene

expression and chronological age across the adult lifespan.
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Approximately 70% of the gene expression changes observed during aging under

conventional conditions do not occur in axenic flies

While investigating the properties of aging classifier genes above, we noticed that selecting classifiers from

axenic 10-, 30- and 45-day samples identified only 189 classifier genes, 78% fewer than the number of clas-

sifiers identified by applying the same procedure to data from 10-, 30- and 45-day conventionally raised

flies (869 genes). Since we had already shown that there is no significant difference in the amount of random

noise in the conventional vs axenic datasets (Figure S3, above), this seemed to suggest a selective reduc-

tion in age-dependent changes in gene expression in the axenic state. To test this interpretation, we used

four additional methods to compare the age-correlated variation in gene expression under the two sets of

growth conditions (Figure 2B). First, we used PCA to quantify the variance accounted for by age within the

two sets of classifier genes and found that it was reduced 72% in the axenic set (11.7 SD, vs 41.1 for con-

ventional). Next, we used an unrelated method to identify age-correlated genes and repeated these ana-

lyses. Specifically, we performed polyserial correlation analysis of the expression level of each gene vs age

(10-, 30- and 45-day) in conventionally grown and axenic flies. After correcting for multiple testing, we found

that the number of genes with age-correlated expression was reduced by 80% in the axenic condition (930,

vs 4577 in conventional; Table S4), and the variation explained by age, as calculated by PCA, was decreased

by 62% (SD 26.3 vs 69.7 in conventional). Finally, we also performed ANOVA to determine directly how

many genes showed significantly altered expression in a comparison of 45-day- vs 10-day-old samples in

each condition. Again, the axenic condition produced a 71% decrease in the number of significantly altered

genes relative to conventionally -grown flies (275 genes with an altered expression between the two ages in

the axenic samples, vs 954 in the conventional; Table S5). The decrease in the number of gene differences

identified by ANOVA in the axenic condition was not merely a consequence of the statistical cutoff, as we

Figure 2. Quantification of the effect of antibiotics and of the age-correlated variance in conventional and axenic

conditions

(A) Eight representative genes were selected for qPCR validation from among five biological processes (metabolism,

olfaction, cuticle, stress response, and immunity, as indicated). Fold change was calculated compared to 10-day-old

axenic sample after normalization with Rpl32. Bars represent meanG SEM; number of replicates is shown at the bottom of

each bar. Conventional: Flies raised for 10d in conventional food; Axenic: Flies raised in food with antibiotic

supplementation for 10 d; Axenic-Ab: 5-day-old axenic flies transferred to sterile food without antibiotics and raised for an

additional five days; Reinfection: 5-day-old axenic flies transferred to vials previously used for growing conventional flies

and raised an additional five days.

(B) Different methods of calculating age-correlated variance in gene expression, as indicated, were applied separately to

the data from conventionally raised and axenic flies and compared.

See also Figures S1–S3.
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also observed a 66% drop in the number of genes selected using a G1.5 fold change cutoff irrespective of

the pvalue (341 genes with an altered expression between the two ages for axenic samples vs 1018 in the

conventional; Table S6). Together, these analyses confirm that age-dependent variation in gene expression

is massively reduced in flies raised under axenic conditions.

The apparent reduction of age-dependent change in gene expression under axenic conditions was entirely

unexpected. We, therefore, visualized the global pattern of gene expression by selecting all genes whose

expression is age-correlated under conventional conditions (by polyserial correlation; 4577 genes out of

15,034 significantly expressed genes total) and displaying their expression under all experimental condi-

tions as a heatmap, using expression level in 30d conventionally raised flies as the baseline (Figure 3; for

heatmap of individual samples see Figure S5; annotated heatmap data values, Table S7. The same heat-

map is presented with different color coding in Figure S6 to enhance discrimination of subtle differences).

Based both on visual inspection of the heatmap and the results of unsupervised clustering (pheatmap) the

global gene expression pattern was consistent with predictions from the PCA and machine learning

Figure 3. Heatmap of relative expression of age-correlated genes

Relative expression of all genes selected as age-correlated based on polyserial correlation under conventional conditions

is displayed as a heatmap across all conditions. Sample-level fold change (log2) was calculated using the mean value for

each gene in each condition, relative to the 30-d conventional condition. Data is presented organized by unsupervised

clustering (pheatmap). Experimental condition is indicated at the bottom of each column; Y-axis represents 4577 genes.

Color key for fold-change is shown at the upper right.

See also Figures S5 and S6.
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analyses. Thus, for example, the 30d axenic condition clustered most closely to the 30d conventional con-

dition. Moreover, clear similarities were apparent in the overall pattern of gene expression among all three

axenic conditions (10, 30, and 45 d). It is also apparent that the 10d and 45d conventional conditions show

distinct differences from 30d conventional, particularly among up-regulated genes that are not observed in

axenic samples of the same ages. Finally, also as expected, the 3d conventional sample separated from all

other conditions.

We next used GO analysis to compare the pattern of age-dependent gene expression changes observed

under conventional vs axenic growth, and found that many conserved features of the collection of age-

dependent changes one typically observes under conventional conditions fail to occur when flies are grown

in the absence of their usual bacterial flora. We applied the GO package DAVID (Database for Annotation,

Visualization and Integrated Discovery, v. 6.8) (Huang et al., 2009a, 2009b) to the set of aging classifier

genes from conventionally raised flies (Figure 4A, Table S8) to identify biological processes whose repre-

sentation was significantly enriched (Figure 4B, Table S9). For this analysis, classifier selection was restricted

to data from 10-, 30-, and 45-day samples to facilitate comparison with axenic conditions. To simplify visu-

alization, we have presented the data with enriched processes sorted manually into groups based on func-

tion and arranged each group by the degree of enrichment (Figure 4B). GO analysis of the gene expression

profile of flies grown in conventional conditions revealed five major categories of biological processes: Im-

munity, Olfaction/Sensation, Stress Response, Rhythmic Behavior, and Metabolism, similar to findings of

previous studies by us and others (Pacifico et al., 2018; Pletcher et al., 2002; Spurrier et al., 2018). We

then performed DAVID analysis on aging classifiers derived the same way from the axenic expression pro-

files (Table S8). In contrast to the conventionally grown flies, in axenic flies two central categories of biolog-

ical processes that are commonly viewed as ‘‘hallmarks of aging’’ (López-Otı́n et al., 2013), Stress Response

and Innate Immunity, are largely or entirely absent from the list of enriched GO terms. Examination of

expression levels reveals that whereas 10-d conventionally grown flies have substantially elevated expres-

sion of stress response genes, for example, Hsp70, Hsp26, and Hsp27, as compared with 30-d convention-

ally grown flies, 10-d axenic flies fail to activatemost of those stress genes (Figure 4C, Table S10; a complete

listing of genes included in each GO category is given in Table S11). Similarly, at 45 d, axenic flies fail to

activate the expression of genes of the innate immune response, such as CecC, DptB, and AttA, as

opposed to their high-level expression in conventionally grown flies (Figure 4D, Table S10). In addition

to these two categories, a diverse selection of normally age-dependent genes classified by DAVID as being

associated withMetabolism fail to show age-dependent modulation of expression under axenic conditions

(Figure 4B; Table S9). This category was too large and complex for us to discern any simple theme among

its constituents, and it includes both genes that fail to show up-regulation with increasing age and others

that fail to show down-regulation. These GO results accord well with a previous expression profiling anal-

ysis of dissected gut from conventionally raised vs axenic Drosophila, which also reports significant micro-

biome-dependent changes in expression of genes related to immunity, stress response, and aspects of

metabolism (though that experiment also detected changes in cell differentiation genes likely associated

specifically with gut homeostasis) (Broderick et al., 2014). Similarly, gene expression comparison of conven-

tional vs germ-free tissue frommouse brain reported large effects in particular on genes related to immune

function (as well as myelination, a property we cannot asssess in the fly) (Hoban et al., 2016). In contrast to

the three GO categories that are absent from axenic flies, some processes remain enriched among age-

dependent processes in both conventional and axenic conditions, including rhythmic behavior (e.g., circa-

dian rhythm, locomotor rhythm), chitin-based cuticle development, and sensory perception of smell (Fig-

ure 4B; Table S9). To confirm these observations, we used qPCR to validate the expression of 10 represen-

tative genes selected from among different enriched biological processes (circadian rhythm, metabolism,

cuticle, immunity, olfaction, and stress response) and found 100% concordance with the array results (Fig-

ure S7). Thus, the majority of the consistent changes in gene expression that normally occur with age fail to

happenwhen flies are raised in the absence of bacteria, including some generally accepted hallmarks of the

aging process.

Axenic growth reduces aging rate only modestly as quantified with transcriptional

biomarkers

Since a large fraction of the genes we used for the initial assessment of effective ‘gene expression age’ un-

der axenic conditions (Figure 1D) are now seen to become uncoupled from age in the absence of a bacte-

rial microbiome, we reinvestigated the calculation of transcriptomic aging rate based on gene expression

profiling. Rather than performing age assessment using the complete set of genes that are age-correlated
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under conventional conditions, we limited the age calculation to those genes that are shared between the

list of aging classifiers selected under conventional conditions and those selected under axenic conditions

(124 genes, Table S12). Specifically, this list of shared classifiers was used to construct an age model using

gene expression data from conventional flies, and that model was then applied to expression data from

axenic flies. We now found that the slope of calculated age vs chronological age, i.e., the effective rate

of transcriptional aging, for axenic flies is reduced only modestly, though significantly, in axenic flies

from that in conventionally raised flies (26.3% reduction in slope; p = 0.0002; F = 18.29, DFd = 30; Figure 5).

Figure 4. Gene ontology analysis of aging classifier genes and comparison of conventional vs axenic conditions

(A) Venn diagram showing the number of aging classifiers common between conventional flies (black circle) and axenic

(orange circle). Significance assessed by a hypergeometric distribution test: http://nemates.org/MA/progs/

overlap_stats.html. For this figure, classifiers for the conventional condition were selected based only on data from 10-,

30-, and 45-day data to facilitate comparison to the axenic data.

(B) Comparison of significantly enriched gene ontology (GO) groups for biological processes (BP) in aging classifier gene

lists from conventionally-raised vs axenic-raised flies. Full list of classifier genes is in Table S8, and genes that belong to

individual biological processes is in Table S9. Heatmap is based on DAVID enrichment scores and value in each cell is the

pvalue calculated by DAVID; cells marked with ‘—’ were not enriched)

(C) Significantly enriched (p%0.05), biological process terms for genes upregulated in 10-day-old conventional (black

bars) and axenic (red bar) raised flies, each compared to its respective 30-day-old condition. Biological processes related

to stress response are highlighted in purple. Full list of genes used for analysis is in Table S10 and genes that belong to

individual biological processes is in Table S11.

(D) Significantly enriched (p % 0.05) biological process terms for genes upregulated in 45-day-old conventional (black

bars) and axenic (red bars) raised flies, each compared to its respective 30-day-old condition. Biological processes related

to immunity are highlighted in purple. Full list of genes used for analysis is in Table S10 and genes that belong to

individual biological processes is in Table S11.

See also Figure S7.
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This is consistent with the modest increase in lifespan observed under axenic conditions (12% and 20% in-

crease in median and maximum lifespan, respectively; Figures 1A and 1B). Stated otherwise, the surpris-

ingly flat slope of the transcriptomic aging curve in the axenic state (Figure 1D) does not arise primarily

from a decrease in the rate of change of age-correlated biomarkers, but rather from a massive change

in the composition of which processes are age-correlated.

Physiological tests reinforce results from expression profiling of axenic flies

Given the surprising pattern of results from gene expression profiling of axenic flies, it was essential to test

those results and assess their implications through direct physiological assays. We first investigated the

response of these flies to different biotic and abiotic stresses at various ages. We analyzed sensitivity to

oxidative stress for 10d-, 30d-, and 45d-old conventional and axenic flies by measuring their survival

when fed with 5% H2O2. We observed that 10d- and 45d-old axenic flies resisted oxidative stress signifi-

cantly better than conventionally raised flies (p < 0.0001 for 10d-old conventional vs axenic; p < 0.0001

for 45d-old conventional vs. axenic; Figure 6A; Table S13), even though their initial, baseline expression

of stress response genes was significantly lower than that of flies raised under conventional, microbe-

rich conditions, particularly at 10 d. In contrast, tolerance of oxidative stress by 30d-old flies was the

same irrespective of the presence or absence of bacteria (p = 0.2123), consistent with the nearly identical

expression profiles of 30 d conventionally raised and axenic flies. Next, we examined the survival of 10d-,

30d- and 45d-old conventional and axenic flies under starvation conditions. Much as for oxidative stress,

axenic flies at 10d- and 45d-of age also survive starvation stress longer than conventionally raised flies

(p < 0.0001 for 10-day-old conventional vs. axenic; p < 0.0001 for 45d-old conventional vs. axenic; Figure 6B;

Table S13), while the survival of 30d-old flies was not affected by presence vs absence of bacteria (p =

0.1889).

We next compared the resistance of axenic vs conventionally raised flies to microbial challenge, in light of

the failure of axenic flies to induce age-dependent activation of the innate immune response. We pricked

appropriately aged flies with lancets dipped in an active culture of the Drosophila pathogen Erwinia car-

otovora subsp. carotovora (ATCC 15390) or performed sterile pricking as a control. We found that axenic

flies tested at 10-day- and 30-day-old resisted microbial challenge significantly better than conventional

flies (p < 0.0001). We note that these times of challenge are prior to the onset of most of the age-dependent

increase in expression of innate immunity genes that occurs under conventional conditions. In contrast, 45-

day-old axenic flies succumbed substantially earlier upon infection than did conventionally raised 45-day-

old flies that had already induced high-level expression of antimicrobial proteins prior to challenge (p <

Figure 5. Comparison of transcriptomic aging rate in conventional vs axenic conditions

Age-classifier genes selected separately in conventional or axenic conditions were compared and shared classifiers were

identified. A linear model for transcriptomic age (calculated age) was developed from gene expression data of

conventionally raised flies using the shared classifiers, and this model was applied to calculate the effective transcriptomic

age of axenic flies. Conventional samples: replicates are gray circles; mean value is a purple circle; SD as indicated. Axenic

samples: replicates are red circles; mean value is a blue square; SD as indicated. Black line is the regression line for

calculated vs chronological age for conventionally raised samples; dashed red line is the regression line for axenic

samples. The significance of the difference in slope was calculated with GraphPad Prism using linear regression analysis.

The full list of shared aging classifier genes is in Table S12.
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Figure 6. Effect of axenic growth on measures of host physiology

Mated male flies were raised in parallel to the indicated ages under either conventional or axenic conditions. They were then subjected to the indicated

stressor and percent survival was assayed at the times of treatment shown. In all graphs, black line is a survivorship curve post-treatment for conventionally

raised flies and red is for axenic. Plotted values are mean G SEM; pvalues are indicated (Mantel-cox logrank test) and number of flies used is indicated in

parentheses. ns denotes ‘‘not significant (p > 0.05).

(A–C)(A) Hydrogen peroxide (H2O2, 5%), Survival curve shows data pooled from 5-6 biological replicates (B) Starvation conditions. Survival curve was

generated using five biological replicates (C) Pathogen challenge. Flies were pricked in the thorax with a needle dipped in an active culture of the Erwinia

carotovora subsp. carotovora or with a sterile control. Fifty flies were infected for each age and condition, however, only those that survived the pricking were

scored further. Control survivorship curves: dotted purple line for sterile pricking of conventionally raised flies; dotted cyan line for sterile pricking of axenic

flies. Raw survival data per vial is provided in Table S13.

(D)c2 periodogram of rhythmic flies. Wild type conventionally-raised or axenic flies of the indicated ages entrained to 12:12 light:dark cycle were put in

constant dark, and activity was monitored for 8 days. Within each panel, each line shows the correlation of activity with circadian period (Qp) for one fly over a

range of potential periods (18–30 hr; c2). The peak of the curve is taken to indicate the circadian period for that individual. n = 32 flies for each condition were

set up.

(E) Fraction of flies of the indicated age and microbial status showing statistically significant rhythmic behavior, based on the periodogram. Percentage of

rhythmic flies was calculated based only on those that survived the entire experiment. Significance calculated by Fisher’s Exact Test.

See also Figures S8–S10.
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0.0001; Figure 6C; Table S13). Consistent with these observations, we find that AMP upregulation 16 hr after

pathogen challenge at 10d-old is approximately equivalent in conventionally-raised and axenic flies (Fig-

ure S8), but that the introduced bacteria grow to �4x higher density in the conventionally raised flies,

consistent with their higher rate of mortality. A possible rationale for this observation will be presented

in the Discussion. Taken together, these data correlate well with the gene expression data and illuminate

the physiological consequences of the differences in gene expression between conventional- and axenic-

grown flies.

In contrast to the processes above, Rhythmic Behavior was a major GO category that showed substantial

age-dependence both in the presence and absence of a bacterial microbiome (Figure 4B). Therefore, we

examined circadian rhythm in both conventional and axenic flies at 10d, 30d, and 45d of age. Consistent

with the GO analysis, circadian rhythm degrades with age in both conventional and axenic flies. However,

the absence of bacteria significantly enhances the effect of age on circadian rhythm in older flies (Fig-

ure 6D). We found that 92% of 45-day-old conventionally raised flies maintain rhythmic behavior after

8 d of constant darkness, while only 61% of axenic flies were able to do so (Figure 6E, p = 0.0146). Moreover,

whereas 45-day conventionally-grown flies that maintained rhythmicity in the dark showed circadian pe-

riods closely clustered around 24 hr, those 45-day axenic flies that did maintain rhythmicity displayed pe-

riods ranging from 18.8 to 25.8 hr (p = 0.0001; F-test for variance). These data show that circadian rhythm

remains age-dependent in axenic conditions, as it is in normal flies, consistent with the expression profiling

analysis, but it also reveals an important role for the microbiota in the maintenance of circadian rhythm in

old age.

Removing the microbiome-dependent contribution to age-correlated genes identifies

candidates for processes that may be autonomously time-dependent

Axenic flies live somewhat longer than conventionally grown flies, and linear modeling using aging classi-

fiers shared between conventionally grown and axenic flies reveals that the rate of change of age-corre-

lated biomarkers is broadly similar in the two growth conditions, decelerating only modestly in the axenic

state. This suggests a strong commonality in at least some of the ways that the transcriptome changes over

adulthood with and without a bacterial microbiome, despite the massive differences in gene expression

profiles in the two conditions. It further suggests that analysis of the axenic aging profile can reveal pro-

cesses that are independent of the bacterial microbiome, and that also change with age in the convention-

ally grown population. To test this hypothesis, we first asked whether the aging classifier genes derived

solely from the axenic expression profiles (above, Figure 1D; Table S8) could generate an effective age pre-

diction metric, as can genes from the conventional condition, and found that they did (calculated ages for

10-, 30-, and 45-day axenic flies: 10.7G 1.5; 29.9G 0.8; 44.1 G 1.6; mean G SEM; Figure 7A). As described

above, GO analysis of the classifier genes derived from the axenic expression profiling dataset identifies

rhythmic processes, cuticular maintenance, olfactory perception, and a subset of metabolic and redox pro-

cesses (largely mitochondrial-associated processes; see Discussion) as major enriched categories (Fig-

ure 7B). This demonstrates that these biological processes are features of aging that are independent of

the presence of a bacterial-rich environment, making them candidates for processes whose time-depen-

dence could potentially be autonomous to the organism. Alternatively, it could be that the change over

time of these processes is dependent on some other external influence that we have not investigated.

DISCUSSION

We have shown here that �70% of the systematic changes in gene expression that normally occur over the

course of adult aging in Drosophila do not happen if flies are grown under bacteria-free conditions. These

include two ‘‘hallmarks of aging’’ (López-Otı́n et al., 2013) that are observed widely across most animal

phyla, the decline in expression of stress-response genes over the earlier part of adult life and the activation

of the innate immune response in the latter part of life (Dues et al., 2016; Zerofsky et al., 2005). Our data

demonstrate, therefore, that these two processes are not inevitable features of aging, but rather reflect

the sequential deployment by the organism of a series of strategies to respond to the challenges of its

normal microbial environment. In contrast, even under bacteria-free conditions, we detect four major clas-

ses of age-dependent changes in gene expression that parallel those that occur under conventional,

microbe-rich conditions. These, therefore, remain candidates for potentially being processes that are

intrinsic to the progressive physiological decline of aging, though it remains to be seen whether they

can be separated from aging by some other environmental manipulation. These time-dependent pro-

cesses include olfaction/pheromone sensing, cuticular maintenance, circadian rhythm, and a subset of
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metabolic processes, particularly mitochondrial-associated processes. In as much as all of these processes

modulate lifespan, both those processes that are essentially a response to the bacterial microbiome and

those that are not, these data underscore the idea that the coupling between the internal transcriptional

state of the individual and lifespan is not fixed. Rather, lifespan integrates the effects of a series of sepa-

rable processes, only some of which reflect autonomous changes in the internal state of the individual

with time (Pletcher et al., 2000; Smith et al., 2020).

Initial application of an age metric calculated from all the age-classifier genes that are detected under con-

ventional growth conditions gave the appearance that when flies are grown without a bacterial micro-

biome, the overall pattern of genome-wide gene expression fails to evolve with chronological age. A

deeper analysis, however, revealed that this is not the case. Rather, more than 2/3 of the genes whose

expression we think of as being associated with the process of aging, in fact, are only age-correlated

because of the effects of the bacterial microbiome. Remarkably, this group includes some of the most

extensively studied age-correlated GO categories, such as innate immune response (Fabian et al., 2018)

Figure 7. Expression analysis of axenic flies reveals aging processes that are independent of the bacterial

microbiome

Gene expression data from axenic flies aged for 10d, 30d, and 45d were used to select aging classifier genes (189 genes).

These were used to generate a linear model of calculated age for axenic flies (red line). n = five biological replicates for all

samples. Red circles represent individual data points and blue square represents mean for axenic flies (SD indicated by

blue line). (B) GO analysis of aging classifiers of axenic samples, using DAVID. Biological processes are the same as those

shown in Figure 4B, however, this figure includes molecular function as well as KEGG pathway. GO processes related to

metabolism, sensation, olfaction and circadian rhythm are highlighted in blue. X-axis represents -log10 of pvalue.

See also Figure S11.
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and stress response (Dues et al., 2016). When these microbiome-dependent genes are removed from

consideration, and transcriptomic age is calculated using only classifier genes that are shared between

the conventional and axenic states, we see that axenic growth causes only a mild deceleration of transcrip-

tional aging (�26%), consistent with the modest, 12–20% extension of lifespan we observe under axenic

conditions. The �70% reduction in age-dependent variance in gene expression that we report under

axenic conditions was observed using five different analyses of our data. A similar effect moreover is

observed upon re-analysis of published data from another group (Broderick et al., 2014), in which we

find that the number of age-dependent genes identified bymicroarray from themidgut of adult female flies

was reduced by�40% by axenic growth. All these analyses also agree in identifying stress response, innate

immunity, and a subset of metabolic processes as the main age-correlated features that are dependent on

the microbial environment and not directly on chronological age.

Our data show, unexpectedly, that some of the age-dependent changes in gene expression that are

observed most commonly across phylogeny, and that are typically viewed as reflecting physiological def-

icits that are inherent to organismal aging, in fact, are not reflective simply of the passage of time, nor

should they be considered deficits (de Magalhaes et al., 2009; López-Otı́n et al., 2013; McCarroll et al.,

2004). Dynamic regulation of stress response genes and innate immune genes (McHugh et al., 2020) are

revealed to be separate adaptations evolved to support life in a microbe-rich environment, but strategies

that happen to be optimized for different stages in the lifecycle. Thus, in the young adult fly, the organism

transiently upregulates its stress response genes, presumably to respond to the stress produced by its resi-

dent microbial population, but only if that microbial population is present, and damps down that expres-

sion as the fly ages and it is no longer required. Late in adulthood, the fly upregulates its innate immune

system, presumably to limit the replicative growth of the microbiome, but again only if that microbiome

is indeed present. Our results are in agreement with earlier reports showing that interventions that reduce

microbial exposure also reduce age-related activation of the immune response (Clark and Walker, 2018;

Guo et al., 2014; Ren et al., 2007). Thus, high-level expression of stress genes early and their decline

with time are not obligatory aspects of aging, and neither is the elevated expression of cytotoxic immune

effectors at older ages. Each is a response that is actively induced by the presence of the bacterial micro-

biome, and each supports viability in the face of that microbiome, targeted especially to a particular

portion of the lifecycle. This further reveals that the bacterial microbiome does not simply modulate indi-

vidual details of aging, but rather that it is responsible for much of the overall architecture of age-depen-

dent gene expression. A critical remaining question is whether the time-dependent switch in the nature of

the fly’s response to the microbiome arises from an internal change in the state of the host with age,

whether it reflects the evolving ecology of the bacterial flora itself, or some combination of the two. Exper-

iments to investigate this question are currently in progress.

It was surprising that young, conventionally raised flies showed greater sensitivity to acute oxidative or star-

vation stress than did axenic flies, despite their substantially higher baseline expression of stress-response

genes prior to the challenge. One possible explanation is that the conventionally raised flies are already

using much of their available stress response machinery to protect against the consequences of microbial

colonization and therefore have limited capacity remaining to respond to additional, acute, environmental

stress, whereas axenic flies have less of a chronic load and thus retain that spare capacity. The same is

evidently true of pathogen challenge at a young age, as inoculation with equal amounts of bacteria leads

to greater bacterial growth, and greater lethality, in young, conventionally raised flies than young axenic

flies even though activation of antimicrobial peptide expression in response to the challenge is roughly

equivalent in the two populations. It may be, for example, that other aspects of the immune response,

such as phagocytes and crystal cells, are more effective at suppressing acute infection in young axenic flies

as their capacity is not already depleted in responding to conventional flora. Other explanations are also

possible, however, and further study will be required to determine this. In contrast, the old, conventionally

raised fly had greater resistance to pathogen challenge than did the old axenic fly. Here, we imagine that

survival of pathogen challenge late in life was enhanced by the pre-existing, high-level expression of AMPs

(Table S5) that is a normal component of gene expression in later adulthood under conventional conditions

but is lacking in the axenic state even at advanced chronological age.

Perhaps one of the most surprising observations from our analysis occurred at the middle of adulthood,

�30 days after adult eclosion, when gene expression was found to be nearly identical in the absence of bac-

terial flora to what it was in the presence, with only 0.4% of genes showing a statistically significant
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difference in level. Evidently, at this stage, the animal’s physiology is optimally adapted to life in its typical

bacterial environment without the need for a further transcriptional response. Earlier than this, additional

expression of stress-response genes is beneficial; after this, additional expression of innate immune effec-

tors is beneficial. At 30 days, neither is required and in fact, the difference in stress and starvation sensitivity

between axenic and normal flies goes away.

While there is a greatly reduced time-dependent change in gene expression under axenic conditions, sig-

nificant changes in gene expression do still occur. Those changes, moreover, are largely consistent be-

tween conventional and axenic conditions, making these genes excellent biomarkers for the internal state

of the animal as a function of age. Consistent with this, the central role of Olfactory Sensory Function in the

regulation of lifespan is well established in both Drosophila and C. elegans (Apfeld and Kenyon, 1999; Lib-

ert and Pletcher, 2007), though a teleological explanation remains unclear. Similarly, the importance of

Cuticular Integrity in aging has been studied extensively (Herndon et al., 2002; Kuo et al., 2012). In the

fly, it has been linked to preventing desiccation (Nghiem et al., 2000), as well as, perhaps, modulating

the formation and release of pheromones (Kuo et al., 2012) that interact with the olfactory machinery. Inter-

pretation of age-dependent changes in expression of metabolic genes is less clear-cut, as these are split

between those that are bacterial-dependent and those that are not. Examination of the gene lists suggests

that many of the bacterial-independentMetabolic changes are in processes that are linked tomitochondria

(27/54 metabolic categories, based on KEGG analysis of the polyserial gene list (Table S14), but this set of

features is complex and untangling it will require additional investigation. Perhaps the most unexpected

age-correlated feature is the regulation of circadian rhythm. Changes in circadian rhythmicity with age

have been observed in a number of species, including humans as well as flies, and there is evidence for

changes in circadian rhythm modifying lifespan, though evidence as to whether the altered rhythm is asso-

ciated with increased or decreased lifespan remains inconsistent (Koh et al., 2006; Pandi-Perumal et al.,

2002; Ulgherait et al., 2020). The identification of a bacterial-independent component of age-dependent

change in gene expression, therefore, offers one step toward asking whether there exists a minimal set

of processes whose change over the course of aging is linked inextricably to the passage of time, regard-

less of external influences. It will be important to test additional environmental manipulations to see which

of the four processes identified here show altered variation over time in response to some other external

variable(s) and which, if any, are autonomous to the individual.

The data presented here are all derived from Drosophila, but it seems likely that the underlying principles

apply broadly throughout the animal kingdom. The outlines of the aging process are substantially

conserved genetically, physiologically, and pharmacologically across the phylogeny of multicellular ani-

mals (Mitchell et al., 2015), and indeed, many features are found even in unicellular organisms, such as

Saccharomyces cerevisiae (Liu and Acar, 2018). More specifically, the pattern of changes one observes in

gene expression with age are highly conserved (Irizar et al., 2019), including those GO categories that

we now see require the presence of the bacterial microbiome. This immediately raises the question of

whether the pattern of dependence on the microbiome that we observe for gene expression in the fly

will also be true in other animals, including humans. To begin to examine this possibility, we analyzed

our data with gProfiler, which identifies human disease processes linked to the human orthologs of

Drosophila genes (Reimand et al., 2007). We found that the aging classifiers from conventionally grown flies

have human orthologs linked to a wide variety of pathologies of aging, including processes associated with

muscular degeneration, skin barrier proliferation, peripheral nerve degeneration, and cataracts, among

others (Figure S11). Strikingly, however, more than 90% of these human aging pathologies are linked to

the orthologs of genes whose age-dependence in the fly is specific for growth in bacteria-rich, conventional

conditions, and are absent from the list of aging classifiers identified in the axenic state (Figure S11). This

raises the specter that the associated diseases of human agingmay similarly be strongly linked to the status

of the humanmicrobiome and its associated immune response. It may be, therefore, that for humans, as for

flies, net lifespan reflects the ticking both of a clock responding to the internal state of the animal, but also

from parallel, independent clocks responding to various environmental challenges, particularly the

microbiome.

Limitations of the study

� To control variance, only male flies were used in the experiment, and only head RNA was queried. In

the future, it will be important to compare results in females, whose aging and microbiome differ
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from those of males in significant ways. Analysis of other tissues will undoubtedly reveal additional

correlates of aging.

� It was necessary to use antibiotics to maintain flies in a bacteria-free state for the full course of the

experiment. Control experiments presented in the text argue strongly that the results as a whole

reflect the absence of bacteria and not the presence of the antibiotic, but we cannot rule out effects

of antibiotics on specific details of the data.

� It was not possible to prevent the presence of fungi in the bacteria-free flies. Data presented in the

paper demonstrate that the total density of fungi is�1.0% the density of bacteria under conventional

conditions and that the fungal load is not increased when bacterial growth is suppressed with anti-

biotic, but we cannot rule out the possibility that an anti-fungal responsemakes some contribution to

the aging data.
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STAR+METHODS

KEY RESOURCES TABLE

REAGENT or RESOURCE SOURCE IDENTIFIER

Bacterial strain

Erwinia carotovora subsp. carotovora ATCC Cat#15390

Chemicals

Nutri-Fly� BF, 10 x 1L Packets Genesee Scientific Cat#: 66-112, N/A

Gibco�Penicillin-Streptomycin (10,000 U/mL) Life technologies Cat#: 15140-122, N/A

PowerUp� SYBR Green Master Mix Applied biosystems Cat#: A25742, N/A

High capacity cDNA Reverse Transcription Kit Applied biosystems Cat#:4368814, N/A

OneTaq� Quick-Load� 2X Master Mix NEW ENGLAND BioLabs Inc Cat#: M0486L, N/A

TRIzol� reagent Life technologies Cat#:15596026, N/A

Sodium Acetate Solution (3 M), pH 5.2 ThermoFisher Scientific Cat#: R1181, N/A

Affymetrix VeriQuest Probe qPCR Master Mix Affymetrix, Inc. Cat#75650, N/A

Hydrogen peroxide solution Sigma-Aldrich Cat#:H1009-100ML, N/A

MRS agar plate Tecknova Cat#:M1350, N/A

YPD agar plate Tecknova Cat#:Y1000, N/A

DifcoTM Nutrient Agar BD Diagnostics Cat#:213000 Lot#:8305685;

DifcoTM Nutrient Broth BD Diagnostics Cat#:234000

Lot#:89192108

Sodium hypochlorite Clorox N/A

Phosphate buffer saline (PBS) KD Medical Cat#: RGE-3200, N/A

Ethyl Alcohol Acros Organics Cat# 615090020, N/A

Deposited data

Raw and analyzed data This paper GEO

R-code for KNN/LOO selection of classifier

genes

This paper and Spurrier et al. (2018) https://data.ninds.nih.gov

Experimental models: Organisms/strains

D. melanogaster:Oregon R+ (w+) Laboratory of E. Giniger (Spurrier et al., 2018) N/A

Oligonucleotides

Primer for 27F: 50-

AGAGTTTGATCMTGGCTCAG-30
Lee et al. (2019) N/A

Primer for 1492R: 5’

TACGGYTACCTTGTTACGACTT 3’

Lee et al. (2019) N/A

Probes for qPCR validation (Table S15) This paper N/A

Primers for Antimicrobial peptides (Table S15) Shukla et al. (2019) N/A

Software and algorithms

Transcriptome Analysis Console (TAC)

Software

ThermoFisher Scientific https://www.thermofisher.com/us/en/home/

life-science/microarray-analysis/microarray-

analysis-instruments-software-services/

microarray-analysis-software/affymetrix-

transcriptome-analysis-console-software.html

R Project for Statistical Computing The R project http://www.r-project.org/ RRID:SCR_001905

Affymetrix GeneChip�Operating Software

(GCOS)

Affymetrix http://tools.thermofisher.com/content/sfs/

brochures/gcos_datasheet.pdf

(Continued on next page)
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RESOURCE AVAILABILITY

Lead contact

All requests for reagent and resources should be directed to the Lead Contact, Dr. Edward Giniger

(ginigere@ninds.nih.gov).

Materials availability statement

This study did not generate new unique reagents.

Data and code availability

Numerical data for all figures is included in the Supplementary Tables. Microarray data is available on GEO

(accession GSE174854). R-code for KNN/LOO selection of classifier genes has been published previously

(Spurrier et al., 2018) and is available on the NIH public server (https://data.ninds.nih.gov/).

EXPERIMENTAL MODEL AND SUBJECT DETAILS

All the experiments were conducted using male Oregon Red (w+), strain of Drosophila melanogaster. Fly stocks

were maintained at 25�C, 50% humidity with 12:12 h light/dark cycle on the Bloomington Formulation (Nutri-Fly

BF). Detailed data on the nutrient composition of thismedia can be found on the Fly MicrobiomeDiet Database

(https://figshare.com/articles/dataset/Fly_Microbiome_Diet_Database/11920788(Lesperance and Broderick,

2020). Live yeast was not present in the food. Axenic flies were generated as described previously (Shukla

et al., 2019). In brief, axenic flies were generated using embryos collected from overnight egg-laying on grape

plates. Embryos were rinsed with 1X PBS and washed with 70% ethanol followed by dechorionation using 3%

sodium hypochlorite for 7 min. Dechorionated embryos were rinsed with sterile water and transferred to sterile

fly food supplemented with propionic acid (0.48ml/100ml) and Penicillin/Streptomycin (Pen Strep) at 1ml/100ml

concentration. The embryos were cultured at 25�C and axenic conditions were confirmed by plating fly homog-

enate on Luria-Bertani mediumandMRS agar plates as well as by 16S rDNAPCR using the universal primer. PCR

reaction and thermocycler program as follow: Reaction mixture: OneTaq. Quick-Load master mix, template

DNA, and Nuclease-free water. PCR Program: 94�C for 10 min, 94�C for 30s, 58�C for 30s, 72�C for 40s, 30 total

amplification cycles, 72�C for 10 min, then hold 4�C. Axenic and conventional flies were raised on the same food

for multiple generations to reduce heterogeneity arising due to diet. Sources of fly stocks, primer sequence and

material used are provided as Key Resource Table.

METHOD DETAILS

Lifespan assay

The lifespan of conventional and axenic male flies was measured at 25�C under constant humidity with a

12:12 h light/dark cycle on the Bloomington Formulation (Nutri-Fly BF). Newly eclosed flies were allowed

to mate for 3 d, then males were isolated and transferred to fresh vials (25/vial). To minimize the effect of

CO2 anesthesia and separation-induced mortality, flies that died in the first 24h were excluded from the

lifespan assay. Twenty-five flies were placed in each vial and flies were transferred to fresh vials and survival

was scored twice a week. Graph Pad Prism 8.0 was used to determine Log-rank (Mantel-Cox) test for

Continued

REAGENT or RESOURCE SOURCE IDENTIFIER

ShinyR-DAM Cichewicz and Hirsh (2018) https://karolcichewicz.shinyapps.io/shinyr-

dam/

GraphPad Prism 8.0 GraphPad http://www.graphpad.com/

RRID:SCR_002798

DAVID version 6.8 Huang et al. (2009a), (2009b) http://david.abcc.ncifcrf.gov

gProfiler Reimand et al. (2007) https://biit.cs.ut.ee/gprofiler/gost

Critical commercial assays

GeneChip�Drosophila (melanogaster) Gene

1.0 ST Array

ThermoFisher Scientific Cat#: 902155, N/A

Drosophila Activity Monitoring System Trikinetics https://trikinetics.com
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statistical significance, and median survival. Significance of median survival was determined using the

Mann-Whitney test.

Microarray and mRNA expression analysis

Microarray andmRNA expression analysis. All themicroarray experiment and data analysis was done as per

our earlier publication (Spurrier et al., 2018) using only heads from five biological replicates (each consisting

of 50male flies) for both growth conditions and each time point. Since this experiment was performed using

only heads, we do not expect to see body specific effects such as expression changes selective for midgut.

A detailed experimental description is as follows: Mated male flies were raised together to achieve the

required age, collected and flash-frozen using liquid nitrogen and stored at -80�C. Once flies for all aging

conditions were collected, total RNA was extracted from head samples using TRIzol. RNA was purified us-

ing 0.3M sodium acetate final concentration and ethanol. Purified RNA was processed and labeled accord-

ing to the manufacturer’s guidelines for use with the DroGene 1.0 ST GeneChip (Affymetrix, GeneChip

Whole Transcript Sense Target Labeling). The Scanner 3000 (Affymetrix) was used along with the GeneChip

Operation Software to generate one .CEL file per hybridized cRNA. These .CEL files were then imported

into the Transcriptome Analysis Console and the Console was used to generate robust multi array average

(RMA) normalized expression values per gene probe per imported file. This expression was then exported

from the Console and imported into R for analysis. Quality of data was assessed and confirmed via Tukey

box plot, covariance-based PCA scatter plot, and correlation-based heat map. To remove noise-biased

expression, the mean and Coefficient of Variation (CV) per gene probe per sample class was calculated.

Lowess was then used to model CV by mean expression per sample class producing one fit per sample

class. These fits were then over-plotted to identify the common low-end expression value where the linear

relationship betweenmean expression (signal) and CV (noise) was grossly lost (mean expression value=4.0).

Expression values less than this value were floored to this value, while gene probes not having at least one

sample greater than this value were discarded as non-informative. Annotations for gene probes not dis-

carded were obtained from NetAffx (Affymetrix) and FlyBase (www.flybase.org). Expression per gene

probe was tested for linear correlation with age and separately tested for differential expression across

sample classes.

To test for linear correlation with age, polyserial correlation was used under a leave-one-out condition (li-

brary=polycor). Specifically, with each sample drop, we used polyserial correlation to generate a rho per

gene testing the observed expression vs age under non-randomized condition and randomized condition.

Z-scores were then calculated for each rho generated under non-randomized condition using the mean

and SD of the rho estimates generated under randomized condition. P-values corresponding with these

scores were then corrected using the Benjamini-Hochberg procedure. We considered genes as age

markers if they had a corrected P < 0.05 under leave-one-out condition 100% of the time and were similarly

significant under no leave-out-condition.

To test for differential expression across sample classes, the one-way analysis of variance (ANOVA) test was

applied (Type III, library=car) using sample class as the factor under Benjamini–Hochberg false discovery rate

multiple comparison correction (MCC) condition (library=multtest). Probes observed to have a corrected P <

0.05 by this test were deemed to have differential expression across the sample classes and further post hoc

tested via Tukey’s Honest Significance Difference (HSD) to identify which sample class comparisons probe

expression was significantly different (post hoc p<0.05 and an absolute difference ofmeans >1.5-fold). To deter-

mine which of the differential probes identified can robustly classify age, leave-one-out (LOO) testing was em-

ployed using the samemethod described earlier (Spurrier et al., 2018). For each LOO round, gene probes iden-

tified to have differential expression for at least one sample class comparison were used to construct a k-nearest

neighbor (k-NN) model and predict the class of the left-out sample (Dudoit et al., 2002). Gene probes selected

100%of the time over all LOO roundsweredeemed tobe robust classifiers of age. These probeswere then used

to construct a principal component seededAIC-optimized linearmodel using expression for day 3, 10, 30 and 45

control samples only. This model was then used to predict the physiological age of each biological replicate.

Statistical differences in the predictions produced by the model were tested using the one-way ANOVA again

(Type III) under MCC condition followed by Tukey’s HSD test.

The same k-NN/LOO method was used to select age-classifier genes from the axenic samples, but using

only day 10, 30, and 45 axenic samples, and for comparison, the method was re-applied to control samples,

but limited to day 10, 30, and 45, as specified in the text.
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Gene ontology analysis

Gene ontology analysis was performed for aging classifier genes using DAVID version 6.8 (Huang et al.,

2009a, 2009b). The background was set to ‘Drosophila_2 Array’, and then ‘Functional Annotation chart’

with medium classification stringency. Significantly enriched GOTERM_BP_DIRECT categories were then

selected manually from all other DAVID output. A non-log scale P-value less than 0.05 was considered sta-

tistically significant. The resulting annotated biological processes were grouped manually based on func-

tion and arranged by enrichment score as calculated by DAVID.

GO analysis to identify human disease processes linked to the human orthologs of Drosophila genes was

done using gProfiler (Reimand et al., 2007). Statistical domain scope to only annotated genes, Benjamini-

Hochberg FDR, and user threshold 0.05 were used as analysis conditions.

qPCR validation

Excess RNA from themicroarray samples was converted into cDNA using the Applied Biosystems High-Ca-

pacity cDNA Reverse Transcription kit. Five biological replicates were run for every gene probe using the

Affymetrix VeriQuest Probe qPCR Master Mix with specific TaqMan gene primers. qPCR reactions were

prepared using the Affymetrix VeriQuest Probe qPCR Master Mix with specific TaqMan gene primers (Ta-

ble S15); reactions were carried out on the QuantStudio 6 Real-Time PCR Systems using default settings.

Threshold cycle numbers were determined automatically by the Applied Biosystems software. The set of

probes included Rpl32 as a reference gene, which was used for normalization. Utility of Rpl32 as a reference

was validated previously by analysis of expression level across the lifespan, and by comparison to the mean

values of four commonly used Drosophila qRT-PCR reference genes (Ponton et al., 2011; Spurrier et al.,

2018). Fold changes were determined using DDCt (Livak and Schmittgen, 2001), relative to 10-d axenic.

Removal of antibiotics from axenic flies

To discriminate the effects of antibiotics vs microbiome on the expression profile in the axenic state, we

raised axenic flies for 5 d on antibiotic containing food, then aseptically transferred the axenic flies to sterile

food without antibiotic in the laminar hood and grew these flies an additional five days without antibiotic,

flipping once to new food. In parallel, 5-day-old axenic flies were transferred to food vials that had previ-

ously been contaminated with normal Drosophila flora by being used to transiently culture conventionally

raised flies. These flies were also grown for five days, flipping once to new, contaminated vials. The absence

of bacteria in flies raised on non-antibiotic food, and its presence in flies restored tomicrobe-contaminated

food, was verified by PCR (Figure S9). Finally, 10-day-old flies were frozen using liquid nitrogen, and qPCR

was performed using RNA from head samples and probes listed in Table S15.

Acute generation of axenic flies without antibiotics

Embryos were bleached and transferred to sterile vials (twenty-five embryos per vial) either without or with

antibiotics, respectively. After five days of fly emergence, flies from sterile vials were transferred either to

fresh, sterile vials or to vials that had been used to house flies that had emerged from unbleached embryos

and raised for an additional five days. Finally, 10-day-old, male flies were frozen and individual vials were

examined for presence or absence of bacteria using 16S rDNA PCR (Figure S10). After verification of

microbe-free and microbe-contaminated conditions, RNA from head samples was used to perform

qPCR using probes listed in Table S15.

Stress sensitivity assay

Sensitivity to oxidative stress was assayed by survival following challenge with hydrogen peroxide (H2O2;

5%) as described earlier (Spurrier et al., 2018). Male flies at appropriate ages (10d, 30d and 45d) were

starved for 3 hr on filter paper soaked with water and then transferred to vials having filter paper soaked

with H2O2 with 5% sucrose. A parallel set of vials having sucrose only was used as control. For starvation

sensitivity, flies were starved on water-soaked filter paper and survival was scored twice per day. Bacterial

infections were performed by pricking adult flies with a lancet previously dipped into a concentrated cul-

ture (OD600=200) of the Erwinia carotovora carotovora (Gendrin et al., 2009). The parallel aseptic injury was

used as a control for the infection experiment.

To examine whether axenic flies retain their ability to induce immune response genes and whether they

tolerate or kill injected ECC15, 10-day-old flies were infected as described above. After 16 h of infection,
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surviving flies were divided into two groups. One group was used for the assessment of internal bacterial

load following a published protocol (Leitao-Goncalves et al., 2017), and another was used for qPCR of

AMPs according to our earlier publication (Shukla et al., 2019).

Quantitative analysis of circadian rhythm

We recorded eight continuous days of activity in constant darkness (DD) using the Drosophila Activity

Monitoring System. Activity counts were sampled in 1-min intervals. 32 flies were used in each condition

of growth and age. ShinyR-DAM (Cichewicz and Hirsh, 2018) was used for data analysis.

QUANTIFICATION AND STATISTICAL ANALYSIS

GraphPad Prism 8.0 and R was used for data analysis. Statistical differences in survival curves (lifespan,

oxidative stress response, and survival against bacterial infection) weremeasured by log rank (Mantel-Cox).

All statistical tests performed for this manuscript are specified in the text and figure legends. Sample

randomization and blinding were not relevant and formal power analysis was not performed prior to initi-

ating the study. Data from individual flies that suffered trauma from handling was censored from the anal-

ysis as specified in the Methods. One expression profiling sample was an outlier in the initial QC survey and

was excluded from further analysis.
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