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Abstract

In this paper, we extend the use of assurance for a single study to explore how

meeting a study's pre-defined success criteria could update our beliefs about

the true treatment effect and impact the assurance of subsequent studies. This

concept of conditional assurance, the assurance of a subsequent study condi-

tional on success in an initial study, can be used assess the de-risking potential

of the study requiring immediate investment, to ensure it provides value

within the overall development plan. If the planned study does not discharge

sufficient later phase risk, alternative designs and/or success criteria should be

explored. By transparently laying out the different design options and the risks

associated, this allows for decision makers to make quantitative investment

choices based on their risk tolerance levels and potential return on investment.

This paper lays out the derivation of conditional assurance, discusses how

changing the design of a planned study will impact the conditional assurance

of a future study, as well as presenting a simple illustrative example of how

this methodology could be used to transparently compare development plans

to aid decision making within an organisation.
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1 | INTRODUCTION

Drug development has historically been considered as a series of independent experiments which are required to be
able to learn about an asset and allow it to progress through the various development phases, before finally obtaining
regulatory approval and reimbursement. Compounds would only move through to the next stage of development if suf-
ficiently positive data was obtained. However little consideration was given to what achieving this ‘sufficiently positive
data’ truly meant, and the impact positive results would have on the probability of success of future studies within the
development plan.

O'Hagan et al.1 first introduced the concept of assurance to pharmaceutical drug development, proposing that all
available knowledge of the true treatment effect could be utilised to quantify the predictive probability of success of a
proposed study. This knowledge is quantified using a probability distribution which represents the uncertainty around
the unknown true drug effect. The use of assurance calculations within GlaxoSmithKline (GSK) to inform the design of
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studies and communicate probability of success has become common place with practical examples discussed in Crisp
et al.2 Other pharmaceutical companies have also embraced assurance to inform on study design with a growing num-
ber of examples being presented in literature.3-5

Examples of the use of assurance to date, focus on either on a single study2 or how to define success criteria within
a study with the aim of then having a certain level of phase 3 assurance,3,6 taking the yet to be observed results as the
prior for the future study. Conditional assurance focuses on the uncertainty around the true drug effect, not just how it
impacts the probability of success of the planned study, but how that uncertainty will be updated if the study is success-
ful and the implications for later phase studies.

Conditional assurance as proposed in this paper can be used to think further down the development pathway and ask
the question, ‘how will the planned study's success modulate our beliefs around the unknown true treatment effect and
therefore impact upon the next studies predicted probability of success?’ It is a conditional assurance of later stage success
as it depends on the initial planned study's success. Walley et al.4 used the concept of updating prior knowledge around
the true treatment effect conditional on an outcome, focusing on a single study and with the aim of assessing ‘the ability
of the design to separate “active” and “inactive” compounds’. We postulate that this approach can be broadened to quan-
tify how the information being collected in the proposed study will be relevant and so de-risk future studies, allowing clear
communication of a study's value to the overall development plan. This can then be used to compare different clinical
development plans and/or decision rules, to ensure all planned studies allow for appropriate discharge of later stage risk,
with the ultimate aim of reducing the high levels of late stage attrition observed across the pharmaceutical industry.7

In this paper, we will describe how conditional assurance is derived, how the design of the initial study will impact
the conditional assurance of a subsequent study and illustrate how conditional assurance can be used to compare com-
peting development plans. Our illustrative example will focus on the assurance of the phase 3 programme and how this
is modulated conditional on success in previous phases, however the proposed approach is universally applicable to
any phase of drug development.

2 | METHODOLOGY

2.1 | Power

Power is the probability a proposed study will deliver results sufficient to meet the pre-defined success criteria, condi-
tional on the design assumptions which most importantly include the specification of a single value for the true treat-
ment effect. While the power is useful in assessing a study's ability to make an end of study conclusion under different
assumed scenarios, it can only inform on the probability of achieving success if the assumptions about the unknown
parameters are correct. While any study can be designed to have 90% power, if there is no reason to believe the assump-
tions that have gone into the calculation, then the probability of success of the study is not actually 90%; hence, this
explains why power is of limited value in portfolio level investment decision-making.

2.2 | Assurance

Assurance, as described by O'Hagan et al.1 uses the current levels of uncertainty in the true treatment effect to average
over the power function to determine a study's probability of success. The uncertainty in the true treatment effect is
captured via a prior belief distribution. As this prior is being used to assess the study design rather than necessarily
being incorporated in the analysis, we will refer to this prior as the design prior.1,4 A prior that is used in the inferential
analysis will be referred to as an analysis prior.

Although O'Hagan coined the term ‘assurance’ with a focus on integrating the uncertainty in the design prior over
the power function, this is equivalent to the concept of predictive probability as introduced by Spiegelhalter and Freed-
man.8 Spiegelhalter and Freedman framed the concept as the probability of achieving a success criterion integrating
over the predictive distribution, where the predictive distribution combines the uncertainty from the design prior and
the sampling variability of the study. In the approach taken by O'Hagan, the uncertainty from the sampling variability
comes in as part of the power function, which is predictive conditional on a fixed value of the truth Δ. As these two
approaches are equivalent, we have included the notation for both approaches below, although will continue to refer to
assurance throughout.
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Let Δ be the true treatment difference, πD(Δ) our design prior for the true treatment difference, X denote the data
which has the likelihood p(XjΔ), the event S1 be achieving a pre-defined success criterion,9 x1 be the minimal critical
value to achieve success, P S1 Δj Þ ¼ Ðx1p XjΔð ÞdX

�
denote the power function, which can also be thought of as the proba-

bility of achieving success for a given Δ. The assurance is calculated as1,8:

ð
P S1jΔð ÞπD Δð ÞdΔ¼

ð
x1

ð
p X jΔð ÞπD Δð ÞdΔdX¼

ð
x1

p Xð ÞdX: ð1Þ

The power function is integrated with respect to the design prior for the true treatment effect and is sometimes called
an unconditional probability of success as it is unconditional on a specific fixed value for the truth, however it should
be noted that the assurance is conditional on the specification of the design prior.

Within the assurance calculation the design prior reflects the totality of the current knowledge about the true treat-
ment effect and should be based on all available relevant internal and/or external data. This includes pre-clinical or
pharmacological data, and information on similar compounds with the same mechanism of action. As the assurance is
dependent on this prior distribution, and governance funding may utilise this assurance in their decision making, it
is important to ensure the prior distribution accurately and robustly reflects all relevant information available in an
auditable and transparent manner. Where expert judgements are elicited this should be done using a formal elicitation
framework with clear documentation in order to minimise potential biases in the elicitation process.10,11

2.3 | Conditional assurance

Conditional assurance is the predicted assurance of a subsequent study, conditional on the success of an initial study and
the design prior. Like assurance it can be calculated by averaging the uncertainty about the true treatment effect over the
power function for the subsequent study, but here the uncertainty is based on an updated design posterior which incorpo-
rates the fact that the pre-defined success criteria for the initial study has been met to warrant continuation of development.

Consider a planned study where success will lead to initiation of a subsequent study. Assuming the same endpoint
in both studies, the minimum design posterior from the planned study can be calculated using Bayes theorem; combin-
ing the likelihood of the observed x1, p(x1jΔ), and our design prior, πD(Δ):

πD Δ x1j Þ / p x1 Δj ÞπD Δð Þ:ðð

This design posterior following the planned study can then be used as the design prior for the subsequent study to calcu-
late theminimum assurance conditional on observing x1 in the planned study, that is, theminimum conditional assurance.

However, values greater than x1 would also lead to success in the planned study and for each of these potential
observed values X≥ x1, there is a potential future design posterior. Updating the design prior with the probability of
observing X≥ x1 in the planned study ( P(S1jΔ)), the conditional design posterior is calculated as.

πD ΔjS1ð Þ¼ P S1jΔð ÞπD Δð ÞÐ
P S1jΔð ÞπD Δð ÞdΔ¼

Ð
x1
p X jΔð ÞπD Δð ÞdXÐ

x1
p Xð ÞdX ð2Þ

where the denominator in (2) is the assurance of the planned study.
The conditional design posterior is then used to calculate the conditional assurance for the subsequent study. Let

the event S2 be achieving success in the subsequent study and x2 the minimal critical value to achieve success . The con-
ditional assurance for the subsequent study is calculated as:

P S2jS1ð Þ¼
ð
P S2jΔð ÞπD ΔjS1ð ÞdΔ¼

ð
x2

ð
p X jΔð ÞπD ΔjS1ð ÞdΔdX¼

ð
x2

p X jS1ð ÞdX : ð3Þ

The de-risking of the subsequent trial design can then be quantified as the relative and absolute difference between the
conditional assurance and the assurance of the subsequent study,

Ð
P(S2jΔ)πD(Δj S1)dΔ and

Ð
P(S2jΔ)πD(Δ)dΔ,

respectively.
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3 | IMPACT OF THE PLANNED STUDY DESIGN ON THE CONDITIONAL
ASSURANCE

When considering conditional assurance, our focus is ensuring the planned study adds value to the development plan
and sufficiently de-risks the later study. Therefore, it is the design of the planned study which we explore in this section.
For the subsequent study we will assume the design is fixed, such that the study is appropriately designed given current
assumptions, but with the understanding that this may change at the time of designing the study.

Let us assume the data is normally distributed such that P(S1jΔ) and P(S2jΔ) can be written using the standard nor-

mal cumulative distribution as 1�Φ x1�Δffiffiffiffi
2σ2
n1

p
 !

and 1�Φ x2�Δffiffiffiffi
2σ2
n2

p
 !

, where n1 and n2 are the number of subjects per arm in

the planned and subsequent studies and σ2 is the variance of the endpoint, which is assumed to be the same in both

studies. Let us assume the design prior is also normally distributed as πD Δð Þ~N μ, 2σ
2

n0

� �
where n0 is the effective sample

size of the prior, as suggested by Neuenschwander et al.12

While the predictive distribution for the initial study, p Xð Þ~N μ,2σ2 1
n1
þ 1

n0

� �� �
, can be used to calculate the assurance

and so allows us to take advantage of closed form solutions,12 the design posterior takes no known form, at least not

one these authors can derive for the general case, as

π ΔjS1ð Þ/ 1�Φ
x1�Δffiffiffiffiffi

2σ2
n1

q
0
B@

1
CA

0
B@

1
CAπ Δð Þ:

The conditional assurance must therefore be calculated by numerical integration or simulation.

Before discussing the impact of the planned study design on the conditional assurance, we must first assume that
n0 > 0 and as such the design prior is informative. We do this firstly, as there should always be some information
that supports the development of a compound, and secondly, in order for assurance and conditional assurance to be
useful in decision making we must start from a position of being somewhat informed. Without this assumption the fol-
lowing properties become true, invalidating the approach:

• As noted by Carroll13 as n0! 0 the assurance ! 0.5, which is equivalent to a fair coin toss and not informative in
the decision to invest.

• As n0! 0 then the π ΔjS1ð Þ/ 1�Φ x1�Δffiffiffiffi
2σ2
n1

p
 !

, which is an improper distribution and is not integrable.

3.1 | Impact of n1 on conditional assurance

When n1 is very small P(S1j Δ) is relatively flat over plausible values of Δ, hence π(Δj S1)≈ π(Δ) and the conditional
assurance of the subsequent study is approximately equal to the assurance of the subsequent study. That is, the planned
study does not inform or de-risk the subsequent study.

When n1 is very large P(S1j Δ) tends to a step function with P(S1jΔ< x1)≈ 0 and P(S1jΔ> x1)≈ 1, and so the design
posterior tends to the design prior truncated below at x1. The conditional assurance can be calculated asÐ
P S2 Δj ÞπD x1,∞½ Þ Δð ÞdΔ�

. Truncating the design prior at x1 will always increase the density for values greater than x1
and so

Ð
P S2 Δj ÞπD x1,∞½ Þ Δð ÞdΔ>

Ð
P S2 Δj ÞπD Δð ÞdΔð�

. Consequently, conditioning on success in the planned study will
always inform and increase the assurance of the subsequent study compared with a development plan that goes straight
to the subsequent study.

The shape of the conditional assurance as a function of n1 will depend on whether the success criteria S1, and hence
x1, is a function of n1 or not.
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• If S1 is a function of n1, for example a significant P-value, then the conditional assurance is not monotonic but will
initially increase before decreasing to

Ð
P S2 Δj ÞπD x1,∞½ Þ Δð ÞdΔ�

(Figure 1), as:
� For small n1, x1will be large, which may give a low assurance for the planned study, but if success is achieved it is

then predictive of success in the subsequent study increasing the conditional assurance.
� The conditional assurance will continue to increase with n1until the hurdle for success, x1, reaches a point where

it becomes less informative about the ability to achieve S2 in the subsequent study, at which point the conditional
assurance will begin to decrease. This tipping point for this will depend on the design prior, S2 and n2.

� When n1 is large the conditional assurance plateaus to
Ð
P S2 Δj ÞπD x1,∞½ Þ Δð ÞdΔ:�

• If x1 is a not a function of n1, but instead some clinically meaningful value that must be observed, then the condi-
tional assurance becomes a monotonically increasing function of n1. This is because the P(S1jΔ) pivots around x1,
with P(S1jΔ = x1) = 0.5 regardless of sample size. As n1 increases, the gradient of the power curve increases and so
achieving success increases our confidence the true value is above x1, shifting the weight in the design posterior to be
greater than x1 until the conditional assurance reaches

Ð
P S2 Δj ÞπD x1,∞½ Þ Δð ÞdΔ:�

3.2 | Impact of S1 on conditional assurance

As S1 is linked to x1, if we were to keep n1 fixed and vary the success criteria:

• For easier to achieve success criteria with a small x1, the assurance for the planned study will be higher, but the de-
risking of the subsequent study will be smaller.

• For harder to achieve success criteria with a larger x1, the assurance for the planned study will be lower, but the de-
risking of the subsequent study will be larger.

Therefore when setting S1, consideration should be given to the evidence that is going to be generated and its impact
on the probability to achieve to S2. A study with an easily achievable success criterion may have high assurance, but
the value of the study may be questionable and could lead to running the subsequent study without having mitigated
much risk. Conversely if the success criterion is challenging to achieve, the study will have low assurance but with high
predictive value for the subsequent study. The aim however is not to maximise the conditional assurance, in fact that is
of little utility if the likelihood of progressing is very low, but rather to understand the levels of risk associated in each
study of the development. Decision makers can therefore make informed decisions about where to spend risk based on
what is acceptable to the organisation.

FIGURE 1 Impact of n1 on (A) x1, (B) the assurance of the planned study and (C) the conditional assurance of the subsequent study,

assuming σ2 = 1, μ = 0.05, n0 = 70, n2 = 530, x2 = 0.12 (minimum critical value for a significant P-value assuming two-sided 5% alpha).

Vertical dashed line represents the n1 that maximises the conditional assurance
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4 | ILLUSTRATION OF USE IN A CLINICAL DEVELOPMENT PLAN

In order to illustrate how the conditional assurance can be used in assessing clinical development plans, we have con-
structed a generic development plan using an effect size to design each phase, where the effect size is defined as the
treatment difference/standard deviation of the endpoint and hence we have used a standard deviation of 1. For
example, in respiratory study for asthma, a clinically meaningful difference may be 100 mL and the standard deviation
of the change from baseline could be assumed to be 400 mL, this would result in an effect size of 0.25.

This illustrative development plan assumes that phase 1 has shown the molecule to be safe and tolerable and incor-
porates three phases of clinical trials which are part of the commonplace in the pathway to getting a medicine regis-
tered (Table 1):

• Phase 2a proof of concept study: Two arm placebo controlled parallel group randomised trial with 60 subjects per
arm. Success defined as greater than 80% posterior probability that the true difference is >0, using a vague analysis
prior N(0,10). Study designed to have 80% power if the true effect size is 30%.

• Phase 2b dose response study: Five arm dose response placebo controlled parallel group randomised trial with
100 subjects on the top dose and placebo and 50 subjects per arm on the intermediate doses. Success defined as greater than
90% posterior probability that the true difference is >0, using a vague analysis prior N(0,10). Study designed to have 80% power
if the true effect size is 30% at the top dose. For the purposes of the illustration we have focused on the comparison between
the top dose and placebo, although dose response modelling could be accounted for here and factored into simulations.

• Phase 3: Two identical phase 3 studies with overall phase 3 success defined as both being successful. Both studies are
two arm placebo controlled parallel group randomised trials with 250 subjects per arm. Success for an individual
phase 3 study is defined as a significant P-value at the two-sided 5% level. Each study is designed to have 90% power
if the true effect size is 30%.

We are going to consider two possible development plans. One which will include all three phases of development
and one which will exclude the phase 2a study in favour of going straight to phase 2b. We will focus on the conditional
phase 3 assurance for each development plan and how that is updated based on the predicted success of the earlier
phases, quantifying the value of the phase 2a study in de-risking phase 3.

The design prior for our illustration is a bimodal distribution, which puts 50% weight on a distribution of treatment
effects which assumes the compound is efficacious and 50% weight on the compound being ‘placebo like’. This bimodal
design prior reflects the uncertainty that the molecule will be clinically effective, as feels appropriate for the early stage
of development when it is often unknown whether the pre-clinical data will translate to clinical benefit for patients.
For the purposes of this example the design prior puts 50% weight on a Normal distribution with mean 0 and a SD of
0.01 (the ‘placebo like’ component of the prior) and the remaining 50% weight on a Normal distribution with mean 0.2
and a SD of 0.1 (See Figure 2A).

The following results are based on using the integrate function in R (code in Data S1). In order to interrogate the
value of each study in the development plan we must first calculate the assurance of all studies based on our current
design prior. For our illustrative development plan the assurance for the phase 2a, phase 2b and phase 3 are 39%, 32%
and 21%, respectively (top row in Figure 3). The decreasing assurance reflecting the higher hurdles for success for the
later phases, as the standard of evidence required increases.

TABLE 1 Summary of studies considered in our illustrative development plan

Phase
Total
sample size Design Success criteria

2a 120 60 subjects per arm P(Δ>0j x, πA) > 0.8

2b 350 100 subjects on the top dose and
placebo arms, 50 at three intermediate doses.

P(Δ>0j x, πA) > 0.9

3 1000 Two studies with 250 subjects per arm
Each phase 3 has 90% power assuming a
true effect size of 0.3 for a two-sided 5% alpha

Two studies achieving statistical
significance at the two-sided 5% level.

Note: πA, the analysis prior, is a vague N(0,10) prior for the treatment difference.
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Based on our design assumptions and success rule, the critical value that would lead to success for the phase 2a
study is 0.15. Figure 2B illustrates several potential design posteriors that would be the result of observing a treatment
effect greater than or equal to 0.15 in the phase 2a study. Averaging the design posteriors where our pre-defined success
criteria was achieved over our current design prior gives the conditional design posterior (Figure 2C).

Figure 3 presents the evolution of the assurance values for the phase 2b and phase 3 studies conditional on previous
study successes and how each study de-risks the ultimate large and expensive phase 3 programme:

• Based on the design prior (Figure 4A) which reflects the limited knowledge to date, and the proposed phase 3 design,
the assurance of phase 3 is 21%.

• If success is achieved in the phase 2a study the weight on the placebo like component of the conditional design poste-
rior (Figure 4B) has been reduced, reflecting the updated belief that data from a positive study brings. The impact of
this is that the conditional phase 3 assurance goes to 39%.

• The additional success of the phase 2b study further down-weights the belief the compound is placebo like
(Figure 4C) and increases the conditional phase 3 assurance from 39% to 60%.

• If an accelerated development plan is considered where phase 2b is performed without a phase 2a study, less data
will be accumulated during development resulting in greater uncertainty in the conditional design posterior after
Phase 2b (Figure 4D). This reflects what is intuitively known; this is a risker strategy. The assurance for phase 3 con-
ditional on phase 2b success in this case is 47%.

FIGURE 2 (A) Prior distribution for the true treatment effect size, (B) potential design posteriors based on outcomes from phase 2a that

would achieve success, and (C) conditional design posterior

FIGURE 3 Assurances based on design prior for each phase of development and the evolving assurances conditional on success. For

phase 3, left column illustrates the evolving phase 3 conditional assurance as phase 2a and phase 2b are sequentially successful, right

column is phase 3 conditional assurance for the development plan that goes straight to phase 2b
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Consider the impact of the two development plans side by side in terms of how they will de-risk phase 3. Based on
our current prior belief, success in both the phase 2a and 2b studies, results in a conditional assurance for phase 3 of
60% whereas with only a successful phase 2b study the conditional assurance is 47%. By quantifying the impact on
phase 3 success this has allowed us to transparently communicate the increased risk of going straight to phase 2b,
which can then be considered alongside the savings in cost and time saved from such an approach and directly feed into
the decision-making process.

When discussing the risk of a development plan it should also be noted that based on our prior beliefs success in
two earlier phase studies, phase 2a and 2b, is less likely to occur than success in a single phase 2b study (P(2a) � P
(2bj2a) = 39% � 49% = 19% vs P(2b) = 32%, respectively). Therefore, with two phase 2 studies we are less likely to get
to phase 3 than with a single phase 2 study, but if we do reach phase 3 it will be with more confidence. It is therefore a
question of where an organisation wants to spend risk, in smaller earlier phases to de-risk later studies or carry the risk
into the larger later phases.

If an organisation desires a higher level of confidence before embarking on phase 3, then the earlier phase studies
must discharge more risk. Our design prior should encompass all relevant knowledge to date, and so should not be
changed to achieve a higher conditional assurance, but the success criteria and sample sizes for the studies can be chan-
ged. Higher hurdles for success could be considered that would not only shift the design posterior away from the

FIGURE 4 (A) Design prior, (B) design posterior conditional on success in phase 2a, (C) design posterior conditional on success in both

the phase 2a and 2b studies, (D) design posterior conditional on success in phase 2b. Left column illustrates the evolving design posteriors as

phase 2a and phase 2b are sequentially successful, right column is the design posterior for a development plan that goes straight to phase 2b
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compound being placebo like, but would also shift the mass of the design posterior to larger more clinically relevant
treatment differences. With more stringent success criteria, the probability of success of the earlier studies would be
reduced, but the probability of success in the later phases increased. Larger studies could also be considered to mitigate
more risk earlier in development.

For this simple hypothetical example, we have assumed the same endpoint, patient population and timepoint and
other design features between studies. This is rarely the case across clinical development and so there may be a need to
extrapolate the prior distribution to account for study differences. However, by laying out the assurance and conditional
assurances, the additional uncertainty arising from the extrapolation will be transparent as a risk in the clinical devel-
opment plan from the outset and will itself be informative to decision makers. Where translation of endpoints between
phases is necessary, we would argue this approach ensures the extrapolation is considered before starting a study; some-
thing which will then also be beneficial to the decision-making process. After all if the relationship between a surrogate
endpoint in early development and registrational endpoint is unknown – how will the extrapolation be made at the end
of the study and how can we ensure the study appropriately informs on the next stage of development?

A common question that is asked when designing a clinical development plan is what assurance and conditional
assurance should be ‘aimed’ at. The answer is there is no such value, as it will depend on the disease area, the unmet
medical need and the potential return on investment. While the aim of this approach is to quantify how a study will de-
risk later phase development, that does not mean all the risks can or will be discharged prior to phase 3. In the case of
rare diseases, a large phase 2 is not feasible and so a lot of risk may need to be carried into phase 3; that does not mean
that investment is not a smart risk to make. In the case of a disease where large replicate phase 3 studies are required
for registration and a high level of efficacy is required in order to be competitive, then an organisation may want to
spend more earlier in the development plan to build confidence before embarking on phase 3. The important factor is
not the values themselves, but the transparency about the reasons to believe and how evidence generation will update
our beliefs in order to allow decision makers to make informed judgements.

5 | DISCUSSION

In this paper we have introduced the concept of conditional assurance as a tool for transparently discussing quantitative
clinical development plan optionality with focus on how each study de-risks a later phase of development. This
approach aims to encourage open discussions regarding how the data being collected will feed into the larger picture
and the relevance of that data to the development plan as a whole. Since 2019 this has become an integral part of GSK's
Quantitative Decision Making (QDM) framework with development plan optionality and the understanding of risks
being presented at governance boards before any study funding decisions are made.

Conditional assurance is a tool to inform decision making and reflects the predictive probability of future study suc-
cess at the snapshot in time where the immediate investment is being made, before the data has been collected; how-
ever the assurance of the subsequent study should always be re-calculated once we have the actual study data in hand.
The actual assurance for the subsequent study will utilise the data from the current study combined with any other rele-
vant information that informs the beliefs about the treatment effect, where we would advise conducting a prior elicita-
tion to combine these sources of information before each stage in development. Hence, like assurance is used to
quantify the ability of a design to achieve a successful outcome, conditional assurance is intended to measure a designs
ability to de-risk later phases given our current prior beliefs and the pre-defined success criteria but is not intended to
usurp the data once collected.

This methodology can be implemented early in development and can be extended to predict success many steps
down the development pathway. However, the further down the development pathway we predict the more unknowns
there are. Therefore, the quantitative value of this approach lessens the further in time we try to predict, however,
utilising this approach will layout the logic behind a proposed development plan and can highlight any gaps that exist,
which, in itself, can be useful for decision makers at the time of investment.

While there is scope to extend this methodology further and employ utility functions within a Bayesian decision
framework to optimise development plans for an individual project14 or across a portfolio,15 this would require more
assumptions to be made about the many different aspects in the decision making process, for example study costs and
time to market. The challenge of employing such approaches then becomes ensuring the additional complexity
and assumptions can still be easily communicated to our non-statistical colleagues in order to influence the decision
making. We believe the simplicity of the method proposed here will allow for its widespread application within clinical
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drug development, more transparent communication with stakeholders which will ultimately lead to better informed
decision making across a portfolio.
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