
A method for in silico exploration 
of potential glioblastoma 
multiforme attractors using single-
cell RNA sequencing
Marcos Guilherme Vieira Junior1, Adriano Maurício de Almeida Côrtes2,3,  
Flávia Raquel Gonçalves Carneiro4,5,6, Nicolas Carels7 & Fabrício Alves Barbosa da Silva8

We presented a method to find potential cancer attractors using single-cell RNA sequencing (scRNA-
seq) data. We tested our method in a Glioblastoma Multiforme (GBM) dataset, an aggressive brain 
tumor presenting high heterogeneity. Using the cancer attractor concept, we argued that the GBM’s 
underlying dynamics could partially explain the observed heterogeneity, with the dataset covering 
a representative region around the attractor. Exploratory data analysis revealed promising GBM’s 
cellular clusters within a 3-dimensional marker space. We approximated the clusters’ centroid as stable 
states and each cluster covariance matrix as defining confidence regions. To investigate the presence 
of attractors inside the confidence regions, we constructed a GBM gene regulatory network, defined 
a model for the dynamics, and prepared a framework for parameter estimation. An exploration of 
hyperparameter space allowed us to sample time series intending to simulate myriad variations of 
the tumor microenvironment. We obtained different densities of stable states across gene expression 
space and parameters displaying multistability across different clusters. Although we used our 
methodological approach in studying GBM, we would like to highlight its generality to other types 
of cancer. Therefore, this report contributes to an advance in the simulation of cancer dynamics and 
opens avenues to investigate potential therapeutic targets.
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Despite substantial progress in comprehension and therapeutic approaches, cancer remains a predominant 
global cause of mortality. For instance, Glioblastoma multiforme (GBM), the most common and aggressive brain 
tumor, presents 15 months of average overall survival (OS) with roughly 10% probability of achieving a 5-year 
OS1,2. Additionally, single-cell RNA sequencing (scRNA-seq) has emphasized the notable heterogeneity in GBM 
and many types of cancer3–6. The better knowledge of tumor heterogeneity has shown that it might be driving the 
aggressiveness of these malignancies7,8, emphasizing the need to investigate its underlying dynamics. Particularly, 
extensive research has examined the influence of mutations and epigenetics on the complex carcinogenesis 
process9–11, which connects to the malignant state’s development according to the gene regulatory networks 
(GRN) dynamics. In this direction, pivotal studies have identified the correspondence between cell types or 
subtypes with stable states from system dynamics theory, often termed ‘attractors’12–14. These insights into the 
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tumor’s molecular complexity set the stage for developing frameworks integrating complex systems approaches 
to cancer research.One important application of systems dynamics theory to cancer is the cancer attractor 
concept. According to this concept, cancer is a pathological cellular development that creates or increases 
propensity towards such states14–16. The cancer attractor concept gives a theoretical background to interpret 
the patterns of gene expression distributions observed in scRNA-seq datasets of tumors, offering insights into 
cancer’s underlying dynamics. It implies that clusters of gene expression observed in scRNA-seq of malignant 
cells represent cellular populations orbiting within specific attractor states15, with the clusters’ distributions 
reflecting the regulatory mechanisms, here called the constraints governing the cellular dynamics17(see Fig. 1). 
This framework helps to overcome the lack of time series measurements and opens avenues for investigating the 
dynamics underlying scRNA-seq snapshot-like data. However, standard scRNA-seq downstream data analysis 
concentrates on machine learning dimensionality reduction algorithms to perform clustering exploration18–20, 
focusing on a static characterization to the detriment of a model-building approach. In this direction, developing 
methods integrating the available data into theoretical models is fundamental to further advancements.

Figure 1.  Schematic illustration regarding investigating cancer attractors using scRNA-seq data. (A) Depicts 
an example of the dispersion plot regarding the expression level of genes A and B in an illustrative group 
of cells. The colors differentiate each cluster with similar expression levels, which are supposed to reflect 
similar biological regulation constraints. (B) Represents a possible interpretation of each cluster’s stability. 
(I) Illustrate the clusters as two broader stabilities, called basins of attraction. (II) Represents each cluster as a 
group of smaller basins, each with its attractors. The dotted green arrows point to the transitions. When the 
attractors are accessible within the same genetic and/or environmental conditions, we call multistability. When 
they can’t traverse to each other and depend on genetic and/or environmental changes, we call alternative 
stable states. In this case, these changes lead to a shift in the equilibrium states. (C) Depicts the uncertainty 
regarding the underlying dynamics that lead the cells’ gene expression to stay mainly limited to the cluster’s 
region, here called confidence region. The point dot red arrows indicate the biological constraints pushing the 
system toward the regions. (D) Illustrate different attractor possibilities. (I) The crosses represent the fixed 
points of stochastic dynamics. The black color illustrates stability in the cluster centroid coordinate and the 
yellow color other stable states, either alternative stable states or multistability. (II) Shows the possibility of 
underlying multiple limit cycles (closed orbits). The black color illustrates the presence of a single attractor, 
while the yellow represents the possibility of multiple attractors (alternative stable states or multistability). (E) 
Illustrates the dimensional information loss when projecting from 3D to 2D marker space, which justifies the 
investigation using confidence regions to study the stability and underlying dynamics.
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Recently, multiple frameworks have been developed to integrate complex systems approaches to cancer 
investigation14,21. For example, significant advancements propose the presence of chaotic cancer attractors22. 
Additionally, investigations showed parallels between the malignant state development and ecological 
systems23–25. These parallels allow the integration of knowledge used to answer pivotal questions in ecology, for 
instance, the investigation of alternative stable states and multistability26–29. According to these concepts, the 
dynamic interactions of different species and the environment can lead to different equilibrium states. In the 
cancer attractors’ context, different equilibrium states resulting from genetic and/or environmental regulation 
changes are called alternative stable states. In contrast, potentially accessible stable states under the same genetic 
and/or environmental conditions are called multistability (see Fig. 1B, D). Combining ecological characteristics 
of the cancer niche with the cancer attractor concept provides a robust framework to investigate scRNA-
seq data. For example, analyzing data distributions can help to understand how a tumor’s genetic alterations 
and phenotypic variability can affect intratumor heterogeneity. One possible path in this direction is the 
characterization of steady states, focusing the investigation on the data distributions instead of investigating the 
detailed attractors’ trajectories30,31. Vieira et al.30 demonstrated a viable framework for an in silico investigation 
of the stability regarding scRNA-seq data clusters centroids (see Fig. 1D). Nevertheless, the inherent complexity 
of biological systems yet imposes theoretical and computational limits. In this direction, advancements are still 
necessary for developing clinical applications.

Aiming for such advancements, this report enhances the framework of Vieira et al.30 by investigating the 
viability of constraining the stability analysis to a restricted number of marker genes’ dimensions. Specifically, 
we propose a biological-informed clustering that probes known markers’ dimensions and correlates the data 
density to the presence of stable states. This approach improves the biological interpretation of clusters and 
reduces the dimensional complexity of the problem. To this end, we investigated the efficacy of a density-based 
clustering algorithm, that aligns with attractor interpretation. However, using markers’ projected dimensions led 
to the issue of information loss (see Fig. 1E). To overcome this problem, we investigated the data density by using 
confidence regions defined from clustered data. Particularly, we employed ellipsoidal statistics, as described in32. 
To confirm this approach’s feasibility, we compared the density of experimental clusters to clusters obtained by 
Gaussian sampling. This methodology allowed us to verify the possibility of finding markers reflecting the density 
of a higher dimensional system. Additionally, we tested the theoretical presence of alternative stable states and 
multistability by simulating the stochastic dynamics of a GRN containing the tumor markers. We investigated 
whether clusters might represent regions containing multiple attractors and the clusters’ interchangeability. 
Biologically, the attractors’ multiplicity could be due to genetic mutations, epigenetic modifications, or tumor 
microenvironment conditions. These diverse regulations would affect the GRN dynamics and determine 
different cell fates.

To evaluate this enhanced methodology, we utilize annotated GBM scRNA-seq data provided by Darmanis 
et al.33. The dataset encompasses four patients with a different number of cells classified as each of the four 
GBM subtypes according to the Verhaak et al. classification34 (Classical, Mesenchymal, Proneural, and Neural). 
However, this classification is still being developed, with studies pointing to different directions regarding the 
subtypes and their underlying dynamics6,35,36. This way, we assembled a list of marker genes corresponding 
to the GBM subtypes to compose our investigation. To simulate the stochastic dynamics, we employed a 
GRN investigated in Vieira et al.30, which provided us with prior parameters’ ranges to analyze. The different 
gene regulations were modeled by varying the Hill function coefficients and the Vieira et al.30 methodology 
was enhanced to include confidence regions to select the estimated activation and inhibition strengths. This 
enhancement allowed the selection and analysis of the parameters’ configurations leading to stability and 
multistability within the confidence regions defined in the markers dimension. The final parameter configuration 
was assumed to represent possible GRN rewirings and microenvironmental conditions informed by the scRNA-
seq data constraints, allowing us to make a parallel with the underlying biological system.

This investigation provided a feasible way to analyze the presence of cancer attractors. Using ellipsoidal 
statistics within known marker genes’ dimensions effectively reduces the problem’s complexity, advancing in the 
direction of practical applications. Additionally, defining confidence regions allows straightforward criteria to 
automate the selection of multiple parameter configurations. For instance, criteria to select parameters achieving 
stability within the physiological ranges informed by the constraints specified by the scRNA-seq data clusters 
(Fig. 1C, D). The combined results allow a data-driven quantification of attractors and multistability. Although 
we used our methodological approach to study a GBM dataset, we would like to highlight its generality to other 
types of cancer by testing the corresponding known marker genes. This methodology can be a complementary 
verification of biomarkers, probing their potential to define cancer attractors. Further, advancing the multistability 
analysis might be an important way to identify states presenting a higher potential for cancer recurrence. In this 
way, our investigation opens new avenues for applying single-cell omics technologies to cancer diagnostic and 
investigating potential therapeutic targets (theranostics).

Methods
Method overview
We present a method to investigate the presence of cancer attractors on annotated scRNA-seq data using 
confidence regions and their integration into a GRN stochastic dynamic model. Based on our working hypothesis 
(illustrated in Fig. 1), we seek to probe the data density in the markers’ projected dimension compared to a 
higher dimension and use stochastic simulations to corroborate and quantify the presence of stability. In the 
cancer context, this framework advances in the direction of practical application for the concept of cancer 
attractor, while quantifying the presence of stable states and multistability. Figure 2 outlines the steps involved 
in the proposed method.
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The analysis protocol developed for this investigation consisted of two main phases (Fig. 2), one denoted 
by (I), representing the aspects of scRNA-seq data analysis, and the other by (II), associated with the models’ 
simulation steps. Below we highlight the conceptual implications of the complete steps of each phase.

Phase (I): We started from a chosen cancer scRNA-seq dataset, in our case a GBM dataset, and selected the 
markers genes (I-A—“GBM scRNA-seq dataset and selected markers”). This step requires a known list of gene 
markers according to the cancer data under investigation. The idea is to find the minimum markers’ dimension 
that displays well-defined clusters. To this end, the marker genes and the scRNA-seq data were processed to get 
the datasets and to construct the GRN (II-A—“Data preparation and GRN construction”). The GRN already 
reduces the problem dimensionality and establishes the context within which the combination of the markers 
will be defined. After verifying the markers’ combination, we clustered the data using a density-based clustering 
method, which aligns with our attractor hypothesis. Then, we uncovered the clusters’ centroids and their 
covariance matrices to define the confidence regions (I-B to I-D— “Clustering scRNA-seq data: centroids and 
confidence region”). These confidence regions are the core of our investigation, shifting the focus from analyzing 
each attractor to probing the space containing the attractors. A positive result in this step allows moving to the 
stochastic dynamics investigation.

Phase (II): After confirming the feasibility of defining the clusters in the markers’ dimension, the 
corresponding confidence regions can be probed in silico for the presence of stable states. In this direction, we 
started by specifying a GRN dynamic model (II-B—“GRN dynamics and implementation”). This step selects 
the regulation functions and models the nature of the GRN interactions. Following, it is necessary to specify 
the scaling parameters corresponding to the regulation strengths. To execute this step, we used one model 
investigated in our previous work30. One important characteristic of this implementation is the possibility of 
using linear programming for parameter estimation while ensuring parameter biological interpretability. The 
parameter estimation integrates the scRNA-seq information by using the clusters’ centroids as steady states 
(I-C and II-C—“Fixed points and parameter estimation”). Finally, we integrate the confidence regions defined 
in the markers’ dimension into the GRN stochastic simulations. This integration aims to select the parameter 
combinations that achieve stability according to the scRNA-seq data constraints. Biologically, the confidence 
region aims to ensure we get parameters whose dynamics stay constrained to physiological ranges informed by 
the experimental data. Additionally, it enables the identification of alternative stable states and multistability (I-D 
and II-D—“Stochastic simulations: identifying attractors and multistability”). After discovering the parameters, 
it is possible to check each region’s stability by quantifying the number of parameter configurations, and the 
more likely clusters to present multistability by identifying the parameters’ configuration leading to stable states 
in multiple regions. The following sections detail the steps of each phase.

GBM scRNA-seq dataset and selected markers
We used the data curated and analyzed by Darmanis et al.33. This dataset contains single-cell resolution 
RNA sequencing outputs from patients diagnosed with four GBM subtypes. The authors investigated tumor 
heterogeneity by contrasting the tumor core with its periphery. This dataset aggregates samples from four 
patients, all diagnosed with primary GBM and characterized by a negative IDH1 signature (indicating an absence 
of mutations in the IDH gene). After quality control, the dataset retained information from 3589 cells, including 
various cell types from the central nervous system (CNS), such as vascular, immune, neuronal, and glial cells.

Darmanis et al.33 identified cellular clusters from the dimensionality reduction with tSNE and subsequently 
clustered the dataset via the k-means algorithm. To determine cellular identities, they cross-referenced the 
clustering results against a previous scRNA-seq dataset from healthy human brain samples. The cross-reference 
step led to unidentified clusters categorized as neoplastic, with the remaining data related to the major cell types 
of the CNS and considered non-neoplastic cells (labeled as Regular, as we will refer to it). Subsequent analysis 

Figure 2.  Diagram depicting each stage of our method. We considered two major phases, one denoted by 
(I), representing the aspects of scRNA-seq data analysis, and the other denoted by (II), associated with the 
simulation stages. Each phase will be further detailed in the respective methods sections, concluding with the 
parameters selection and their corresponding attractors.
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revealed that 94% of neoplastic clusters originated from tumor core and presented high expression of genes like 
EGFR and SOX9. To further improve the confidence in the clusters’ identification, the authors conducted an 
additional comparison with datasets of single-cell and bulk RNA-seq data from healthy human brains and GBM 
samples, which corroborated the results.

In addition to the EGFR gene, observed by Darmanis et al.33 as presenting high expression values, we 
focused on IDH1, and CD44 due to their significant roles in GBM pathology. CD44, identified as a stem cell 
marker, has been linked to increased tumor severity37. Notably, the coexpression of CD44 and EGFR has been 
associated with shorter OS in GBM patients, underscoring the clinical relevance of the CD44-EGFR axis in 
GBM aggressiveness38. Additionally, there is evidence of overexpression of wild-type IDH1 in Glioblastoma, 
and several studies have proposed that upregulation of IDH1 may represent a common metabolic adaptation in 
GBMs, contributing to enhanced macromolecular synthesis, aggressive tumor growth, and increased resistance 
to therapy39.

Data preparation and GRN construction
Besides the EGFR, IDH1, and CD44 marker genes, we selected a list of genes related to the GBM subtypes or 
associated with GBM’s aggressiveness33,34,36–39. We utilized the ‘transcription regulation network construction’ 
tool of the MetaCore40 platform to construct the GRN, completing its connectivity. We chose to compose our 
GRN with regulatory interactions (edges) and genes (vertices) characterized by the binding of transcription 
factors (TF) to their target gene promoters. As these interactions directly affect the amount of mRNA, we 
modeled them as direct connections between the transcription factor vertex and the vertex representing the 
targeted gene.

We used R41 for the initial data processing and GRN preparation42. The complete steps are shown in Fig. 
3. Column ‘A’ shows the phases concerned with the scRNA-seq data processing, and column ‘B’ shows the 
processing of the MetaCore output. We started processing the data using the Seurat package43 and applying a 
sctransform normalization to reduce technical bias (A1), recovering biologically significant distributions44,45. 
We did not remove cell cycle effects because we wanted to preserve as much information as possible and avoid 
incorporating low-accuracy information of tumor cells46. We selected the interactions classified as Transcription 
Regulation (B1) and intersected the GRN genes with the scRNA-seq data (A2 and B2). After reducing the genes 
of investigation, we filtered the scRNA-seq data into smaller datasets, as described below.

We considered two major dataset groups (A3). The first group consisted of only Neoplastic cells in the tumor 
core to avoid incorporating the different features specific to Neoplastic cells in the periphery. The second group 
included the Regular (non-neoplastic) data in the tumor core and periphery. We removed the genes from scRNA-
seq data that presented only null values and divided the data into six different datasets (A4). Five datasets related 
to Neoplastic cells located in the tumor core: one for all Neoplastic data from the tumor core (we will refer to it 
as BT_All), and one for each one of the four patients, referred by Darmanis et al.33 as BT_S1, BT_S2, BT_S4, and 
BT_S6. The last dataset was for all patients’ cells labeled as Regular, located both in the tumor core and periphery, 
which we will refer to as BT_Regular. The number of cells’ data in each dataset was 265 for BT_S1, 502 for BT_S2, 
134 for BT_S4, 126 for BT_S6, 1027 for BT_All (the sum of each patient), and 2489 for BT_Regular.

Concerning the GRN construction, the intersected genes list comprised 40 genes and their interconnections, 
which generated a new network in a table format. We employed the new table as an input to a code developed 
to convert them into two adjacency matrices, one for activation interactions and the other for inhibition 
interactions47. These matrices will be used to automatically construct the dynamic model (“GRN dynamics and 
implementation”).

Clustering scRNA-seq data: centroids and confidence region
Each point of the scRNA-seq data can be expressed as a vector X = (X1, X2, ..., XN), with N = 40 being the 
total number of genes or transcription factors present in the GRN and each value Xi corresponding to the 
scRNA-seq data mRNA molecule quantification. For each dataset mentioned in “Data preparation and GRN 
construction”, namely BT_All, BT_S1, BT_S2, BT_S4, and BT_S6, BT_Regular, the data points are distributed 
in a 40-dimensional space and agglomerated according to biological processes. Instead of analyzing the whole 
dimension or utilizing a machine learning method for dimensional reduction, we leveraged biological insights 
provided by the cancer gene markers (EGFR, IDH1, and CD44) and conducted the cluster analysis of the BT_All 
dataset in the projected 3-dimensional space, each axis being one the three markers. We employed Mathematica48 
to analyze the datasets described in “Data preparation and GRN construction”. We used the Neighborhood 
Contraction (NbC49) clustering method, a density-based method that identifies clusters of varying shapes and 
densities without a prior cluster number definition. We configured the built-in Mathematica function with the 
‘PerformanceGoal’ set to quality, the ‘CriterionFunction’ set to standard deviation, and the ‘DistanceFunction’ 
set to Euclidean distance.

Density-based clustering methods do not present an intrinsic representative point interpretation like 
centroid-based methods. Nevertheless, we considered each cluster’s average a representative point and defined 
it as the centroids. We visually verified the clusters’ symmetry in the 3-marker gene space and used each cluster 
covariance matrix to construct confidence regions around the centroid coordinates. These confidence regions 
formed the basis of our cancer attractor investigation and were characterized as the region constrained by an 
ellipsoid defined as32:

	 {Ξ : (Ξ− µref)
TCref

−1(Ξ− µref) ≤ χ2
p,α}� (1)

where Ξ represents the data points coordinates in the 3-marker gene spaces, µref  is a cluster’s centroid from the 
dataset chosen as reference, C is the cluster covariance matrix, and χ2

p,α is the critical value of the chi-squared 
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distribution with p degrees of freedom at significance level α. We selected two significance levels, one leading 
to a 95% (two standard deviations) and another to a 68% (one standard deviation) confidence region. The 95% 
confidence region reflected a high uncertainty about the boundary limits and a small type I error of rejecting 
a centroid when it indeed belonged to the experimental cancer attractor confidence region. The 68% region 
investigated a narrower region corresponding to high type I error.

About the concentration of datapoints
Before proceeding with the dynamics analysis, we highlight the rationale behind our hypothesis of taking the 
clusters’ mean as centroids, that is, as representative points of each agglomerate. Besides the visual inspection in 
the 3-dimensional space, as already mentioned, we investigated multiple confidence regions (95%, 68%, and 20%) 
obtained from the BT_All clusters. We sampled data from uncorrelated multi-variate Gaussian distribution with 
parameters coming from the empirical data. For each cluster Ci of the BT_All data, we computed the empirical 
mean vector µi and the empirical full covariance matrix Ci. We sampled from the distribution N (µi, diag(Ci)) 
a sample 10 times the number of points in the respective BT_All clusters, and obtained the correspondent 
Gaussian ellipsoids. First, we checked the proportion of Gaussian distributed points in the Gaussian confidence 
regions, that is, checking if Eq. (1) is satisfied for the determined values. We verified this by considering all genes 
and the reduced marker genes’ dimensions. This statistical experiment ascertained that the confidence regions 
contained the expected proportion of uncorrelated data. Next, we made the same verification using de scRNA-
seq data concerning the Gaussian ellipsoids to investigate the point concentration around the defined centroid. 
Finally, we obtained the proportions considering the scRNA-seq data within the confidence regions generated by 
the three marker genes dimension’s full covariance matrix Ci. These steps ensured (i) the approximation for the 
centroids using mean and (ii) the compatibility between analyzing the 40 dimensions and the three marker genes 

Figure 3.  Diagram depicting each stage of the GRN construction and data preparation. Column A displays 
the steps regarding the scRNA-seq processing, which assembled the datasets for the investigation. Column 
B displays the steps regarding the GRN and its adjacency matrices construction. The datasets’ preparation 
and the GRN processing were implemented in the same code, with the resulting genes after selecting the 
“Transcription Regulation” mechanism being intersected with the scRNA-seq data so the new datasets 
presented the same genes as the GRN.
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dimensions. In other words, the centroid using the mean value informed a densely populated region for the 
complete and the reduced dimension, strengthening our initial hypothesis for subsequent using the coordinates 
in the parameter estimation.

At this point, the reader may question why a centroid-based cluster analysis should not be used directly. The 
first reason is to have an automatic and visually unbiased definition of the number of clusters. The second and 
most important one is verifying the clusters’ biological meaning concerning patients’ gene signatures and their 
GBM subtypes, as will be shown in the “Results”. Furthermore, this establishes the starting point for our dynamic 
analysis of verifying the high-density clusters as highly probable regions for finding cancer attractors.

GRN dynamics and implementation
To investigate in silico the presence of cancer attractors, we constructed a GRN dynamic model (Fig. 2 II-B). 
Due to the inherently stochasticity of biological systems50, we modeled the dynamics using Langevin dynamics 
equation51,52:

	
dx(t)
dt

= F (x) + ξ(t) ,� (2)

where x(t) is the gene expression level as a function of time (implicit dependence) relative to random variables 
of X, F(x) is the deterministic term representing regulation due to network interactions, and ξ(t) is the stochastic 
term accounting for the presence of intrinsic (intracellular contributions) and extrinsic noise (microenvironment 
contributions)53,54.

We used the Hill function to model regulation interactions of the GRN55, with the driving force F described by:

	
Fi = −kiXi + ai

∑
j∈Ai

Xn
j

Sn +Xn
j

+ bi
∑
j∈Ii

Sn

Sn +Xn
j

,� (3)

where, for each gene i, represented by the component Xi, the index sets Ai and Ii represent the genes that 
interact with gene i through activation and inhibition, respectively. The value j represents the edge that bridges 
the regulation of transcription factors interacting with their target gene promoters. Note that in the case of self-
activation or self-inhibition, one has i ∈ Ai or i ∈ Ii, respectively. The parameter S denotes the value where the 
Hill function reaches its maximum inclination, n represents the intensity of the transition, ai are the activation 
coefficients, bi are the inhibition coefficients, and ki are the self-degradation constants.

We modeled the regulations using the two-directional graphs (digraphs) outputs of the GRN processing step of 
Fig. 3, and rewritten Eq. (3) as:

	 F = −kX + rowsum(Ma ⊙ Va) + rowsum(Mb ⊙ Vb) ,� (4)

with k = diag(k1, . . . , kN) a diagonal matrix, Ma the activation matrix with entries (Ma)ij = aij, Mb the 
inhibition matrix with entries (Mb)ij = bij, Va the activation Hill functions matrix with entries

	
(Va)ij =

Xn
j

Sn +Xn
j

, with j ∈ Ai,� (5)

Vb the inhibition Hill functions matrix with entries

	
(Vb)ij =

Sn

Sn +Xn
j

, with j ∈ Ii.� (6)

The ⊙ denotes the Hadamard product (element-wise matrix product), and rowsum(·) returns the vector with 
the row-wise sums of the matrix.

Fixed points and parameter estimation
After uncovering the clusters in the 3-dimensional gene markers space, we carried (lifted) the labels to the 
complete 40-dimensional space. We verified the symmetry of data clusters and proposed investigating the 
underlying dynamics by estimating the model parameters (Fig. 2 II-C) using the centroid coordinates as 
approximations for the fixed points coordinates. This assumption allowed us to consider the following:

	
F =

dX

dt
≈ 0 ,� (7)

which sought to be the first investigation of the presence of stability (cancer attractors).

This choice allowed us to estimate the parameters of equation (4) computing 2 parameters per equation (one 
for activation and one for inhibition). A possible biological interpretation was of an activation and inhibition 
intensity proportional to the target gene, for example, due to epigenetic regulations.
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We assumed uniform and constant degradation coefficients for all mRNA molecules and used ki = k for all 
gene i. After that, we wrote equation (4) as follow:

	 kX = Vc ,� (8)

with V = (Va | Vb), c = (ca | cb), for (ca)i = ai and (cb)i = bi.

As in our previous investigation30, we proposed a parameter estimation including multiple centroids 
simultaneously. This choice aimed to capture the contributions of different equilibrium states and avoid 
overfitting individual clusters. Mathematically, for each centroid vector Xα, we build the matrices Vα and the 
vectors γα = kXα, and stack them as

	 M = [V1 | · · · | VNclusters
]T , � (9)

	 γ = [γ1 | · · · | γNclusters
]T . � (10)

We estimated the parameters using a L1-norm robust regression, implemented as a linear programming 
problem56 using the Simplex algorithm in the Mathematica environment48. By doing so, we solved the following 
L1-norm minimization problem:

	 min ||Mc − γ||1 , � (11)

	 0.01 ≤ c ≤ 10 . � (12)

We computed the solutions by choosing k = 1 and defining a lower and upper limit for the parameter estimation. 
After a coarse search verification for different values, we defined n ranging from 1 to 4 in increments of 0.5, S 
from 0.5 to 4 in increments of 0.5, and the lower and upper limits for the linear programming algorithm as 0.01 
and 10, respectively.

Each hyperparameter (n and S) combination was intended to characterize possible dynamic deviations related 
to malignant states and the corresponding regulation parameters (activation and inhibition) to represent distinct 
GRN rewiring. To test and quantify multistability in these regions, we used all clusters’ combinations to estimate 
the parameters (Eqs. (9) and (10)).

Stochastic simulations: identifying attractors and multistability
We sought to investigate the dynamics stability achieved for each set of parameters estimated (Fig. 2 II-D). 
This step was the core of our investigation of clusters, pointing to regions with a higher probability of finding 
stable states (cancer attractors) and multistability across clusters. The confidence regions were our choice to 
instrumentalize the verifications (Fig. 4).

To quantify the presence of one or more stable states inside a confidence region, we wrote the dynamics as a 
system of stochastic differential equation (SDE):

Figure 4.  Schematic illustrating the trajectories within two markers dimension and using the confidence 
region to select parameters’ configurations. (I) Display the constrained region for the perturbation of initial 
conditions. Without the perturbation, the initial conditions are the center of the ellipsoids. (II) Show the 
ellipsoids used as confidence regions to select the parameters. The red and gray ellipsoids define a tube through 
the time dimension allowing us to verify if each parameter configuration achieves trajectories within the 
desired constraints. (III) Depicts the final time steps. Parameters’ configurations are saved if the final steps are 
within the red or gray regions (green ‘V’ mark), otherwise, they are not considered (red ‘X’ mark).
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	 dX = ν(X, t) dt + σ(X, t) dW ,� (13)

with the drift ν(X, t) as the driven force F(X) including the estimated parameters obtained from the multiple 
centroid combinations, the noise proportional to each state to avoid negative values for near zero gene expressions 
and computed as σ(X, t) = ηX  (with η a proportionality constant), and a Wiener standard process dW.

We chose a low noise so that the trajectories would not be trapped in unstable states and tested the method 
considering different simulation times (tsim). We decided to test 20, 100, 200, and 400 arbitrary units (a.u.) using 
time steps (∆t) of 0.1, 0.05 and 0.01. We observed that a simulation time of 200 (a.u.) using time steps of 0.05 
was enough to obtain the equilibrium states, as increasing the time or reducing the steps gave the same results. 
To simplify the definition of stable states, we used the low noise choice and approximate:

	 Xsim(200) ≈ Xsim ≈ µsim ,� (14)

where the final step of time of 200 a.u. (after 4.000 simulation steps) is approximated as the centroid coordinates. 
We highlight that, due to the GRN constraints, µsim is not necessarily the same as µref  used in the parameter 
estimation and justify the definition of confidence regions. This approximation allowed employing equation (1) 
for each sampling to verify if the final equilibrium state lies in some of each cluster confidence region defined 
by the BT_All data.

We proposed to test the following null hypothesis H0
0 : “There is no parameter configuration that leads to 

attractors in the confidence region” to verify the existence of an attractor. This hypothesis implies that the 
observed experimental data points are oscillations or random observations within the state space. Additionally, 
we proposed to test H1

0 : “There is only a single attractor in the confidence region” for the existence of multiple 
cancer attractors inside the same region. This hypothesis implies that the experimental data distribution 
regarding each cluster contains only a single attractor. The first hypothesis could be rejected by showing that at 
least one of the parameters’ combinations could lead to an attractor inside one or more regions, and the second 
by demonstrating the existence of parameters leading to more than one attractor inside a cluster’s confidence 
region.

We tested the previous hypotheses by solving Eq. (13) numerically using the Euler-Maruyama and Stochastic 
Runge Kutta method, both with an Itô interpretation and fixing η = 0.001. As we obtained the same results, 
we proceeded with Euler-Maruyama, which was shown to be more time-efficient. Instead of exploring the 
40-dimensional space searching for attractors, we leveraged the biological relevance of the scRNA-seq data 
clusters and chose the centroids as initial conditions. Additionally, we proposed testing the sensibility to the 
initial conditions by adding Gaussian noise and exploring a limited number of totally random initial conditions 
sampled across the space (Fig. 4).

In this way, we defined the initial conditions as:

	 Xsim(0) = Xα + β · ε0 , � (15)

	 Xsim(0) = ε1 , � (16)

where Xα = {Xα,1, Xα,2, . . . , Xα,n} is the centroids coordinates of an α cluster, ε0 a noise such that each 
ε0i ∼ N (0.5, 0.1) with β a proportionality constant so we could remove or amplify the perturbation, and ε1 a 
noise such that each ε1i ∼ U(0, 10). We used β = 0 to test H0

0 , H1
0  and investigate the presence of multistability. 

In sequence, β = 1 and ε1 were applied to analyze the effect of perturbations around the centroids and explore 
the state space.

Results
Glioblastoma GRN
Starting with the data preparation (“Data preparation and GRN construction”), we assembled the datasets and 
constructed the GRN interactions table and the adjacency matrices used in the implementation of the stochastic 
dynamic (Fig. 2 I-A and II-A). Figure 5 displays the GRN presenting the interactions of our GBM dynamics 
model. The resulting structure comprised 40 vertices and 242 edges: 187 activations, 11 self-activations, 41 
inhibitions, and three self-inhibitions. The complete list of interactions is available in the ‘GRN_info’ folder of 
the repository provided in the “Data availability” section.

Datasets, variables, and simulation configuration
The following table summarizes the information regarding the datasets, variables, and simulation configuration. 
Table 1 presents three blocks ‘GBM scRNA-seq Dataset and Description’, ‘Model Parameters’, and ‘Simulation 
Settings’. The ‘GBM scRNA-seq Dataset and Description’ block summarises the information of “Data preparation 
and GRN construction”, presenting a succinct description of the datasets analyzed in this investigation and the 
number of cells of each one. The ‘Model Parameters’ block summarises the information of “Fixed points and 
parameter estimation”, displaying the specified values for the parameter estimation. Specifically, the fixed k 
value, the tested Hill coefficients (n and S), and the estimated parameters a and b. The parameter ranges were 
based on our previous investigation30. The block ‘Simulation Settings’ summarises the values of the variables 
corresponding to the stochastic dynamics simulation and the corresponding numerical configurations. The 
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noise values were used to investigate the centroids’ stability regarding the confidence region constraints. We 
display the chosen values concerning the simulation time, time step, and numerical method. The complete tested 
values list is described in “Stochastic simulations: identifying attractors and multistability”).

Clustering scRNA-seq data markers dimensions
We executed an initial analysis in the R environment that revealed the genes EGFR, IDH1, and CD44 with 
apparently multimodal distributions. Figure S1 (Neoplastic dataset) and Fig. S2 (Regular dataset) show the 
pairwise scatter plots to investigate the gene correlations and inter-patient variability. It also shows the density 
histogram and boxplots of gene expression distribution for each patient dataset. We moved to the clustering 
phase (Fig. 2 I-B to I-D; “Clustering scRNA-seq data: centroids and confidence region”), confirming the clearer 
observation of data agglomerates in these markers’ dimension when visually comparing to other combinations. 
The density-based clustering of the BT_All dataset obtained 7 clusters (labeled from A to G), with Table S1 
showing the means and standard deviations of the corresponding markers genes. We additionally tested the 
clustering using Manhattan distance, corroborating the number of clusters. By grouping high/low expression 
levels in the CD44-EGFR dimension, we got four groups (A, B–C, D–E, and F–G). Concerning the IDH1 
gene, cluster A presented low values, and the remaining groups alternated low and high. We computed the 
corresponding centroids and defined the confidence regions. We also clustered the remaining datasets to 
compare with the BT_All dataset. We obtained the datasets BT_S1, BT_S2, BT_S4, BT_S6, and BT_Regular 
presenting 5, 8, 9, 7, and 6 clusters, respectively. It is important to note that clustering individual patients with 
fewer data densities might lead to different classifications.

Evaluating the BT_All clusters
We visually inspected the data distribution on the three marker gene dimensions and confirmed data agglomerating 
around centroid coordinates. We proceed to the quantification of data to compare the concentration of data 
points within multiple confidence regions (95%, 68%, and 20%) defined for the 40 genes dimension and the 
three marker genes dimensions (section About the concentration of datapoints). The results are presented in 

Figure 5.  Gene regulatory network used in implementing the GBM dynamics model. Black lines with flat 
arrows represent activations, and red lines with arrowheads represent inhibitions. It contains 40 vertices and 
242 edges, with 187 activations, 11 self-activations, 41 inhibitions, and 3 self-inhibitions. (With permission 
from ref.30).
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Table 2. First, we checked the proportions of Gaussian data inside the confidence regions generated by its data 
clusters. We confirmed the expected proportions defined by the respective confidence values, disregarding 
sampling fluctuations of up to 3 percentage points.

Next, we evaluated the proportions of the BT_All data points concerning the ellipsoids defined by the 
Gaussian clusters. For the 95% confidence regions, we observed percentages below the expectation to a minimum 
of around 84%. For the 68% and 20% confidence regions, all values were over the expected independently of 
the degrees of freedom considered. Confirming our expectations, we observed an increasing percentage of data 
points for the 20% confidence region. The values increase to 3.5 times the expected percentual of 20% of the 
cluster size when compared to Gaussian distribution. This result confirmed the points agglomerating around the 
centroid, which might be evidence of an increasing probability of the presence of attractors.

The last verification was to evaluate the percentage of BT_All data points with BT_All clustered data and 
restrict the analysis to the three marker space dimensions. The confidence region for the complete genes 
dimensions is problematic due to the typical clusters’ singular covariance matrices. Interestingly, our results 
show that the percentages were practically the same as for the Gaussian clusters confidence region. Only clusters 
B and G of the 20% confidence region showed a 7% difference. These results enabled our investigation to proceed 
using the BT_All clusters defined within the three marker genes dimension as a criterion for the parameter 
selection.

To investigate the biological meaning of the clusters concerning each patient, we quantified the proportion 
of points of each dataset (BT_S1, BT_S2, BT_S4, BT_S6, and BT_Regular) within the 68% and 95% confidence 
regions defined by the BT_All dataset. Figure S3 illustrates the case for the 95% confidence regions. We correlated 
the proportions within each confidence region to the results provided in the supplementary material of 
Darmanis et al.33 by comparing the number of cells identified as Classical, Mesenquimal, Neural, and Proneural 

GBM scRNA-seq dataset and description

Dataset Description Number of cells

BT_S1 Neoplastic cells from tumor core of patient BT_S1 265

BT_S2 Neoplastic cells from tumor core of patient BT_S2 502

BT_S4 Neoplastic cells from tumor core of patient BT_S4 134

BT_S6 Neoplastic cells from tumor core of patient BT_S6 126

BT_All All patients neoplastic cells from tumor core 1027

BT_Regular All patients regular cells from tumor core and periphery 2489

Model parameters

Symbol Description Value/range

k Self-degradation constant k = 1

S Hill function inflection point value 0.5 ≤ S ≤ 4
, in steps of 0.5

n Hill function transition intensity 1 ≤ n ≤ 4, 
in steps of 0.5

ai Activation coefficients for gene i 0.01 ≤ ai ≤
10

bi Inhibition coefficients for gene i 0.01 ≤ bi ≤
10

Simulation settings

Symbol Description Value/range

η Proportionality constant in multiplicative noise η = 0.001

tsim Simulation time tsim = 200 
a.u.

∆t Time steps used in simulations ∆t = 0.05 
a.u.

Nmethod Numerical method used for solving SDEs Euler-
Maruyama

Xα Centroid vector for cluster α Xα = {Xα,1, Xα,2, 
..., Xα,n }

Xsim(0)
Initial condition for simulations, using centroids and/
or noise

Xsim(0)= 
Xα + β · ε0 
or 
Xsim(0) = ε1

ε0 Gaussian noise applied to initial conditions ε0i ∼ N
(0.5, 0.1)

ε1
Uniformly distributed random noise for initial 
conditions ε1i ∼ U(0, 10)

β Proportionality constant for perturbation in initial 
conditions 0 and 1

Table 1.  Combined description of variables, symbols, and GBM scRNA-seq datasets used in the study.
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with the four groups of the CD44-EGFR axis. Table S2 synthesizes the supplementary material of Darmanis et 
al., displaying the percentage of cells of each GBM subtype concerning each patient.

We observed distinct signatures for each patient (Tables S3 and 3, where the ∅ symbol represents the number 
of data points located outside the defined regions). Additionally, by correlating the order of the number of cells 
in these markers’ dimensions confidence regions, we observed that the Classical and Mesenchymal subtypes 
seem to be divided into smaller groups. The Classical subtype appears to correlate with B-C and D-E clusters. All 
these clusters present high EGFR, with B-C presenting low CD44 and D-E high CD44. The clusters F-G seem to 
correlate with the number of cells of patients BT_S2 and BT_S4, classified as presenting Mesenchymal subtype 
by Darmanis et al.33. By this comparison, the Classical subtype presents an expression of the CD44 stemness 
marker. For patients BT_S1, BT_S2, and BT_S4 the Mesenchymal subtype only presented low expression of 
EGFR. For patient BT_S6, the Mesenchymal subtype could also include clusters D-E. The Proneural subtype 
might be distributed within these clusters, requiring deeper investigations such as analyzing additional markers. 
We highlight that some works suggest the Neural subtype as non-tumor-specific and point to different directions 
regarding the subtypes’ characterization6,35,36,57.

Finally, we compared the BT_Regular data points and BT_All confidence regions to ascertain the regions 
less likely related to BT_Regular data (more likely BT_All related). The results revealed differences in confidence 
region occupation within each dataset, with cluster A containing more BT_Regular cells (Fig. 6a, b). To check 
the existence of different cancer attractors and multistability, we proceeded with the in silico simulations.

Ascertaining cancer attractors and multistability
We specified the GRN dynamic model (Fig. 2 II-B—“GRN dynamics and implementation”), proceeded with 
the parameters’ estimation (Fig. 2 I-C and II-C— “Fixed points and parameter estimation”), and computed the 

Confidence (%) Dataset A (%) B (%) C (%) D (%) E (%) F (%) G (%) ∅ (%)

95 BT_All 9.64 7.89 18.79 17.04 26.48 11.30 2.92 5.94

95 BT_S1 23.40 20.00 48.68 0.75 0.38 1.51 0.00 5.28

95 BT_S2 2.59 1.59 3.98 29.08 37.85 14.94 4.18 5.78

95 BT_S4 12.69 4.48 4.48 13.43 32.09 20.15 3.73 8.96

95 BT_S6 5.56 11.11 30.16 7.14 30.16 7.94 3.17 4.76

95 BT_Regular 43.47 2.45 3.58 0.60 0.28 22.38 10.16 17.08

68 BT_All 8.86 6.62 16.65 12.27 20.93 8.76 2.24 23.66

68 BT_S1 21.89 17.36 44.15 0.00 0.00 1.51 0.00 15.09

68 BT_S2 2.39 1.20 2.99 21.71 30.68 11.75 3.19 26.10

68 BT_S4 11.94 4.48 2.99 6.72 23.13 13.43 2.99 34.33

68 BT_S6 3.97 7.94 27.78 6.35 23.81 7.14 2.38 20.63

68 BT_Regular 39.53 1.81 3.05 0.08 0.24 17.24 6.27 31.78

Table 3.  Percentage of points inside the ellipsoids defined by BT_All data clusters normalized by the total 
number of points of each dataset.

 

Confidence (%) df Data Ellipsoid A (%) B (%) C (%) D (%) E (%) F (%) G (%)

95 40 Gaussian Gaussian 96.15 94.60 95.66 95.27 95.44 95.21 97.50

95 3 Gaussian Gaussian 94.53 94.83 95.32 95.54 94.84 94.71 95.31

95 40 BT_All Gaussian 88.89 86.21 87.32 88.04 84.81 87.40 96.88

95 3 BT_All Gaussian 84.62 91.95 91.71 93.48 93.29 94.96 93.75

95 3 BT_All BT_All 84.62 91.95 91.71 94.02 92.58 94.12 93.75

68 40 Gaussian Gaussian 67.44 67.93 67.85 68.21 67.67 68.66 66.25

68 3 Gaussian Gaussian 66.84 66.44 68.44 67.34 67.99 68.07 68.12

68 40 BT_All Gaussian 85.47 80.46 77.56 76.09 74.91 78.15 81.25

68 3 BT_All Gaussian 77.78 81.61 84.39 67.93 75.62 77.31 71.88

68 3 BT_All BT_All 77.78 78.16 83.41 68.48 75.97 75.63 71.88

20 40 Gaussian Gaussian 18.80 20.69 19.51 20.54 19.65 20.50 16.88

20 3 Gaussian Gaussian 22.31 20.11 21.41 19.84 20.46 19.83 20.31

20 40 BT_All Gaussian 69.23 70.11 62.44 57.61 61.13 64.71 50.00

20 3 BT_All Gaussian 70.09 41.38 55.12 23.91 35.69 42.86 25.00

20 3 BT_All BT_All 70.09 34.48 55.12 23.37 34.98 40.34 18.75

Table 2.  Percentage of points within confidence regions when comparing BT_All with uncorrelated Gaussian 
samples.
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stochastic simulations (Fig. 2 I-D and II-D—“Stochastic simulations: identifying attractors and multistability”). 
We attempted to get stability across different clusters’ confidence regions by constructing a list of all 127 cluster 
combinations to use in Eqs. (9) and (10). We ran the parameter estimation considering Eq. (14) to find the 
activations and inhibitions. For each combination, we generated one trajectory departing from each of the seven 
cluster centroids using the 56 Hill function parameters combinations (n and S). Figure 6c, d summarises the 
outcomes using two values for the confidence region (95% and 68%) in the parameters selection. The x-axis 
shows the achieved stability, and the y-axis indicates the number of parameters leading to each one, considering 
all of the 127 × 56 × 7 trials. The results show the clusters with the most parameters leading to one stable state 
and a few displaying multistability. For instance, it revealed a predisposition for multistability, including clusters 
A, C, E, and F. Additionally, we observed tristability only for the 95% confidence region (clusters B, E, and 
F). As discussed later, the x-axis represents the achieved stability, not the combinations used in the parameter 
estimation. All parameters and clusters relations are available in the ‘outputs_xlsx’ folder in code repository (see 
“Data availability”).

The results show the presence of multiple parameters’ configurations leading to stable states inside all clusters’ 
confidence regions, enabling the rejection of H0

0 . Additionally, we achieved multistability for various clusters’ 
combinations. To investigate if the attractors inside each region are the same, we quantified what parameters led 
to each multistability within each confidence region. Figure S4 illustrates the results, with the titles displaying 
the achieved stable states, the y-axis showing the Hill function parameter combination number (from the total 
of 56 combinations), and the x-axis showing the parameter frequency. The results show that the 68% confidence 
regions mainly presented fewer parameter combinations than the 95% region. However, the reduction was not 
necessarily proportional to the decreasing volume. For instance, parameter 53 of Fig. S4a was reduced to zero 
counts, S4b did not change, and parameter 53 of Fig. S4d was only reduced from 27 to 25 cases. The parameters 

Figure 6.  Ellipsoids representing the 95% confidence regions for each cluster of BT_All data and the total 
number of parameters’ configurations leading to stability within each confidence region. (a) BT_All data and 
(b) BT_Regular data. The letters and colors represent each cluster. (a) The number of parameters achieved for 
the 95% confidence region. (b) The number of parameters achieved for the 65% confidence regions.
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absent in the 68% regions must be stable states within the boundaries of the 68% and 95% regions, demonstrating 
the existence of parameters combination leading to different attractors inside the region and rejecting H1

0 .
Next, we investigated what clusters were used in Eqs. (9) and (10) to reach each stability from Fig. S4. Each 

plot title of Fig. S5 displays the achieved stable states, the y-axis shows the clusters’ combination used in the 
parameter estimation, and the x-axis displays the number of parameters for each case. These results highlighted 
that our method explored the multistability according to the constraints of our GRN’s model, not arbitrarily 
achieving any desired multistability.

In the final verification, we investigated the sensibility to initial conditions. We sampled five initial conditions 
for each one of the seven centroids using β = 1 (Eq. (15)) and five from ε1 (Eq. (16)). We limited this investigation 
to the 95% confidence regions and observed the same results of Fig. 6c. This result showed the robustness of the 
found stable states and pointed out that sampling from unperturbed centroids was a method to identify stable 
states, avoiding sampling through the entire 40-dimensional space. All results can be reproduced with the code 
present in the repository (see “Data availability”).

Discussion
Typical scRNA-seq downstream data analysis uses machine learning algorithms to reduce the dimensionality 
and perform clustering analysis to identify cell types or subtypes18–20. This approach allows the integration of 
numerous biological information within the reduced dimensions to aggregate into the clustering. However, the 
snapshot nature of the data neglects the underlying dynamics leading to and characterizing each cell type or 
subtype. To advance this understanding, we departed from a curated and annotated GBM dataset from the 
study of Darmanis et al.33 and proposed a biological-informed clustering to investigate the presence of cancer 
attractors dynamics15. Our choice of reducing the analysis to marker genes dimension is justified due to their use 
in specifying the state of a system. To this end, they must show constrained expression levels instead of oscillating 
from low to high levels. The latter behavior would make them useless, as it would be a transitory classification 
since the expression levels would vary substantially for each snapshot the data is captured. Concentrating on 
marker gene dimensions also allowed us to enhance subsequent biological interpretation of the clusters. This 
choice is supported by previous investigations demonstrating the potential of using a small number of biomarkers 
to describe complex systems58. We proposed that the constrained regions within the marker genes dimension 
space would be the clusters, as highly probable regions of finding stable states. Additionally, we suggested that 
the clusters could contain multiple stable states or even represent multiple interchangeable stable states. This 
investigation was divided into two significant steps: exploring the clusters and an in-silico simulation to search 
for stable states.

For the initial step of cluster exploration, our initial goal was to define a cluster representative point. This 
point should exhibit the properties expected by the presence of attractors, that is, an increasing density around it. 
To execute this verification, we selected a density-based clustering algorithm aligned with our search for cancer 
attractors. We used an algorithm with automated identification of the number of clusters, which ensured that 
our analysis remained independent of visualization biases49. By evaluating the gene expression of 3 GBM marker 
genes (EGFR, IDH1, and CD44) in 4 patients, we found seven possible cellular clusters (Table S1). Concerning 
the proportion and spreading of points for each patient dataset alone, we observed that the low number of data 
points led to erratic clustering results, highlighting the relevance of defining the clusters using multiple patient 
data. Next, we considered each cluster’s average as representative points, from that moment on called centroids. 
We described the confidence regions using the centroids’ coordinates and each cluster covariance matrix32, 
confirming our defined centroids representing increasingly dense regions when investigating the concentration 
of points within smaller confidence regions and comparing them with the expected concentration of uncorrelated 
Gaussian distributions. The results presented in Table 2 show that we could get information about the density 
across the 40-dimensional transcription factor space by clustering in the marker space, validating our centroids 
definition. Besides, the specified regions presented a powerful way to investigate the datasets and simulations. 
We analyzed individual patient data within each confidence region to Darmanis et al.33 subtypes classifications, 
observing distinct signatures for each patient. Besides, we observed that in the EGFR-CD44 dimension, the 
Classical and Mesenchymal subtypes split into smaller groups. Considering the hole of these markers in GBM 
aggressiveness, this subdivision might reveal essential features related to GBM dynamics. We compared the 
neoplastic dataset to the regular one and observed regions more likely to be associated with malignant states. 
Finally, we employed the confidence regions to select parameters in the in-silico simulations.

The final step was to investigate if the density of points could imply a significant concentration of stable 
states for the simulations. Positive results would strengthen the hypothesis, associating higher density with the 
probability of the presence of cancer attractors. Our strategy for this verification was to use the centroids as a 
first approximation of stable states. Upon this first approximation, we applied a GBM GRN used in our previous 
investigation30. The GRN was expanded using the MetaCore platform40, ensuring the objective of increasing 
the network connectivity. Next, we used Hill functions dynamics, enabling our investigation to extend previous 
contributions52,55,59,60. Concerning the parameter estimation, we considered one parameter for activation and 
one for inhibition per gene. We stacked multiple combinations of clusters during the estimation to explore 
the presence of multistability, ensuring a data-driven parameter estimation. By achieving the parameter 
estimation, we addressed the limitations of previous investigations using arbitrary parameters and dealt with the 
dependence on time series data61. We implemented the stochastic dynamics with enough noise to repel unstable 
states and investigated the time necessary to reach stable states. After that, we used the previously investigated 
confidence regions to filter the parameters that led to stable states inside them. This framework successfully 
found numerous parameters presenting stable states and multistability. We show the dependency of stability 
with GRN constraints and different stable states’ likelihood. These results strengthened our hypothesis that the 
density near the clusters’ centroids indicates higher probability regions of finding stable states.
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Our findings are aligned with the ecological perspective of cancer. Investigations of alternative stable states 
have been a pivotal question in ecology. For instance,26 has shown how alternative stable states might coexist 
under the same parameters, representing interchangeable states, or appear and disappear due to parameter 
changes. Depending on the nature of alternative states, the dimension of a basin of attraction could even be related 
to the observed rate of changes27,28. Recently, some results have shown microbiome shifts between alternative 
stable states of the dynamics around complex attractors29. Other authors have investigated the presence of 
multistability in complex ecological communities62. These findings align with the distinct cell populations 
coexisting in the tumors63–66. In our results, the multiple stable states could be interpreted as alternative stable 
states resulting from the dynamics of a complex GBM GRN. As in ecological studies, the gene expression states 
are also coupled to the environment, known as the tumor microenvironment67. However, the tumor cells in the 
microenvironment are usually heterogeneous in their mutations and epigenetic regulation67. Our investigation 
suggested that mutations or epigenetic regulations might characterize various parameter perturbations with a 
low probability of returning to previous configurations. This low probability for reversibility might characterize 
the malignant state of genome attractors resulting from distinct subpopulations68. In this way, our results could 
represent stable states that are not interchangeable but represent different molecular phenotypes coexisting in 
the same region of markers’ gene expression space.

Biologically, genetic mutations and epigenetic changes affect the parameter values and consequently the 
cellular fates15. Assuming that the environment correlates with the values of parameters, knowing the more 
conceivable parameters would indicate the cellular states more likely to emerge. Additionally, selecting parameters 
presenting multistability implies selecting more than one stable state, which could represent subtypes likely to 
coexist, as observed in IDH-wild-type GBMs36. All these features together might be underlying the observed 
plasticity of the malignant state, as an entire cluster would be the outcome of multiple attractors and parameter 
combinations. A deeper understanding of each cluster’s characteristics and the parameters leading to them could 
greatly assist our understanding of tumor heterogeneity and drug resistance mechanisms. For instance, these 
alternative trajectories could represent different biological circumstances, such as patient reactions to therapies, 
the tumor’s various levels of hypoxia and nutrient access69,70, genetic and epigenetic alterations71, and the 
immune system response72. All these characteristics impact the tumor heterogeneity and the disease outcome73. 
The success in finding parameters leading to multistability indicated that the proposed methodology is robust 
and adequate for complex GRNs. Also, it might present a scalable and straightforward alternative to previous 
proposals74,75.

Despite our simplified model, we propose that further advances seeking to correlate the parameters with 
biological observation could help quantify malignant states. With biologically meaningful parameters, the 
analysis presented in Figs. S4 and S5 would describe the conditions and probabilities of observing each cluster 
and the changes needed to obtain desired outcomes. In this way, our method is a basis for an algorithm to define 
therapeutic targets for individual patients and other types of cancer.

Conclusion
Single-cell data still presents multiple challenges to overcome76. With the increasing availability, many cluster 
algorithms to explore single-cell cancer datasets have been developed77. However, incorporating dynamic 
information is a typically disregarded aspect. In previous work, we have extensively explored different dynamic 
models and multistability30. The present investigation delved into a selected model, proposing a data-driven 
stable state quantification. While the studied parameters still do not represent specific biological processes, they 
characterize the system behavior and illustrate trends observed in experiments.

We proposed a framework for a biomarker-guided uncovering of potential cancer attractors given scRNA-
seq data. The pipeline executed biomarker-oriented clustering and ellipsoidal statistics to identify high-density 
regions indicative of cancer attractors. The clusters’ centroids were used as a first stability approximation, leading 
to the parameters’ estimation using linear programming. Further, exploring GRN stochastic dynamics allowed 
the verification of cancer attractor candidates. The results revealed the biomarkers’ potential to identify cancer 
attractors and the corresponding probable regions. Also, it disclosed candidates for multistability, exposing 
states likely to transit to each other, which presents a high potential for cancer recurrence in case any cells remain 
within those regions after treatment.

This methodology may complement the investigation of biomarkers and their potential to define cancer 
attractors, giving essential insights concerning the underlying dynamics driving cancer progression and therapy. 
For example, in identifying attractors and stability within confidence regions, we can advance in investigating 
the genes implicated in cancer attractors, paving the way to propose inhibitions leading to destabilizing the 
attractors within the framework of personalized oncology.

Data availability
The code and data analyzed/generated to produce the results of the current study are available in the Biomark-
er-Guided-scRNA-Seq-Cancer-Attractor-Analysis repository.
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