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compared to the other methods. The three-sample GFR val-
ues differed by approximately 17% from the single-sample 
GFRs. The fit errors of the three-sample GFRs correlated (r = 
0.57) with their difference from the two-sample GFRs.  Con-

clusion:  In this study, the fit error that GFRcalc provided for 
the three-sample GFR offered a simple and reliable method 
to check the results obtained. This could also allow physi-
cians to assess the reliability of the results and base their de-
cisions on the quality of the measurement. 

 © 2016 S. Karger AG, Basel 

 Introduction 

 Since the late 1960s, chromium-51 ethylenediamine-
tetraacetic acid ( 51 Cr-EDTA) clearance measurements 
with two or more blood samples have been used to obtain 
an estimation of glomerular filtration rate (GFR) of the 
human kidney  [1, 2] . However, its routine use was ham-
pered by the complexity and the effort required to calcu-
late it. Useful routine indications include  [3] : calculation 
of the maximum dose for chemotherapy based on the 
function of the kidney particularly in pediatric oncology, 
monitoring kidney function in nephrotoxic drug thera-
pies, detection of renal failure prior to increases in serum 
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 Abstract 

  Objective:  To evaluate a home-built Java-based program 
(GFRcalc) to simplify the calculation of glomerular filtration 
rate (GFR) after administration of chromium-51 ethylenedi-
aminetetraacetic acid ( 51 Cr-EDTA) for routine clinical use. 
 Materials and Methods:  In the program GFRcalc, the GFR 
was calculated based on the biological half-life of the  51 Cr-
EDTA concentration using the slope-intercept method of be-
tween two and five blood samples. Additional features in-
cluded the ability to export patient data and generate clini-
cal reports as well as to calculate the error of the fit of the GFR 
measurement in cases with three or more blood samples col-
lected. The GFR was calculated from one, two and three 
blood samples of 133 patients with body surface-corrected 
GFR of 21–213 ml/min/1.73 m 2 . The Pearson correlation co-
efficient and the error of the fit for the GFR measurement 
were calculated for the three-sample method.  Results:  The 
correlation coefficient for the three-sample method and the 
fit error correlated well for small fit errors; in case of fit errors 
>10%, the correlation coefficient partially differed in results 
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creatinine, assessment of potential live donors for kidney 
transplantation and evaluation of single kidney function 
in conjunction with relative renal function measurements 
using static or dynamic radionuclide imaging.

  The GFR measurement determined from plasma  51 Cr-
EDTA concentrations is a reliable method for these needs 
 [4] . The slope-intercept method, which is based on at 
least two blood samples, is routinely used in many hospi-
tals worldwide  [4] . It may be helpful to assess the quality 
of the GFR calculations and measurements, since system-
atic errors, such as those arising from the clinical proce-
dure or from the measurement devices, may be encoun-
tered. In particular when statistical (i.e. random) errors 
become negligible, irregularities in the measurement pro-
cess can be detected by a reliable error calculation. There-
fore, the objective of this study was to evaluate a home-
built Java-based software program (GFRcalc) that includ-
ed a calculation of the error of the fit for three blood 
samples.

  Materials and Methods 

 The program GFRcalc was separated into four subprograms, of 
which each appeared in its own tab folder: GFR calculation, GFR 
comparison, PDF viewer and settings. The first program was used 
for this study; the other programs, in principle, allowed the com-
parison of patient results, as well as to view, print and modify a 
clinical report, which was generated for each patient. The software 
was originally developed for use in the Division of Nuclear Medi-
cine, Department of Biomedical Imaging and Image-Guided Ther-
apy, Vienna General Hospital. It was written in Java, which allows 
a platform-independent performance.

  GFR Calculation 
 The first subprogram calculated the absolute and the body sur-

face area (BSA)-corrected GFR from the plasma concentration of 
 51 Cr-EDTA in the blood samples of 133 patients using the slope-
intercept method. Following intravenous administration of  51 Cr-
EDTA, three blood samples were taken from each patient. The 
collection times were 120, 180 and 240 min after injection. For the 
calculation of the GFR based on two blood samples, the samples 
were taken after 180 and 240 min from each patient. For the deter-
mination of  51 Cr-EDTA clearance in the blood, the decay of  51 Cr-
EDTA was measured based on the radioactivity of the Cr-isotope 
in the blood and evaluated with the slope-intercept method  [4] . To 
overcome the initial distribution in the body, the first blood sample 
was always collected 120 min following  51 Cr-EDTA administra-
tion. Additionally, several corrections were made in the program 
for the missing area under the plasma concentration versus time 
curve associated with the initial exponential, which was present 
when multiple blood samples were collected from earlier time 
points. The correction formulae included the formulae of Broch-
ner-Mortensen for adults and children  [5, 6] , and also two modi-
fied versions of the formulae  [4, 7] . Besides biological processes, 
the count loss of  51 Cr due to radioactive decay was taken as negli-

gible due to its long physical half-life of 27.7 days, resulting in a 
total count loss of 1% during the whole examination procedure. 
Consequently, this isotope was treated as a radiation source with a 
constant decay rate and the biological half-life of  51 Cr-EDTA was 
determined with a mono-exponential fit through the data points 
of its concentrations in the blood samples.

  After entering patient-relevant data (name, height, age and 
weight) into the program, details of the blood samples were speci-
fied: (a) the number of blood samples from which GFR was calcu-
lated, (b) the exact times of sample collection, (c) the blood sample 
volume and the standard dilution, (d) the reading (in counts per 
minute, cpm) of the full syringe measurement (performed on a 
gamma camera or a gamma probe), including background and 
standard, and (e) the cpm reading of the blood samples (performed 
in a well counter), including background and standard. The pro-
gram allowed one to three single measurements for each per blood 
sample; the mean value was used in the algorithm. Since GFR varies 
with BSA  [4] , the BSA-corrected GFR (BSA-GFR) normalized to 
the ‘standard human’ (BSA 1.73 m 2 ) was also calculated. Several 
correction formulae have been published: Mosteller  [8]  (which was 
taken for the present calculations), DuBois and DuBois  [9] , Hay-
cock et al.  [10] , Gehan and George  [11]  or Boyd  [12] . If the number 
of blood samples collected was three or higher, an error of the fit 
calculation was provided. This limitation arises from the fact that 
in the case of two samples, the number of fit parameters was equal 
to the number of data points, which always leads to a unique solu-
tion of the exponential curve. A typical screen shot of the program 
presenting the plot of the mono-exponential fit, the calculated 
GFR, the BSA-GFR and the error of the fit is displayed in  figure 1 . 
The results and corresponding input data were stored in a database, 
which was also used to transfer existing data into the program in 
order to repeat a calculation or check previous results. In addition, 
a medical report specified for the attending physician, which con-
tains the patient data, the results of the GFR calculation and the plot 
of the exponential fit, was generated for each selected patient.

  Mathematical Background 
 GFR was calculated as the total dose of  51 Cr-EDTA adminis-

tered to the patient divided by the area under the plasma concen-
tration versus time curve [P(t)]. The curve was obtained using the 
slope-intercept method as specified in the British Nuclear Medi-
cine Society guidelines  [4] . The following formula was used to cal-
culate the uncorrected GFR:

   
(1)

0

,Std

Std

CGFR D V
S P

�
� � �

  where λ is the biological mean lifetime and P 0  the initial plasma 
concentration; both values were obtained by the fit procedure (see 
equation 2). D is the difference between the measurements of the 
full and the empty syringe, C Std  is the cpm measurement of the 
standard, S Std  is the probe head or gamma camera measurement of 
the standard and V the dilution of the blood sample (i.e. 500). 

 All quantities measured in the counter or the gamma camera 
were corrected for background.

  Calculation of the Fit of the Line of the Slope 
 From the blood samples, a set of n (n = 2, ..., 5) data points at 

the times t i  (i = 1, ..., n) was obtained, each with a measured plasma 
concentration of P i . Since the count rate of the blood samples mea-
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sured decreases approximately mono-exponentially, the plasma 
concentration curve appears as:

   
(2)0 ,tP t P e �

�

  where P(t) is the plasma concentration at a certain time t, P 0  rep-
resents the initial plasma concentration and λ the biological mean 
lifetime defined as ln(2) divided by the biological half-life. 

 The exponential fit – and therefore the parameters P 0  and λ – 
was then obtained via the method of least squares where the opti-
mum curve through a set of given data points is calculated.

  Calculation of the Fit Error 
 The calculated error was the uncertainty of the fit of the line 

through the data points and was determined from the variance of 
the measured data points from the calculated curve. For this pur-
pose, the area under the curve needs to be calculated as:

   
(3)0 ,

P
A

�

  where A is the area under the curve, P 0  the calculated initial num-
ber of counts and λ the mean lifetime. According to the Gaussian 
error propagation law, the errors of P 0  (σ P  0 ) and λ (σ λ ) must be 
calculated in order to get the error of the area under the curve σ A : 
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  The last term denotes the correlation terms with covariance u λ,  P 0,  
a term which gives a measure for the correlation of two variables. 
This problem was solved analytically after linearization of equa-
tion 2; therefore, the individual errors for P 0  and λ can be written 
as 
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  lnP 0  = C. (9)

  Under the assumption that the error of the dose measurement is 
negligible, σ A  (displayed as percent of the total area under the 
curve) also represents the error of the calculated GFR. 

 GFR Measurements 
 Three blood samples from 133 patients aged between 1 and 76 
years examined at the Vienna General Hospital were collected 120, 
180 and 240 min after the administration of  51 Cr-EDTA. The 
three-sample GFR and the corresponding fit error, as well as the 
two-sample GFR from the blood samples collected at 180 and 240 
min, were calculated using GFRcalc. The GFR was corrected for 
BSA according to the formula described by Mosteller  [8] . In order 
to validate the GFR calculation process of the software, the calcula-
tion was performed twice, once with the previous routinely used 
method based on a handwritten slope-intercept method and once 
with GFRcalc. The fit error was compared to the Pearson’s correla-
tion coefficient (r), which provides a measure of the linear correla-
tion between two normally distributed values [in our case: times t i  
and the logarithm of the measured plasma concentrations P(t i )] 
and to the difference (mean ± SD) between the GFR of the three-
sample and the two-sample method. For the single-sample GFR, 
several formulae  [15–18]  were used. The single-sample method is 
based on the principle that there exists an inverse relationship be-
tween GFR and plasma concentration at any fixed time point  [15] , 
where the variances in the area under the exponential curve are 
minimized when the chosen sampling time is roughly the biologi-
cal half-life of the ligand divided by the natural logarithm of 2. In 
our study, the biological half-life calculated from the three-sample 
method was found to be 142 ± 76 min, resulting in a sampling time 
for the single-sample method of approximately 200 min. There-
fore, the sample collected 180 min after administration of  51 Cr-
EDTA was chosen for all single-sample calculations. 

  Fig. 1.  Screen shot of part of the first subprogram GFRcalculation presenting the results of the calculation. The 
graph shows the cpm of  51 Cr-EDTA in the blood samples (dots) and the exponential fit curve (line). 
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 Results 

 No differences in GFR were found between the previ-
ous routinely used method and that calculated with GFR-
calc. Of the 133 patients, 30 (23%) had insufficient kidney 
function with a GFR <60 ml/min. The error of fit was as 
follows: extremely high in 1 patient: 62%; in 6 patients 
between 20 and 45%; in 13 patients between 10 and 20%, 
and in the remaining 113 patients <10%. For the patient 
with insufficient kidney function and an error of fit of 
62%, it was not possible to find an error in the GFR mea-
surement procedure, such as an incorrect counter read-
ing or inaccurate time of sample collection. A repetition 

of the measurement resulted in normal kidney function 
with an error <10%. The calculated biological half-life 
varied between 48 and 436 min in the 133 patients.

  The error of the fit with three blood samples calculated 
with GFRcalc   from 132 patients (except the patient with 
an error of 62%) is plotted against the correlation coeffi-
cient r 2  ( fig. 2 ). For fit errors <10%, the correlation be-
tween the measured times t i  and the measured blood sam-
ple activity P(t i ) was always significantly high with r 2   ≥  
0.985. However, for high fit errors of 10–35%, the correla-
tion coefficient partially gave ambiguous results, e.g. a 
high value near 0.995, while the fit error is either 10 or 
18%.

  In case of the single-sample method, according to the 
Watson  [16]  formula, the results had the smallest devia-
tions from the three-sample method with an averaged 
discordance of 17% ( table 1 ). No relationship between 
the discordance of the single-sample GFR and the three-
sample GFR and the fit error from the three-sample 
method was found. Additionally, the comparison be-
tween the single-sample method taken 180 min after 
 51 Cr-EDTA administration and that taken after 240 min 
did not show any significant difference (on average 6%; 
p < 0.001).

  The difference (mean ± SD) between the GFR of the 
three-sample method and the GFR of the two-sample 
clearance was compared with the fit error of the three-
sample calculation. There was a positive relationship with 
greater discordance between the two-sample GFR mea-
surement at higher fit errors for the three-sample GFR 

 Table 1.  Difference between the three-sample corrected GFR and 
the single-sample GFR calculated according to the formula of Wat-
son [16]

Three-sample GFR,
ml/min/1.73 m2

Difference between the single- and the 
three-sample method (means ± SD), 
% of the three-sample GFR

1 – 60 25 ± 27
60 – 140 14 ± 13

140 – 213 17 ± 13
60 – 213 15 ± 14

1 – 213 17 ± 17

 The results are based on 133 patients. Note: a corrected GFR of 
213 ml/min/1.73 m2 was the highest GFR measured.
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  Fig. 3.  The fit error from the three-sample method is plotted 
against the difference of the two-sample GFR to the three-sample 
GFR in percent of the three-sample result. The coefficient of de-
termination (r 2 ) is 0.57 (p < 0.0001).   

  Fig. 2.  Fit error from the GFRcalc calculation with three blood 
samples versus the correlation coefficient r 2 . A value of r  ≥  0.985 
is considered as significantly correlated. 
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( fig. 3 ). In patients with a fit error <10% for the three-
sample GFR, there was a difference of 2% between the 
GFRs resulting from two- and three-sample GFRs.

  Discussion 

 Fit errors arise from random and systematic errors 
during the measurement procedure; the latter often can-
not be eliminated as the daily working routine of techni-
cians cannot be performed under controlled laboratory 
conditions. Due to the long-lasting counter measure-
ment, the statistical (random) error is taken as negligible 
and the calculated error mainly represents the systematic 
error of the procedure.

  There were discrepancies between the correlation co-
efficient and the fit error, in particular for fit errors 
>10%, probably because the correlation coefficient only 
evaluates the deviation of the mean value of a data set 
and ignores the gradient of the curve. The steeper the 
curve (at a constant offset), the greater the effect of vari-
ations in a data point. According to Fleming et al.  [4] , 
results with a correlation coefficient of r2 < 0.985 would 
be classified as not significantly correlated and should, 
therefore, be rejected, i.e. one would check the input data 
and the measurement routine. Because the gradient of 
the curve is taken into account by the fit error calcula-
tion, the latter is an advantage over determining the cor-
relation coefficient. Regarding our results, we would 
suggest to check the data for fit errors >10%. The calcu-
lation of the fit error is conceptually more complicated 
than the calculation of the correlation coefficient; never-
theless, the former is more reliable in particular for am-
biguous results.

  The relatively high deviation (17%) of the single-sam-
ple compared to the three-sample method supports the 
fact that the single-sample method is not recommended 
at low GFR values  [4] . Also, a very weak relationship be-
tween the discordance between the single-sample and the 
three-sample GFR and the fit error from the three-sample 
method could be found (r < 0.5). This might be due to the 
fact that the single-sample method is prone to errors: the 
chosen sampling time of 180 min for its calculation is un-
likely to be appropriate in all cases because the biological 
half-life differed between 48 and 436 min in the 133 pa-
tients, which would correspond to optimal individual 
sampling times of 70–632 min in order to minimize er-
rors. However, it is not possible to predict whether a pa-
tient will have low or high renal function, therefore this 
sampling time was chosen for all patients. Thus, the sin-

gle-sample method is not appropriate to assess the qual-
ity of two- or three-sample GFR measurements.

  Finally, the slope-intercept method was applied to two 
blood samples collected at 180 and 240 min. Both meth-
ods delivered a similar result at fit errors <10%, but when 
the data had high fit errors, a difference in the results of 
the two methods was observed. This may be due to ir-
regularities in the clinical routine, statistical outliers or 
deficits in the devices used. An advantage of automati-
cally calculating the fit error is that it requires less effort 
than repeating the GFR calculation using data from a re-
duced number of samples.

  The accuracy of the slope-intercept method with two 
or more blood samples is limited, because there are sev-
eral models describing the decline in the plasma concen-
tration  [19] . However, the slope-intercept method ap-
plied to blood plasma samples collected at least 120 min 
after the administration of  51 Cr-EDTA is suggested as the 
best compromise between accuracy and simplicity, and it 
is a repeatable and reliable method  [4, 20, 21]  with repro-
ducibility of GFR measurement  ≤ 10%. According to our 
data, we can conclude that a high fit error or data point 
deviating from the exponential curve is most likely re-
lated to an error in the measurement process, such as ra-
dioactive contamination close to the measurement devic-
es, a wrong dilution factor, an uncalibrated or wrongly 
adjusted device or a typing error in the measurement pro-
tocol. It is important to note that a small error does not 
necessarily indicate an accurate measurement, because an 
incorrect measurement can randomly produce small fit 
errors. However, a high error (>10%) indicates likely er-
rors in the GFR measurement and calculation.

  Additionally, a higher number of samples may posi-
tively influence the quality of the GFR results, because 
outlying data points would exert less influence on the re-
sults. A small number of samples in general suffers from 
a lack of reliability, even if the individual data points have 
a good counting statistic. After obtaining an unexpected 
high fit error, it is not always possible to immediately find 
out where in the GFR measurement procedure the error 
has occurred. Nevertheless, a data set of at least three 
blood samples is the only way to quantify irregularities in 
the process, and the fit error is a simple mathematical tool 
which helps to identify them. The collection of three 
blood samples to determine GFR is a compromise be-
tween maintaining patient comfort and ensuring accu-
racy and reliability.
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  Conclusion 

 According to our results, the GFR measurement 
should be performed with at least three blood samples in 
order to identify possible errors in the measurement pro-
cedure. We conclude that the three-sample GFR with a fit 
error <10% may be taken as reliable, and, at higher errors 
of fit, one should check the devices, the clinical procedure 
or other sources for systematic errors. Particularly in cas-

es where the obtained GFR measurement is <60 ml/min, 
a valid assessment of the quality and reliability of the mea-
surement is important as the GFR value may affect pa-
tient management. There are alternative methods to 
check GFR measurement for errors. However, GFRcalc 
offers the advantage that the error of the fit is automati-
cally determined, which provides information about the 
quality of the GFR measurement and may facilitate clas-
sification of the diagnosis for the physician.
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