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C O N D E N S E D  M AT T E R  P H Y S I C S

Subcycle dynamics of excitons under strong laser fields
Eduardo B. Molinero1*, Bruno Amorim2, Mikhail Malakhov3, Giovanni Cistaro3,  
Álvaro Jiménez-Galán1, Antonio Picón3,4, Pablo San-José1, Misha Ivanov5,6,7,8, Rui E. F. Silva1,5*

Excitons play a key role in the linear optical response of two-dimensional (2D) materials. However, their role in the 
nonlinear response to intense, nonresonant, low-frequency light is often overlooked as strong fields are expected 
to tear the electron-hole pair apart. Using high-harmonic generation as a spectroscopic tool, we theoretically study 
their formation and role in the nonlinear optical response. We show that the excitonic contribution is prominent 
and that excitons remain stable even when the driving laser field surpasses the strength of the Coulomb field 
binding the electron-hole pair. We demonstrate a parallel between the behavior of strongly laser-driven excitons 
in 2D solids and strongly driven Rydberg states in atoms, including the mechanisms of their formation and stabil-
ity. Last, we show how the excitonic contribution can be singled out by encapsulating the 2D material in a dielec-
tric, tuning the excitonic energy and its contribution to the high-harmonic spectrum.

INTRODUCTION
When an electron is promoted from the valence to the conduction 
band, the attractive Coulomb interaction can bind together the elec-
tron and the hole left in the valence band into a quasiparticle, commonly 
known as excitons (1). In three-dimensional (3D) materials, their 
effect is often negligible due to the strong screening of the electronic 
interactions. However, this is not the case for 2D materials. In these 
systems, the reduced dimensionality enhances the interactions felt 
between electrons and holes. Thus, excitons have particularly sub-
stantial binding energies, have a substantial fraction of the gap, and 
play a dominant role in their linear optical response (2). Moreover, 
resonant one-photon excitation of excitonic states remains prominent 
even when a low-frequency field dresses the electron-hole pair (3). 
What should one expect for the highly nonlinear optical response 
when 2D solids interact with intense low-frequency laser fields?

This is a highly pertinent question for high-harmonic generation 
(HHG) in solids, which has emerged as an important direction in 
ultrafast condensed matter physics (4–6). Will excitons be formed 
when optical tunneling injects electrons in the conduction band? 
Will they survive the strong laser field, which exceeds the Coulomb 
field that binds the electron and the hole together? If yes, what will 
be the physics and the dynamics of their formation? How will the 
electron acceleration by the driving laser field away from the injection 
point affect this process?

Answering these questions is important both fundamentally and 
for applications. At the fundamental level, HHG offers a unique 
window into the electronic structure and dynamics in trivial, topo-
logical, and strongly correlated solids far from equilibrium (7–28). 
Interpreting these dynamics without understanding the role of 

excitons is hardly adequate. For applications, harnessing strong 
excitonic transitions during radiative electron-hole recombination 
would be important for HHG-based solid-state sources of bright 
ultrashort VUV-XUV (vacuum ultraviolet–extreme ultraviolet) ra-
diation (29, 30).

While the entry of intense light fields into condensed matter 
physics is relatively recent (7), light-matter interaction with such 
fields has been extensively studied in atoms (31). Rydberg states, the 
atomic analogs of excitons (32), were found to play an unexpectedly 
important role in strong-field ionization, the atomic analog of elec-
tron injection into the conduction band. Prominent examples are 
the so-called frustrated tunneling (33–36) and the Freeman resonances 
in multiphoton ionization (36, 37). The remarkable stability of Ryd-
berg states against intense laser fields, predicted in (38–40), was 
confirmed in (41, 42), markedly demonstrated in (35), and even led 
to lasing during laser filamentation in dense gas (43). Multiphoton 
Rydberg excitations have been found to contribute to harmonic 
emission during the laser pulse (44–46) and free induction decay 
after its end (47, 48). There have been beautiful works (26, 27, 49, 50) 
on the effect of electronic interactions in solid-state HHG, e.g., showing 
that such interactions can enhance the total harmonic yield both 
theoretically (50) and experimentally (51). However, there has been 
a lack of an in-depth analysis of the dynamics and the physics of the 
creation and destruction of excitons in the strong field regime. 
Moreover, there have been experimental hints (51–53) that excitons 
do play a role in HHG in 2D materials. Their results motivate the 
need to understand the nonequilibrium dynamics of strongly driven 
excitons and the physics associated with their contributions to HHG 
in 2D materials.

Here, we aim to fill this gap by (i) unveiling that excitons not only 
display subcycle dynamics but also survive the laser field for many 
laser cycles, (ii) providing a clear physical equivalence between strongly 
driven excitons and Rydberg states in strong laser fields, and (iii) 
proposing a simple experimental setup to confirm the physics described 
here. We show that high-harmonic emission can reveal the forma-
tion of excitons by significantly increasing both the overall harmon-
ic yield, by about an order of magnitude, and the emission intensity 
at energies near excitonic states, by about two orders of magnitude. 
We also show that shifting the exciton binding energy by using a 
substrate provides a telltale sign of their contributions. Time-resolved 
analysis of the emission shows the formation dynamics and the 
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remarkable stability of excitons against strong light fields. In spite of 
the emergent, many-body nature of excitons, we consistently find 
strong similarity in their strong field dynamics with that of single-
particle Rydberg states. This connection highlights how a nontrivial 
emergent quasiparticle, such as an exciton in a sea of interacting 
electrons, can behave much like a single-particle excitation in an 
atomic gas, even when driven by an intense field.

RESULTS
The nonlinear optical response of excitons in 2D materials can be 
simulated using real-time equations of motion (see Methods). We 
perform simulations on monolayer hexagonal boron-nitride (hBN). 
The choice of material has several motivations: It is a prototypical 
2D insulator (54) and it hosts excitonic states with large binding 
energies (55, 56). Furthermore, one can engineer the interactions by 
changing the substrate: A substrate with a higher dielectric constant 
effectively screens electronic interactions, reduces the electron-hole 
binding energy (57, 58), and shifts the first excitonic state closer to 
the conduction band. This behavior is illustrated in Fig. 1B, which 
shows the absorption spectrum (see Methods for further information) 
by comparing the optical response of freestanding hBN and hBN in 
the presence of a SiO2 substrate.

We have considered a laser pulse in the mid-infrared regime (3  μm) 
with an intensity of 1.16 TW/cm2, a total duration of 20 optical cycles 
and with a cos2 envelope. We show results for the field oriented 
along the Γ − K direction. We have checked that the intensity is high 
enough to produce a nonlinear response of the material while being 

away from the material damage threshold. Moreover, we have ensured 
that the density of photoexcited carriers is far away from the exciton 
Mott threshold (59). However, we note that the effects are robust 
against variations of the parameters.

As a first step, we have performed two calculations: one where 
the excitons are present and another where the excitonic effects are 
neglected. In Fig. 2 (A and B), we show the comparison of the high-
harmonic spectrum between the system with and without the excitons. 
In both cases, they display the general trend of HHG in solids, i.e., 
the amplitude of low-order harmonics decays as the order is increased, 
until the energy of the harmonics equals the bandgap of the material, 
here roughly at the 10th harmonic. At this point, a plateau of high-
harmonics emerges, but once they reach their cutoff condition 
(around the 30th harmonic), an exponential decay of the harmonics 
ensues (4, 60). Although the qualitative behavior in the two calculations 
is similar, there is also a major difference between the interacting 
and noninteracting scenarios: In the presence of excitons, we find 
strong enhancement in the intensity between the 5th and the 11th 
harmonic (gray areas in Fig. 2). This two orders of magnitude enhance-
ment correlates with the energy of excitons in hBN. Another visible 
difference is the enhancement of harmonics in the plateau region by 
about an order of magnitude.

Excitons are bound states with energies inside the gap of the 
single-particle spectrum, situated between the valence and conduction 
bands. Qualitatively, one can say that they offer additional channels for 
electron injection across the bandgap in the presence of a strong laser 
field: Excitons act as “stepping stones” for electron injection across 
the gap. This explains the overall enhancement of harmonics in the 

A

C

B

Fig. 1. Schematic diagrams. (A) Crystalline structure of hBN alongside a depiction of an exciton. (B) Real part of the optical conductivity, denoted by σ(ω), of monolayer 
hBN for different substrates. a.u., arbitrary units. (C) Schematic diagram to clarify the equivalence between the two systems: an exciton and an atomic Rydberg state. VB, 
valence band; CB, conduction band.
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plateau region when including the excitons. Moreover, the biggest 
amplification is concentrated near the fifth/seventh harmonic, which 
corresponds to an energy of 2.1/2.9 eV. This energy region is close to 
the difference ΔhBN − Ebind between the hBN bandgap Δ = 4.52 eV 
and the binding energy of the exciton Ebind ≈ 1.5 eV (55, 61–64). In 
other words, the HHG enhancement produced by the excitonic states 
occurs around the energy required for a valence-band electron to 
transition into the first exciton state. We have checked that reducing 
the wavelength of the driving field leads to an increase in the yield 
efficiency because we are approaching the multiphoton regime (see 
Methods).

Moreover, the effect here described is general to 2D insulators/
semiconductors and is not unique to hBN. This is exemplified in 
Fig. 2C, where we show the high-harmonic spectrum of WS2 (see 
Methods) with and without interactions. There, one can appreciate 
that, when we include interactions, an enhancement in the harmonic 
yield emerges at the energetic region of the excitonic states. In this 
case of WS2, this happens between the fifth and the sixth harmonic; 
the energy of the first exciton is E1 ≈ 1.98 eV (65), which corresponds 
to the fifth harmonic, while the gap ΔWS2 = 2.31 eV corresponds to 
the sixth harmonic. The narrowing of the enhancement region happens 
because the excitonic states in WS2 are very close to the optical gap. 
Thus, the harmonic spectra reflect how excitons open new pathways 
for electron injection in the interacting case. Furthermore, a com-
parison with the results obtained in time-dependent density functional 
theory (using local exchange-correlation potentials) simulations, 
where it was found that the inclusion of electronic interactions did 
not significantly affect the overall harmonic spectra (12, 66), validates 
this picture: It is not electronic interactions per se that that cause the 
enhancement in the harmonic yield but rather the presence of excitonic 
states within the nonequilibrium dynamics. The real-time bonding 
of the electron and the hole can only be correctly captured if one 
takes into account long-range correlations (67).

Although comparing interacting and noninteracting systems may 
seem relevant on its own, it is not possible to switch interactions on 
and off in a laboratory experiment. However, electronic interactions 
can be screened by encapsulating the system in a dielectric material. 
In Fig. 2B, we compare the high-harmonic spectra for a freestanding 
hBN versus hBN encapsulated in silica, which acts as a strong di-
electric. We see that the same physics takes place: Harmonic inten-
sities are enhanced when the electron interactions are stronger. 
However, incomplete screening of the interaction makes the effect 
less pronounced that in Fig. 2A (red curve), where the interactions 
were completely turned off. This clearly demonstrates persistence of 

certain excitonic states (see Fig. 1B). The tunability of excitons in 2D 
materials, facilitated by the substrate, offers an experimental platform 
for investigating the behavior of these quasiparticles in strong laser 
fields, with HHG as an all-optical signature.

We have seen that excitons have a strong influence on the highly 
nonlinear optical response. However, should we expect that excitons 
both are formed and survive after the end of the strong laser pulse? 
What is the dynamics of their formation? To answer these questions, 
we have computed the Gabor transform of the generated current, 
both during and after the laser pulse. Figure 3 (A and B) shows the 
time-resolved harmonic emission for the noninteracting and inter-
acting systems. One can clearly see a relevant enhancement in the 
emission below the bandgap (black line) due to the presence of extra 
channels. An intriguing feature observed in the Gabor profile is the 
appearance of a more complicated interference pattern when excitons 
are present in the system. Moreover, clear signatures of exciton sur-
vival after the pulse can be observed. In the presence of interactions, 
coherent emission occurs precisely at the binding energy of the ex-
citon as the field ramps down. A clear enhancement in the emission 
near the excitonic energy during the ramp-down on the laser pulse 
as well as the persistence of radiation at the excitonic energy (red 
dashed line) after the end of the laser pulse demonstrate that exci-
tons are most likely to both form and survive the strong laser field as 
the field is ramped down. To verify this, we have performed a Gabor 
transform with a reduced width, thereby increasing the resolution in 
the frequency domain (see Fig. 4, C and D). Strong pulses not only 
create excitons but also stabilize them, just as happens with Rydberg 
states in atoms driven by low-frequency laser fields, with the formation 
mechanism known as frustrated tunneling [see, e.g., (35, 36)]. All 
our observations, including the formation of excitons at both the 
leading and the trailing edge of the driving laser pulse, with the 
survival most likely after formation at the trailing edge, are consis-
tent with a solid-state analog of frustrated tunneling in atomic sys-
tems. Furthermore, one can see in Fig. 3B that the harmonic yield in 
the excitonic region goes from a peak to a valley within one cycle of 
the laser field, indicating the existence of subcycle dynamics of excitons. 
Such a behavior can be better appreciated in Fig. 3C, where we show 
the integrated Gabor profile around the first excitonic energy. We 
can observe that the harmonic signal at these energies becomes ap-
preciable at around 70 fs, when the field is increasing, a clear footprint 
of the exciton formation. Also, the maximum harmonic emission 
around the excitonic energy occurs at around 150 fs, when the field 
is ramping down. As in the formation of Rydberg states in atoms, we 
have two events in the pulse where excitons are formed. After the 

A B C

Fig. 2. High-harmonic spectra for hBN and WS2. (A) HHG spectrum computed for a monolayer of hBN with (blue color) and without (red color) electronic interactions. 
arb. u., arbitrary units. (B) HHG spectrum computed for a monolayer of freestanding hBN (blue) and encapsulated in SiO2 (red). The spectrum is obtained for a laser pulse 
in the Γ − K direction and is shown for the component along the parallel direction. (C) Total spectrum calculated for a monolayer of WS2 with and without interactions.
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A B C

Fig. 3. Gabor profile of the harmonic signal. (A) Non-interacting case. (B) Interacting case. In both cases, the Gabor transform has a Gaussian window with the width σ 
= (2ωL)−1, where ωL is the laser frequency. The two horizontal dashed lines correspond to the energies associated with ΔhBN (black) and Ebind (red), while the orange line 
depicts the electric field. (C) Integrated Gabor profile (see Methods) around the first exciton energy with and without interactions.

DC

BA

Fig. 4. Gabor profile of the harmonic signal for different widths. The first column corresponds to the noninteracting case, while the second one corresponds to the 
interacting case. (A and B) A window of σ = (3ωL)−1. (C and D) A window of σ = (ωL/2)−1. The two horizontal dashed lines correspond to the energies associated with ΔhBN 
(black) and Ebind (red), while the orange line depicts the electric field.
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end of the pulse, free induction decay from the exciton can be observed, 
a clear signal that excitons are not only formed but also stabilized by the 
strong laser field. These results allow us to answer the questions 
formulated earlier in the manuscript: first, that excitons unequivocally 
survive the laser field for many laser cycles and, second, that strongly 
driven excitons display subcycle (near the femtosecond scale) dynamics.

To investigate this atomic analogy further, we note that, within a 
first approximation, excitons are solutions to the Wannier equation 
(68), which is nothing but a single-particle Schrödinger equation for 
a centrosymmetric potential. This observation suggests that the 
HHG spectrum of an interacting insulator could be approximately 
described using a simple, noninteracting atomic model, where exci-
tons are replaced by excited states of the atom. How far does this 
analogy go in the presence of a strong laser field? Can the whole 
system be qualitatively described using an atomic model?

To answer this question, we use a 1D atomic model (see Methods 
for more details) that intends to capture the physics of hBN excitons. 
The key idea is to use of a soft-core potential

and adjust its parameters, α and β, so that the energy difference 
between the ground and the first excited state matches the crucial 
energy scale ΔhBN − Ebind. More specifically, we fix the ground state 
energy to E0 = −ΔhBN and the first excited state to E1 = −Ebind (see 
the diagram in Fig. 5A). The laser pulse parameters are the same as 
in the hBN case, except for an increased laser intensity of 4.5 TW/
cm2; this particular value was chosen so that the cutoff in the harmonics 
is the same in both systems. Figure 5B shows the HHG spectrum of 
the atomic model in terms for various E1 energies. The spectrum 
displays the typical characteristics of an atomic spectrum (31): the 
low-order, perturbative harmonics, followed by the plateau harmonics 
caused by the recombination processes. It is worth noting that, when 
the energy of the first excited state E1 is raised, the appearance of the 
plateau shifts to higher harmonic frequencies. Such a shift can be un-
derstood in the same way as for the hBN case: The closer the first 
excited is to the ground state, the more likely it is to help the electron 
to transition into the continuum, thus facilitating the onset of the 
plateau in the harmonic spectrum. This is also the kind of enhance-
ment produced by Rydberg states found in atomic gases (45).

To better understand the similarities between the two systems, we 
conducted a scan encompassing different excitonic energies. Although 
the exciton binding energy Ebind is, in principle, a fixed physical quantity 
(at least if one neglects screening effects from the electrostatic 
environment), we can adjust its value from 2.0 to 0.1 to clarify its ef-
fect on the HHG spectrum. This is done by changing the amplitude of 
the Rytova-Keldysh potential (62). For each binding energy, we then 
compute the corresponding parameters α and β of Vα,β(x). In Fig. 6A, 
we plot the result, comparing the HHG spectrum between the 2D sys-
tem and the atomic one in terms of the first exciton binding energies. 
Both systems display a qualitatively similar HHG spectrum; the 
enhancement is located precisely at the specific harmonic that 
corresponds to ΔhBN − Ebind (see the dashed line). The similarity 
between Fig. 6A and Fig. 6B is notable given that these correspond to 
two very different physical problems: one describes the nonlinear 
electron dynamics of a 2D material with electron-electron interaction 
while the other corresponds to a 1D noninteracting atom. The 
common denominator between the two systems is, as mentioned be-
fore, the existence of a ground state separated from a continuum of 
states by a range of excited states between those two (see Fig. 6B), 
even if their nature (two-particle versus single-particle) is completely 
different. There are other obvious differences, such as the existence of 
dispersive bands above the gap in the 2D crystal. However, the quali-
tative aspects of electron dynamics are similar in spite of these 
differences. Fundamentally, the key quantity that controls the rate of 
transition (4, 31), and hence the emission intensity, is the energy of 
the lowest excitation ΔhBN − Ebind = ∣E0∣ − ∣E1∣. In this context, there-
fore, an interacting 2D crystal can be understood qualitatively using 
a noninteracting atomic gas model, where excitons play the same role 
as Rydberg states in enhancing the HHG response (45, 56).

DISCUSSION
Our results show a significant increase in the high-harmonic emission 
when accounting for many-body interactions in 2D materials. The 
enhancement is clearly attributed to the population of excitonic 
states. Specifically, the enhancement is located at the energy difference 
between the valence band and the first excitonic state; the excitons act 
as extra channels for electron injection from the valence to the 
conduction band. Furthermore, we showed that this phenomenon 
is general to gapped 2D materials as it takes place for both insulators 
(e.g., hBN) and semiconductors (e.g., WS2). An effective test of the 

Vα,β(x) =
α

√

x2 + β2
(1)

BA

Fig. 5. Details of the atomic model. (A) Schematic diagram of Vα,β(x). (B) High-harmonic spectrum for the atomic model for different energies of the first excited state. 
Dashed lines denote the place where the difference ∣E0∣ − ∣E1∣ lies for each E1.
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effect of excitons in strong field response can be performed by en-
capsulating a 2D material inside a stronger dielectric, thus tuning 
the exciton energy. We have found that excitons do survive such 
strong pulses, in analogy with Rydberg states in atoms. Last, compar-
ing a simple atomic model with the solid-state simulations shows the 
same qualitative physics in both systems: The presence of excited 
states between a fixed ground state and a continuum leads to an en-
hancement in high-harmonic spectra. Our work suggests that a rich 
variety of phenomena emerging in atomic physics and associated 
with the formation of Rydberg states in strong laser fields, such as 
Freeman’s resonances, frustrated tunneling, stabilization against ion-
ization, and others, can be explored and exploited in 2D solids.

METHODS
SBE simulations
The microscopic response of the system to the laser field was obtained 
by numerically solving the semiconductor Bloch equations (SBEs) 
in the Wannier gauge (62, 69). These equations, in atomic units 
(au), read

where H (0)
nm(k) are the noninteracting terms of the Hamiltonian, 

Σnm(k, t) accounts for the electronic Coulomb interactions, Anm(k) 
are the multiband Berry connection terms, and n and m refer to the 
band indexes. The electronic interaction are incorporated in the 
dynamics at the Fock level (61, 62). More formally, this means that 
the self-energy is calculated using
 

where the initial state, ρ0
nm

= ρnm(k, 0) , is completely filled for all the 
states below the Fermi energy. The subtraction ρnm

(

k
�
, t
)

− ρ0
nm

 is 
done to ensure that we not take into account interactions in the 
equilibrium state.

The potential, Vnm(k − k′), reads
 

where τn are the center of the Wannier orbitals and G are the vectors of 
the reciprocal lattice. The sum over G is done to ensure the periodicity of 
the system. Here, V(q), is the Fourier transform of the Rytova-Keldysh 
potential, which is known to accurately capture screening and dielectric 
effects in 2D materials (70, 71).

For the monolayer hBN, we used the tight-binding model in 
which only the pz orbitals are considered (62, 69, 72). The hopping 
parameter, t0, was set to −2.8 eV and the onsite energy for the two 
atomic species was set to εB/N = ± 2.26 eV. The density matrix 
was constructed in a 300 × 300 Monkhorst-Pack grid, and it was 
time-propagated using a fourth-order Runge-Kutta with a timestep 
of dt = 0.1 au. Convergence was ensured for all the numerical pa-
rameters. To obtain the band structure and the dipole coupling 
elements of WS2, we performed ab initio calculations using the 
Quantum Espresso code (73). We used a Heyd-Scuseria-Ernzerhof 
exchange-correlation hybrid functional on a Monkhorst-Pack grid 
of 12 × 12 × 4 points without spin-orbit coupling. We then pro-
jected the band structure onto a set of maximally localized Wannier 
functions using the wannier90 code (74). More precisely, the Bloch 
wave functions were then projected onto the d orbitals of tung-
sten to obtain the Wannier functions. The following projection 
results in a five-band model with one valence band and four con-
duction bands. We parametrized the Rytova-Keldysh potential fol-
lowing ref. (65).

Gabor analysis
The Gabor profile of a current J(t) is formally defined as

where tf is the total duration of the pulse and σ is the width of the 
Gaussian envolope. Hence, the Gabor transform can be viewed as a 
time-resolved Fourier transform. The resolution in either the frequency 
or time domain is determined by the magnitude of σ. Increasing σ 
results in better time domain resolution, while decreasing it leads to 
improved frequency domain resolution. Such a behavior can be 
appreciated in Fig. 4.

The integrated power spectrum shown in Fig. 3 is defined as

where E is the chosen energy (in our case, the binding energy of 
the first exciton) and Δω is the size of the integration interval. 
We have checked that the behavior of I±E(t) is robust under the 
variations on Δω.

Wavelength dependence
We have conducted a scan over the driving wavelength, from 3 to 2 μm, 
to check the spectral efficiency of the process. The results are shown 
in Fig. 7, where one can see that, as we reduce the wavelength and 
we approach the resonant regime, the spectral efficiency increases. 
This is particularly clear for the case of 2 μm, which corresponds to 
a photon energy of ω2 = 0.62 eV. For that photon energy, reaching 
the first excitonic state corresponds to E1/ω2 ∼ 5, i.e., reaching the 
exciton is a five-photon process, which results in the increased yield 
for that harmonic when we reduce the wavelength of the driving 
field, as one would expect.

i�tρnm(k, t) =
[

H (0)(k)+Σ(k, t), ρ(k, t)
]

nm
(2)

+ E(t) ⋅
[

A(k), ρ(k, t)
]

nm
(3)

+ iE(t) ⋅∇kρnm(k, t) (4)

Σnm(k, t) = −
∑

k
�

Vnm

(

k − k
�
)[

ρnm
(

k
�
, t
)

− ρ0
nm

]

Vnm

(

k−k
�
)

=
∑

G

ei(k−k
�+G)⋅(τn−τm)V

(

k−k
�
+G

)

J (ω, t) =
2

3πc3 �
tf

0

dτJ(τ)eiωτe−
(t−τ)2

σ (5)

I±E(t) = �
E+Δω

E−Δω

J (ω, t)dω (6)

BA

Fig. 6. Comparison between excitons in solid-state systems and an atomic sys-
tem. High-harmonic spectrum comparison between the hBN system (A) and the 
atomic case (B). The black dashed lines denote where the line ΔhBN − Ebind lies.
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Atomic model
The atomic model is based on the solution of the time-dependent 
Schrödinger equation (TDSE) for a 1D atom in the presence of a 
strong laser field. In atomic units, the TDSE reads

where Tkin is the electronic kinetic energy, Vα,β(x) is the soft-core 
potential (Eq. 1 and Fig. 5A), and E(t) is the electric field. The 
TDSE was solved numerically using a fourth-order Runge-Kutta 
method with a timestep of dt = 0.1 au. The initial state, Ψ(x,0), was 
selected as the ground state of the time-independent Hamiltonian 
H = Tkin + Vα,β. The calculations were performed in a box of length 
L = 1000 au with a grid spacing of dx = 0.25 au. We checked that 
convergence was achieved for all numerical parameters. The ob-
tained HHG spectra obtained for this model can be appreciated 
in Fig. 5B.
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