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A B S T R A C T

Mental imagery is a crucial cognitive process, yet its underlying neural mechanisms remain less 
understood compared to perception. Furthermore, within the realm of mental imagery, the so-
matosensory domain is particularly underexplored compared to other sensory modalities. This 
study aims to investigate the influence of tactile imagery (TI) on cortical somatosensory pro-
cessing. We explored the cortical manifestations of TI by recording EEG activity in healthy human 
subjects. We investigated event-related somatosensory oscillatory dynamics during TI compared 
to actual tactile stimulation, as well as somatosensory evoked potentials (SEPs) in response to 
short vibrational stimuli, examining their amplitude-temporal characteristics and spatial distri-
bution across the scalp. EEG activity exhibited significant changes during TI compared to the no- 
imagery baseline. TI caused event-related desynchronization (ERD) of the contralateral μ-rhythm, 
with a notable correlation between ERD during imagery and real stimulation across subjects. TI 
also modulated several SEP components in sensorimotor and frontal areas, showing increases in 
the contralateral P100 and P300, contra- and ipsilateral P300, frontal P200, and parietal P600 
components. The results clearly indicate that TI affects cortical processing of somatosensory 
stimuli, impacting EEG responses in various cortical areas. The assessment of SEPs in EEG could 
serve as a versatile marker of tactile imagery in practical applications. We propose incorporating 
TI in imagery-based brain-computer interfaces (BCIs) to enhance sensorimotor restoration and 
sensory substitution. This approach underscores the importance of somatosensory mental imagery 
in cognitive neuroscience and its potential applications in neurorehabilitation and assistive 
technologies.
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1. Introduction

Human ability to imagine events, actions and perceptions [1,2] is of great interest to basic neuroscience [3–6] and practical ap-
plications in the clinic [7–11]. In the sensory domain, humans can imagine visual objects [12], sounds [13,14], smells [15,16], and 
tactile sensations [17,18]. Such sensory imagery engages mostly the same neural structures that are activated by the physical sensory 
inputs [19]. The research on sensory imagery has primarily focused on the visual modality [20,21]. In the sensorimotor domain, many 
studies have scrutinized motor imagery (MI) [9,22,23] but relatively few have examined imagined somatic sensations [17,18,24–26].

Here we conducted an electroencephalographic (EEG) study of tactile imagery (TI). In addition to the scientific inquiry, this work 
was motivated by a practical idea of adding TI to the design of brain-computer interfaces (BCIs) [18,25,27] where MI has been 
abundantly implemented and studied (for review see Ref. [28]). While MI-based BCIs engage brain areas that generate motor com-
mands, TI-based BCIs could selectively engage the areas involved in somatosensory processing [17,24,29–31], which could be useful 
for rehabilitation of somatosensory disabilities. As such, TI-based BCIs have distinct clinical goals. While the effects of MI have been 
extensively studied in sensorimotor cortical networks with a range of methods, the effects of TI remain to be clarified, which would 
facilitate their incorporation in BCI applications.

In this study of TI, we examined EEG patterns. EEG data have been previously examined in the studies on motor control and MI with 
two major effects reported: event-related desynchronization/synchronization (ERD/S) and somatosensory evoked potentials. Thus, 
ERD/S of the EEG sensorimotor rhythms (SMR) (μ and β) has been observed during motor preparation, execution, imagery [32,33], 
and motor learning [34,35]. Generally, ERD of the μ rhythm is an indicator of increased processing of sensorimotor information [36,
37]. Moreover, in our previous study, we observed ERD during TI and tactile stimulation (TS) [18].

The experimental paradigm utilized in the present studyallowed for the measurement of somatosensory evoked potentials (SEPs) 
during TI. Different components of SEPs have been described in the previous literature. Thus, the early components of SEPs with the 
latency below 150 ms represent an activation of the primary somatosensory cortex (S1) [38]. The longer-latency SEP components 
contain the contribution of the other areas, such as the secondary somatosensory area (S2) [39]. We aimed to investigate the 
contribution of S1 and S2 during TI, as there is strong evidence for their involvement in tactile perception, integration, and somatic 
learning. Barsalou [40] and Schmidt et al. [24] suggested that S1 provides perceptual grounding during TI, and Yoo et al. [17] reported 

Fig. 1. The experimental sequence. The session started with a no-TI baseline condition (~4 min). Next, two practice conditions were run: the TS- 
practice where the participants got familiar with vibrostimulation in the form of randomized trials of vibratory stimuli applied to the right index 
fingertip, and the TI-practice where they mentally reproduced those sensations from vibrostimulation. The main experimental block followed then, 
which consisted of the TI condition. The heavy-blue dots represent vibrostimulation trains, and the light-blue dots represent the imagery of these 
trains. A no-TI baseline condition concluded the session. Somatosensory evoked potentials (SEPs) were induced by short (75 ms) vibratory pulses. 
These pulses are marked by small blue dots. Abbreviations: tactile stimulation (TS); tactile imagery (TI); somatosensory evoked potentials (SEP). 
(For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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that both S1 and S2 areas are activated during TI and TS. Based on this previous work, we hypothesized that both early and late SEP 
components would change during TI.

Our study adds to the previous work where functions of sensorimotor network were probed with different types of brief stimuli such 
as the study of Takemi et al. [41], Aono et al. [42], Vasilyev et al. [43] where TMS-evoked motor potentials were evaluated in the 
participants performing MI, and the study of [44,45] where the effects of MI on the spinal reflexes was examined. We focused on using 
a compatible approach in the somatosensory domain. We explored how TI modulated sensorimotor cortical processing by examining 
the changes in the amplitude and latency of the cortical responses to brief vibrotactile stimulation of the skin. We hypothesized that TI 
would modulate the amplitude of short-latency SEPs, with a predominant effect in the hemisphere contralateral to the imagined limb. 
We also expected to observe modulations of the longer-latency SEPs where TI could contribute a memory-based replay of the previous 
sensory experience.

2. Materials and methods

2.1. Subjects

Twenty nine healthy volunteers (9 females, 25.1 ± 4.8 y.o., right-handed) participated in one experimental session lasting up to 90 
min.

2.2. Ethics and consent

The study was designed and conducted in accordance with the Declaration of Helsinki and the guidelines of the local ethics 
committee (the Institutional Review Board of the Skolkovo Institute of Science and Technology; protocol N◦10, May 18, 2023). All 
participants provided written informed consent before participating in the study.

2.3. Experimental design

The experimental session started with several practice runs, where subjects were trained on TI, followed by the experimental block 
where SEPs were measured in the absence of TI (i.e. no-TI baseline) and during TI (Fig. 1).

During the practice runs, the participants got familiar with continuous vibrostimulation applied to the right index fingertip and 
trained in mentally reproducing these tactile sensations. The practice runs consisted of two conditions: TS-practice where the subjects 
experienced vibrotactile stimulation and TI-practice where they imagined receiving vibrostimulation. During the TS-practice, the 
participants were instructed to memorize the skin sensations associated with the different characteristics of the stimulation, including 
skin pressure, tickling sensations, and intensity and duration of the stimuli. The TI-practice had two consecutive runs, each requiring 
tactile imagery in the absence of physical stimulation, which ensured that the participants learned this type of imagery. During these 
runs, the participants were instructed to recall their sensations experienced during the actual stimulation of the fingertip. While 
mentally reproducing these sensations, the subjects did not adhere to an imagery of a specific vibrotactile pattern. Instead, they were 
instructed to imagine randomly occurring bursts of vibration that had variable amplitude and duration. The practice runs consisted of a 
fixed number of trials. The TS-practice condition consisted of a total of 15 trials of vibrostimulation intermixed with 15 trials without 
stimulation (referred to as reference state). Stimulation trials consisted of 8-s trains of randomly patterned vibrations. The stimulus 
randomization reduced tactile habituation and helped to avoid residual tactile sensations. The reference state trials were the trials of 
the visual attention task where abstract graphical content was used such as dots, lines, loops, and helices with multiple intersections 
(Fig. 1). The participants were instructed to silently count the elements on the screen at a comfortable pace. This task had several 
purposes, including the cessation of mental imagery and prevention of mind wandering. The task also assured stable conditions where 
sensorimotor and visual processing were effectively separated, with a decrease in the occipital α-rhythms and an increase in the 
μ-rhythm [43,46]. The TI-practice trials were arranged similarly to the TS-practice trials, with the difference that vibrotactile stim-
ulation was not used. The total number of the TI-practice trials was n = 30 (performed in two consecutive runs).

The main experimental block consisted of the no-TI condition that served as a baseline and the TI condition. SEPs were recorded for 
both conditions. To evoke SEPs, short (75 ms) testing vibrotactile pulses were applied to the right index fingertip, with the inter-
stimulus interval varying from 1 to 2 s. During the no-TI baseline condition, vibrotactile pulses were applied whereas the participants 
were asked to direct their gaze to an abstract picture on the screen in front of them. The baseline runs were performed at the beginning 
and at the end of the experimental session. For the baseline runs, the number of vibrotactile pulses was n = 200 (100 per run). In the TI 
condition, participants were presented with an abstract image with a visual cue that required participants to perform tactile imagery 
for a period of 10 s, during which the abstract image was displayed on the screen. The abstract image served to control participants’ 
visual attention by ensuring that their gaze remained fixed on the screen throughout the trial. The TI condition consisted of a total of 
100 vibrotactile stimuli across all trials.

2.4. EEG data acquisition and analysis

Throughout the experiment, EEG data were collected using an NVX-52 amplifier (MСS, Russia). Forty seven EEG channels were 
recorded according to the international 10/10 montage with the sampling frequency of 500 Hz using Ag/AgCl electrodes lubricated by 
an electrode gel. The ground lead was attached to the FCz site. Two reference electrodes were placed on the left and right mastoids in 
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the positions of TP9 and TP10 сhannels. The skin-electrode impedance was kept below 15 kΩ. During the experimental session, 
participants were asked to keep their eyes open, sit still in a comfortable position and avoid movements while EEG recording was in 
progress. Visual stimuli were presented on the monitor placed at the distance of 1.2 m in front of the participant. The participants were 
asked to count random elements of the visual stimuli when they were present on the screen. Vibrostimulation was applied to the index 
fingertip of the right hand.

For EEG preprocessing, noisy channels were detected based on the signal-to-noise ratio for each participant and interpolated using 
spherical spline interpolation. The channel was considered noisy if its z-score deviated significantly from the median value or based on 
the signal-to-noise ratio if it had an abnormally high amount of high-frequency noise that was not correlated with the signals on any 
other channels [47]. The number of interpolated channels varied for each participant and did not exceed 11 %. The highest number of 
interpolated channels was n = 5 for one of the subjects, and the average number of interpolated channels was 1.93 ± 1.11 (mean ±
standard deviation). Eye-movement artifacts were removed with an Independent Component Analysis (ICA) using Fp1-Fp2 channels as 
EOG. The preprocessed EEG signals were band-pass filtered using a 4th order Butterworth filter in two frequency ranges: a) 0.2–12 Hz 
for ERP analysis in time domain, and b) 0.2–40 Hz for time-frequency analysis using the continuous Morlet wavelet transform (CWT).

To explore the dynamics of EEG oscillatory power in the TS and TI trials, CWT (time window = 0.5 s; f0 = 3 Hz central frequency; 
FWHM = 0.187 s) was applied to each 8-s epoch of the practice runs. The resulting time-frequency matrices with CWT power were 
converted to ERD/S values using equation (11): 

ERD=
PSDsmr − PSDrst

PSDrst
100% (11) 

where PSDsmr is the across-epoch average of CWT power for the TS or TI trials for each channel, and PSDrst is the average CWT power 
calculated for the reference state epochs. Average ERD values over the trial duration (0–8 s) and individual μ-/β-ranges were used for 
topographic mapping.

For the SEPs analysis, EEG data were split into 1.5-s epochs starting 0.5 s before and ending 1 s after the vibratory pulse onset. Each 
epoch was z-score standardized. We calculated the amplitudes of P100, P200, P300 and P600 for each participant and each condition 
as the maximum values for the temporal-spatial range predefined by the cluster-based permutation test [48]. To analyze the 
time-frequency changes caused by the vibrotactile pulses, the CWT was applied to the 1.5-s epochs and ERD/S was calculated using 
equation (1). PSDrst was calculated for the 0.5-s epochs preceding the visual cue. In the resulting time-frequency maps, latency and 
localization of spectral peaks and their median power were calculated for the temporal-spatial-frequency range predefined by 
cluster-based permutation test. We defined the individual frequencies of the μ- and β-rhythms for each participant based on the visual 
inspection of the spectra. The power of the μ- and β-rhythms was then more precisely calculated as the median value in the ±1 Hz 
window for the 8-s and 1.5-s wavelets.

2.5. Statistical analysis

In order to define the time intervals and channels with distinct SEP components, we compared the no-TI and TI SEPs using a cluster- 
based permutation test against zero. The cluster-based permutation test against zero was also used to define the time-frequency ranges 
where ERD/S was significantly different from zero. Because permutation tests tend to merge different physiological components into 
one statistically significant cluster and generate a wide range of statistically significant channel locations [49], we did not use the exact 
spatiotemporal and frequency ranges provided by the permutation tests but selected the ones that had a physiological explanation 
according to the literature. The effects of TI on the SEPs were then revealed using a pairwise comparison of the selected spatiotemporal 
features, and for the correlation analysis of the ERD/S was based on the selected spatiotemporal features in a specific frequency range. 
For pairwise comparison of the peak component amplitudes and median rhythm powers, Wilcoxon signed rank test was used (N = 29). 
Spearman’s rank correlation coefficient was used to assess the relationship between the peak component amplitude and rhythm power. 
Nonparametric versions of pairwise test and correlation metric were chosen since in the case of relatively small sample size normality 
assumption was questionable.

2.6. Code/software

Visual stimuli were delivered using PsychoPy 2022.2.5. The post hoc preprocessing and analysis was performed using Python data 
processing packages, including MNE 1.3.1 and SciPy 1.10.0.

We used a custom designed and computer-controlled vibrotactile stimulator controlled by an Arduino UNO (Arduino, Italy). A flat 
vibration motor (6 mm in diameter, max speed of 12 000 rpm) was placed on the index finger of the right hand. In the 8-s trains of 
vibration, the motor speed was randomly patterned in the range 6 000–12 000 rpm. This random stimulation pattern reduced tactile 
habituation and minimized the residual tactile sensations following the vibration offset. During the short (75 ms) vibratory pulses, the 
motor speed was set at 9 000 rpm.
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3. Results

3.1. Event-related desynchronization (ERD) during tactile imagery practice

During the 8-s practice trials of TS, we observed pronounced ERDs of the μ- and β-rhythm for the C3 and CP3 EEG channels (Fig. 2A 
and C). These ERDs were the strongest in the hemisphere contralateral to the site of vibrostimulation. The ipsilateral-hemisphere ERDs 
were noticeable for the C4 and CP4 channels, but these ERDs were still lower compared to the ERDs in the contralateral hemisphere (W 
= 107; p = 0.0157; N = 29).

The μ- and β-rhythm ERDs also occurred during the TI-practice. These ERDs had the same localization but lower intensity compared 
to the TS-practice (W = 88; p = 0.0041; N = 29). The tendency for the μ-rhythm ERDs to be stronger in the contralateral hemisphere 
was still present but lost statistical significance (W = 164; p = 0.265; N = 29).

For the μ-rhythm, the TS-practice ERDs and the TI-practice ERDs were strongly positively correlated in the across-participant 
analysis (Spearman’s rank correlation, rS = 0.731; p < 0.0001; N = 29), that is the participants that had a weak ERD during the 
TS-practice also had a weak ERD during the TI-practice and the participants with strong ERDs during the TS-practice had strong ERDs 
during the TI-practice (Fig. 3A). We also observed a correlation between the μ-rhythm spectral peak power in the reference state and 
the μ-rhythm ERD value during the TI-practice trials (Fig. 3B, Spearman’s rank correlation, rS = − 0.653; p = 0.0001; N = 29). Note that 
6 participants out of 29 were unable to voluntarily generate detectable μ-rhythm ERD. Additionally, note the difference in the indi-
vidual μ-rhythm frequencies across the participants (Fig. 2D).

3.2. Somatosensory-evoked potentials (SEPs) in response to short vibratory pulses

The SEPs in response to 75-ms vibratory pulses consisted of four prominent components: a P100 response in the contralateral 
centro-parietal region (latency of ~103 ms; CP3, P1, P3, P5 channels), a P200 response in the centro-frontal region (latency of ~227 
ms; F3, FC1, FC3, FCz, F4, FC2, FC4 channels), a P300 response in the contra- and ipsilateral central regions (latencies of ~302 and 
~320 ms for the contra- and ipsilateral hemispheres, respectively; C5, CP5 and C6, CP6 channels), and a P600 response in the parietal 
region (latency of ~606 ms; P1, Pz, P2, PO3, POz, PO4). At the no-TI baseline condition, the P100 components were also noticeable in 
the corresponding regions of the ipsilateral hemisphere (latency of ~126 ms; CP4, P2, P4, P6 channels, Fig. 4).

3.3. Time-frequency responses to short tactile stimuli

In the time-frequency maps for the responses to 75-ms vibratory pulses, we observed changes in the following time-frequency 
ranges: ERS of the θ-rhythm in the contralateral centro-parietal region (3–8 Hz, 100–300 ms; Fz, F3, FCz, FC1, FC3 channels), and 
ERD of the μ- and β-rhythms (100–600 and 100–300 ms, correspondingly; C1, C3, C5, CP1, CP3, CP5 channels) in the contra- and 
ipsilateral central regions (Figs. 5 and 7A).

Fig. 2. Group changes (N = 29) in EEG activity during the practice runs. The TS-practice and TI-practice trials are shown separately. A. Time- 
frequency dynamics (percent change relative to the reference state) of the EEG spectral power during TS (top) and TI (bottom). B. Topographic 
maps of the μ- and β-rhythm ERD during TS and TI. C. Changes in time of the μ-rhythm ERD during TS and TI. D. Reference state spectra for the C3 
and CP3 channels with marks showing individual μ-rhythm frequencies.
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Fig. 3. The results of the correlational analysis for (A) the μ-rhythm ERD during TS versus TI and (B) the μ-rhythm ERD versus its power at the 
reference state.

Fig. 4. Somatosensory Evoked Potentials (SEPs) in response to short (75 ms) vibrotactile pulses and localization of their components (P100, P200, 
P300, P600) for no-TI baseline condition and TI trials. The grand average across subjects (N = 29) is shown. The target channels for which the 
amplitudes of the components in the contra- and ipsi-lateral hemispheres were calculated are marked with white dots.

Fig. 5. Time-frequency maps of responses to 75-ms vibration pulses in the no-TI baseline condition and during continuous TI performance. The plots 
represent the average for the C3 and CP3 channels across participants.

M. Morozova et al.                                                                                                                                                                                                    Heliyon 10 (2024) e40807 

6 



3.4. Tactile imagery modulates ERPs and time-frequency responses

We did not find any statistically significant difference between the ERP peak amplitudes at the beginning and at the end of the 
experimental session (WP100_contra = 111; pP100_contra = 0.265; WP100_ipsi = 98; pP100_ipsi = 0.137; WP200 = 107; pP200 = 0.219; WP300_contra 
= 96; pP300_contra = 0.122; WP300_ipsi = 139; pP300_ipsi = 0.753; WP600 = 129; pP600 = 0.549; N = 29). Given that there was no difference 
between these conditions, we combined the last 50 epochs from the no-TI baseline conditions before and after the TI session (100 
epochs in total) to obtain an average ERP in the absence of TI.

We compared the amplitudes of the contra- and ipsilateral P100, frontal P200, contra- and ipsilateral P300 and parietal P600 peaks 
during TI to the corresponding peaks in the average ERP in no-TI baseline and applied Holm-Sidak correction for multiple tests (Fig. 6A 
and B and 7).

We did not find statistically significant changes in the P100 peak amplitude during TI compared to average ERP in no-TI baseline in 
the contralateral hemisphere (W = 127; p = 0.0506; pcorr = 0.0506; N = 29) whereas there was statistically significant increase in P100 
peak amplitude in the ipsilateral hemisphere (W = 93; p = 0.006; pcorr = 0.0306; N = 29).

We also found a statistically significant increase in the frontal P200 peak amplitude during TI compared to the average ERP in no-TI 
baseline (W = 110; p = 0.019; pcorr = 0.0377; N = 29).

There was a statistically significant increase in the P300 peak amplitude in both hemispheres and the P600 amplitude during TI 
compared to the average ERP in no-TI baseline (P300: Wcontra = 95; pcontra = 0.0069; pcorr, contra = 0.0306; Wipsi = 91; pipsi = 0.0052; pcorr, 

ipsi = 0.0306; P600: W = 101; p = 0.0106; pcorr = 0.0314; N = 29).
We found a statistically significant increase in the θ-ERS in the response to 75-ms vibratory stimuli during TI compared to no-TI 

baseline (Fig. 7A and B; W = 67; p = 0.0013; N = 29).

Fig. 6. A. Somatosensory event-related potentials to 75-ms vibrational pulses averaged across the target channels B. Boxplots of the mean am-
plitudes for the components in the contra- and ipsilateral hemispheres. In the boxplots, each point represents an individual participant, lines connect 
the measurements taken from the same participant, and red lines represent participants that were not able to voluntarily generate detectable 
μ-rhythm ERD. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

M. Morozova et al.                                                                                                                                                                                                    Heliyon 10 (2024) e40807 

7 



We also found a strong correlation between the P200 amplitude during TI and θ-ERS during TI (Spearman’s rank correlation, rS =

0.497; p = 0.007; N = 29), and between P200 amplitude during TI and θ-ERS in no-TI baseline (Spearman’s rank correlation, rS =

0.627; p = 0.0004; N = 29). No statistically significant correlations between P200 amplitude and θ-ERS were found for the other 
combinations of conditions (Spearman’s rank correlation; P200 at rest versus θ-ERS at rest: rS = 0.264; p = 0.17; P200 at rest versus 
θ-ERS during TI: rS = 0.159; p = 0.418; N = 29).

4. Discussion

In this study, we employed EEG recordings to examine cortical responses to TI. These EEG patterns were compared with the effects 
of continuous vibrostimulation applied to the fingertip. We found that vibrostimulation and TI modulated EEG oscillatory patterns in a 
similar way. Next, short vibrotactile pulses were utilized to probe sensorimotor modulations caused by TI. We found that TI indeed 
affected the responses to short vibratory pulses.

4.1. μ-rhythm ERD during tactile imagery practice

The analysis of the practice runs was of interest because those were the periods of learning where the inexperienced subjects 
attended the sensations evoked by vibrotactile stimulation and attempted to imagine them. During both the TS-practice and TI- 
practice, ERDs occurred in the μ-range (8–13 Hz). In the TI-practice trials, the ERD began 0.5 s following the visual cue that 
instructed imagery onset. The ERD persisted throughout the 8-s interval in both conditions (Fig. 2A and B). The μ-ERD was pre-
dominantly localized in the contralateral hemisphere with the strongest effects for the C3-CP3 channels (Fig. 2B). These findings are 
generally consistent with the previous studies where TI was found to cause μ-rhythm ERD [18,25]. Thus, the μ-ERD appears to be a 
reliable indicator of an ongoing somatosensory processing of both real and imagined tactile stimuli.

Furthermore, an across-subject positive correlation was found between the ERD values during the TS- and TI-practice conditions 

Fig. 7. A. Localization of the event-related time-frequency changes in response to 75-ms vibratory stimuli (target EEG channels are marked with 
white dots) B. Boxplots of the mean spectral power of the distinct event-related changes across the target channels.
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(see Fig. 3A), which strengthens the suggestion that imagined and real tactile stimuli are processed in a similar way and by the same 
cortical areas. The individual differences in the ERD values are most likely related to anatomical locations of the sensorimotor areas 
engaged and the specifics of the μ-rhythm in each participant. Indeed, in the motor imagery domain, SMR-based BCI performance 
varies depending on the individual brain structure [50,51]. Additionally, we found that subjects with a more prominent μ-rhythm peak 
exhibited greater ERD, which agrees with the Blankertz et al. [52] suggestion made for MI that the strength of the SMR-peak during the 
resting state could be used as a predictor of good BCI performance during imagery. Similarly, our results suggest that ERD-based 
decoding could be implemented in both TS and TI-based BCIs and perhaps ERD effects could be enhanced by BCI training. Overall, 
our present study aligns with the findings of Yao et al. [25,53], which demonstrated that BCI performance can be enhanced using 
tactile-induced ERD for calibration.

4.2. Tactile-imagery effects on SEPs

We found a significant increase in the ipsilateral P100 peak, with no changes observed in the contralateral P100. The ipsi-P100 had 
a delayed latency compared to the contra-P100, which suggests the involvement of transcallosal connectivity. We suggest that the 
P100 peak reflects the activation of the primary somatosensory cortex. This suggestion is supported by two observations: the 
contralateral predominance of the P100 and its relatively early timing, possibly corresponding to the P70 component reported in the 
studies using cutaneous electrical stimulation. A rather gradual onset of vibrotactile stimulation could explain the later peak latency 
compared to the response to electrical stimulation. The absence of the earlier components (P20 and P50) observed when electrical 
stimulation is used [54] could be also explained by the fact that the onset of vibrotactile stimulation was not abrupt enough.

The facilitation of P100 during TI could be explained by an attention-like mechanism where TI facilitates activity of the so-
matosensory cortex and makes it more responsive to peripheral inputs. Hämäläinen et al. [55] and Karhu & Tesche [39] showed that 
somatosensory spatial attention to the stimulated body part activated S2. Since both attention and mental imagery could affect sensory 
processing, separating the effects of attention and imagery could be challenging [21]. Therefore it is important to clarify the differences 
between attention and mental imagery. Attention is a mechanism of selection that enables focusing on the most important sensory 
inputs while discarding the other information, and imagery consists of formation, manipulation and transformation of mental images 
in the absence of physical stimulation [21,56,57]. Because of the similarity of brain processing involved in attention and imagery it was 
suggested that mental imagery is just a special form of attention [6,58]. Yet, studies of visual imagery showed that attention and mental 
imagery processes are driven by separate mechanisms [56,59].

While attention and imagery are distinct processes, they are closely linked. Indeed, performing a mental imagery task requires a 
shift in attention to the content of the imagery. Thus, visual imagery demands attentional shifts within a mental visuospatial repre-
sentation [60] whereas a tactile imagery task involves directing attention within the peri-personal space and focusing on the site of 
imagined perception [24].

Subregions of S1 could have different roles in TI. Specifically, the BA3a subregion of S1 processes proprioceptive information from 
muscles and joints, and subregions BA3b, 1, and 2 process the signals from the skin [61]. BA2 is a higher-order hierarchical level that 
integrates both skin and proprioceptive signals. TS activates all S1 subregions in a somatotopic manner whereas TI preferentially 
engages BA2 via top-down pathways [17,30]. Consequently, the lack of a significant change in the contralateral P100 could be related 
to the fact that TI acts at a hierarchically higher BA2 subregion.

Activation of S2 in the present experiments is also likely because vibrotactile stimulation activates Pacinian afferents, which project 
strongly to S2 [62]. According to perceptual-grounding theory [24,40], the imagery of vibration-related tactile sensations should 
activate the corresponding S2 regions. In addition to the P100 peak, a later centrally localized positive SEP was observed in response to 
tactile stimulation with a latency of approximately 300 ms. The bilateral distribution and late latency of this peak suggests that it 
originated from S2 [38,55]. The significant increase in P300 in both hemispheres during TI is consistent with the role of S2 in the 
perceptual grounding of tactile images. Interestingly, the contralateral P300 had a shorter latency than the ipsilateral one, suggesting 
that ipsilateral activation could be mediated by transcallosal connections [38,39]. Yet, our data are insufficient for testing this hy-
pothesis. The ipsilateral P300 could also originate from the subcortical structures (e.g. thalamus, given its connections with both S1 and 
S2 [63].

Previous studies of mental imagery (including tactile) have focused primarily on the primary sensory areas, which are thought to be 
principal contributors to mental imagery [64–66]. However, similar to our study, Yoo et al. [17] showed that S2 is involved in tactile 
imagery. In their study, TI-induced S2 activation was limited to the contralateral hemisphere and so we also expected the current study 
to show a contralateral predominance of the TI effects. Surprisingly, we found a greater increase in ipsilateral SEP peaks (P100 and 
P300). To explain the unexpected lateralization of TI effects on SEPs, we propose several hypotheses. First, the contralateral so-
matosensory areas could have been the most active one during TS because of the inputs generated by physical stimulation whereas the 
absence of these inputs during TI produced a weaker activity of the contralateral areas [67,68]. On the other hand, in response to TS at 
no-TI baseline condition, the ipsilateral regions were probably less activated [68], and TI caused facilitation that could have led to a 
stronger increase in the amplitude of the ipsi-SEPs. Second, ipsilateral SEPs were more likely to be elicited via transcallosal connec-
tions, with their peak amplitude depending on the excitability of both ipsilateral and contralateral cortical networks which in turn 
could participate in the interhemispheric transfer but not SEP formation [69,70]. Thus, an increase in ipsilateral SEPs amplitude could 
have been elicited by the additive effects of both contralateral and ipsilateral networks. Moreover, since S2 is responsible for the 
intermanual transfer of tactile image while tactile learning [71], ipsi-S2 activation in TI could be related to a transfer of an imagined 
sensation into the somatosensory representation of the opposite hand.

The P600 component is often associated with the processing of syntactic and semantic information, language comprehension, 
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memory, and attention [72]. Despite the majority of studies interpret P600 as related to language processing, P600 is also shown to be 
modulated in non-linguistic tasks, such as digit span Wechsler test on working memory [73] and hollow-mask illusion task [74]. On the 
other hand, there is evidence that P300 and P600 could be interrelated and share neural sources [75]. In line with this notion, we 
suggest that P600 facilitation in the TI condition could reflect the increased cognitive load and attentive focusing on the incoming 
stimuli caused by TI.

4.3. Frontal activation patterns modulated by tactile imagery and the role of working memory

We observed a θ-activity synchronization evoked by tactile stimuli that increased in the contralateral frontal area as TI continued. 
The frontal θ-increase is known to be associated with top-down memory processes [37]. Previous research suggested that the lateral 
prefrontal cortex (LFPC) is involved in tactile working memory [76,77]. Accordingly, we hypothesize that the observed θ-increase in 
the tactile imagery condition is an indicator of activation in the lateral prefrontal cortex (LPFC), which in turn could be caused by 
neural processing associated with TI. This hypothesis is supported by previous studies highlighting the role of the left inferior frontal 
gyrus, a part of the LPFC, in TI [24].

Consistent with these findings, the increased θ-ERS observed in our study likely signifies activation of the cortical network involved 
in the processing and integrating sensory information from working memory during mental image construction. However, it is worth 
noting that time-locked EEG deflections could be misleadingly interpreted as event-related synchronization (ERS) in the θ-range, 
potentially leading to misinterpretation of θ-ERS induced by external stimuli [78]. We found a frontal-localized P200 SEP peak, which 
could be mistakenly identified as θ-ERS on time-frequency graphs. Notably, θ-ERS showed a distinct localization in the contralateral 
frontal EEG channels, whereas the frontal P200 showed a broader distribution across frontal channels in both hemispheres (Figs. 4 and 
7), and correlation analysis did not reveal any significant associations between θ-ERS and P200 peak amplitude in no-TI condition 
(Spearman’s rank correlation; P200 no-TI versus θ-ERS no-TI: rS = 0.264; p = 0.17; N = 29).

We observed a statistically significant increase in the P200 peak during TI (Fig. 4), which could have been related to LPFC acti-
vation during TI. The literature on mental imagery suggests that the LPFC is involved in the active construction of a mental image, 
regardless of the content being imagined [14,20,21,24,79]. At the same time, several studies have suggested that imagery can be 
conceptualized as an active dynamic that reactivates experienced sensations from memory [24,30,80]. This effect could also explain 
the observed increase in P300 during TI [81,82].

Our current results and the literature support the suggestion that incoming tactile information during TI is processed, among other 
areas, in the frontal cortex in order to store experienced sensations in memory (a bottom-up process) and retrieve for tactile imagery (a 
top-down process). This processing could be manifested as elevated frontal θ-oscillations and the P200 peak (Fig. 8). At the hierar-
chically lower level, tactile stimuli are processed in somatosensory cortices (S1, S2), which are interconnected. Here an interplay could 
take place between the top-down and bottom-up streams: the content of the mental imagery is unpacked from working memory thus 
initiating a perceptual grounding process, i.e. a reversal of perception that activates the somatosensory cortices where the descending 
signals result in an additive facilitation of these areas.

4.4. Tactile imagery for BCI-control and neurorehabilitation

As well as tactile imagery leading to prominent ERD [18], these modulations can be used for BCI-control based on sensorimotor 
EEG rhythms as an independent controlling source [25,83] and as a supplementary to the motor imagery-based BCI [84]. The usage of 
somatosensory-based BCI could be helpful for clinical rehabilitation of sensorimotor impairments (e.g. after strokes or neurotrauma) 
and phantom pain.

In the recent study we observed an enhanced cortical somatosensory processing associated with TI. TI could also induce brain 
plasticity [85,86]. The usage of SEP is suitable for BCI control [87,88], and in line with this suggestion, the TI approach could improve 
the performance of these BCI systems. The other important impact of our study is the usage of SEPs increase as a measurement method 
to assess TI performance.

4.5. Limitations

In the current study we showed that TI affects cortical responses to the application of short vibrotactile stimuli to the fingertip. The 
study has several limitations. Thus, a questionnaire could have been useful like the Vividness of Tactile Imagery Questionnaire (VTIQ) 
proposed by Nierhaus et al. [66]. Additionally, we did not collect data which could have clarified the correlation between electro-
physiological measures and individual psychological characteristics. We suggested that some of the effects could be related to memory 
and attentional processes involved in the mental imagery task. Further experimental work should clarify these mechanisms. In 
addition, conventional EEG recordings do not provide precise information on the localization of cortical SEP sources because of the 
insufficient spatial resolution. Finally, the vibrostimulation method we used in this study has some disadvantages, including limita-
tions in precisely controlling the stimuli. Such stimulation affects not only cutaneous receptors but also proprioceptive (kinesthetic) 
receptors, which are part of muscle sensation and could contribute to motor-related effects. In order to properly distinguish the effects 
of TI from the motor-related effects, somatosensory stimuli will have to be used which selectively activate pressure and temperature 
receptors of the skin.
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5. Conclusion

In this study, participants engaged in a TI task during which contralateral μ-rhythm ERD was positively correlated, across the 
participants, with the ERD observed during actual vibrostimulation. TI induces alterations in several SEP components localized across 
sensorimotor and frontal cortices. The observed differences suggest that TI facilitates cortical processing, particularly in the so-
matosensory cortex (as evident from the changes in the P100 and P300 components) and frontal areas which direct somatosensory 
attention and maintain working memory. Our observations align with previous neurovisualization studies on TI and contribute 
additional data to the existing body of knowledge. The SEP components identified in our study could serve as a methodology for 
noninvasively assessing cortical mechanisms of mental imagery.
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Fig. 8. Schematic representation of the effects of the imagery process on the processing of real tactile stimuli, which we propose on the basis of the 
results obtained. Black arrows represent normal somatosensory processing. Blue arrows represent facilitation of processing during tactile imagery. 
(For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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