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OBJECTIVES: To evaluate the performance of pragmatic imputation approaches 
when estimating model coefficients using datasets with varying degrees of data 
missingness.

DESIGN: Performance in predicting observed mortality in a registry dataset was 
evaluated using simulations of two simple logistic regression models with age-
specific criteria for abnormal vital signs (mentation, systolic blood pressure, res-
piratory rate, WBC count, heart rate, and temperature). Starting with a dataset 
with complete information, increasing degrees of biased missingness of WBC 
and mentation were introduced, depending on the values of temperature and sys-
tolic blood pressure, respectively. Missing data approaches evaluated included 
analysis of complete cases only, assuming missing data are normal, and multiple 
imputation by chained equations. Percent bias and root mean square error, in re-
lation to parameter estimates obtained from the original data, were evaluated as 
performance indicators.

SETTING: Data were obtained from the Virtual Pediatric Systems, LLC, database 
(Los Angeles, CA), which provides clinical markers and outcomes in prospectively 
collected records from 117 PICUs in the United States and Canada.

PATIENTS: Children admitted to a participating PICU in 2017, for whom all re-
quired data were available.

INTERVENTIONS: None.

MEASUREMENTS AND MAIN RESULTS: Simulations demonstrated that mul-
tiple imputation by chained equations is an effective strategy and that even a naive 
implementation of multiple imputation by chained equations significantly outper-
forms traditional approaches: the root mean square error for model coefficients 
was lower using multiple imputation by chained equations in 90 of 99 of all simula-
tions (91%) compared with discarding cases with missing data and lower in 97 of 
99 (98%) compared with models assuming missing values are in the normal range. 
Assuming missing data to be abnormal was inferior to all other approaches.

CONCLUSIONS: Analyses of large observational studies are likely to encounter 
the issue of missing data, which are likely not missing at random. Researchers 
should always consider multiple imputation by chained equations (or similar im-
putation approaches) when encountering even only small proportions of missing 
data in their work.

KEY WORDS: bias; hospital mortality; intensive care units; models/statistical; 
pediatrics; sepsis/classification

Analyzing large datasets of routinely collected data is becoming more 
commonplace in the development of risk stratification models (1–4), 
such as the Pediatric Index of Mortality 2 (5), the Pediatric Risk of 

Mortality score 3 (6), pediatric systemic inflammatory response syndrome 
(pSIRS) (7), and pediatric quick Sequential [Sepsis-Related] Organ Failure 
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Assessment (qSOFA) (3) models. Electronic medical 
record (EMR) data quality varies (8), yet these data-
sets provide a valuable resource, as recently high-
lighted in the derivation of adjusted sepsis mortality 
rates from EMR data (9). Unfortunately, clinical data-
sets typically include incomplete cases (i.e., missing 
data in some variables), and it is not uncommon to 
encounter large fractions (e.g., 40% or more) of in-
complete observations (10). The preferred option is 
to apply “multiple imputation” (11–13). Nevertheless, 
there are simpler alternatives, including “complete 
case analysis,” in which all cases with missing obser-
vations were discarded, or “single imputation,” which 
depends on operational assumptions, such as pre-
suming that laboratory tests are omitted when clinical 
suspicion is low.

Multiple imputation is a theory-driven approach 
(11, 12, 14), which rests on the assumption that data 
elements are missing according to a probabilistic pro-
cess, or “missing data mechanism,” which is inde-
pendent of the unobserved value. This is the case, for 
example, if observations are unobserved due to purely 
external mechanisms unrelated to the processes being 
considered, a situation which is termed “missing com-
pletely at random.” A less stringent assumption is that 
the missing mechanism depends on observable data, 

for example, if certain elements are likely to be missing 
according to the age of the subject (assuming of course 
that age is available on all cases). This type of mech-
anism falls under the terminology “missing at random.”

Under either of these assumptions, it is feasible to 
generate sets of values that resemble a random sample 
from the probability distribution of the unknown 
value as it relates to the available information, yielding 
multiple imputed datasets. Following this approach, 
one applies the complete data estimation algorithm 
to each of imputed datasets and takes the mean across 
the resultant estimates. ses for these estimates can 
be derived from a simple formula combining within 
sample and between sample variance (14, 15). One 
popular implementation of this approach is Multiple 
(or Multivariate) Imputation using Chained Equations 
(MICE) (16, 17).

Multiple imputation cannot be taken as a panacea 
(15, 18), as situations may arise where the missing at 
random condition fails. Observations may not be re-
corded when a clinical test would 1) yield a predict-
able or clinically unimportant result and is thus not 
performed, 2) was not feasible, or 3) was performed, 
produced a significant result and was acted on im-
mediately, rendering the recording of the result un-
necessary. In such cases, these data are not missing at 
random and the application of multiple imputation 
may lead to biased results.

The other methods have their limitations as well: 
complete case analysis is evidently prone to inflation 
of the variance in estimation due to omission of po-
tentially informative data and can result in bias if the 
mechanism of missing data are nonrandom and oper-
ates selectively in a manner that yields a nonrepresen-
tative set of complete observations (e.g., if data can 
only be obtained from conscious patients); bias may 
also result if the operational logic underlying simple 
imputations (e.g., missing is normal) is faulty (19–23).

The purpose of this study was to evaluate simula-
tions of biased missingness in a dataset of ICU obser-
vations to determine how best to overcome this data 
missingness statistically. The goal was to provide guid-
ance for clinician-scientists around the methodology 
for performing analyses in the presence of missing 
clinical data, how clinicians should interpret results 
with its underlying uncertainty, and to gain a better 
understanding of the advantages and limitations of 
using multiple imputation approaches.

 RESEARCH IN CONTEXT

• Researchers analyzing large clinical datasets 
will nearly always encounter the problem of 
missing data. Their approach to managing this 
missingness can have a significant impact on 
the potential for bias in their results and the va-
lidity of their interpretation.

• In this study, we compare the effects of com-
monly used approaches to managing miss-
ing data, using a sample dataset from Virtual 
Pediatric Systems: complete case analysis, 
assuming missing values are normal (or ab-
normal), substituting average values, and mul-
tiple imputation by chained equations (MICE).

• Our simulations that we evaluated against 
the known outcomes found that MICE out-
performed all the other methods we evalu-
ated, almost irrespectively of the degree of 
missingness.
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MATERIALS AND METHODS

Study Design

The efficacies of approaches designed to contend with 
missing data were determined by their effect on the 
estimation of certain parameters of interest. Usually, 
these are the parameters of a statistical model one 
would hope to fit if a complete dataset was available. 
We used a simulation approach to evaluate pragmatic 
imputations (assuming missing is normal, or assuming 
missing is abnormal) and complete case analysis, and 
contrasted their performance with a simple multiple 
imputation (MICE) approach. We did so using a large 
complete dataset into which varying degrees of non-
random missingness were introduced.

This article has been prepared with reference to the 
guidelines for Transparent Reporting of a multivari-
able prediction model for Individual Prognosis Or 
Diagnosis (24) and guidance on the development and 
reporting of prediction models for the critical care set-
ting (25).

Data Source

The Virtual Pediatric Systems (VPS, LLC, Los Angeles, 
CA) database contains a prospective observational co-
hort of consecutive PICU admissions in 117 participat-
ing hospitals in the United States and Canada, which 
uses standardized clinical definitions; VPS ensures 
data quality control and undergoes extensive quality 
validation prior to release of the data for analysis (26). 
VPS does not require completed entries for all fields 
before a record is accepted into the registry; data iden-
tified as “missing” during our analysis do not indicate 
gaps in VPS data collection/validation processes but 
rather would not have been recorded by the participat-
ing PICU, either for clinical or administrative reasons. 
The VPS registry is widely used as it provides access to 
a representative clinical cohort.

Approval was obtained from the University of British 
Columbia/Children’s & Women’s Health Centre of 
British Columbia Research Ethics Board (H19-00279) 
for secondary analysis of data from the VPS database; 
waiver of written informed consent was granted.

Mortality Risk Score Models

To illustrate the effect of various approaches and their 
performance, we performed a simulation experiment. 

Specifically, we used the coefficients of two logistic re-
gression models generated by creating simple mortality 
risk score models for children with sepsis. First, we 
created a model using pSIRS criteria (7), which though 
not designed as a mortality risk score is increasingly 
used as such, and which used age-specific vital signs 
criteria from Goldstein et al (7) for abnormal heart 
rate (HR), abnormal respiratory rate (RR), abnormal 
temperature, and abnormal WBC (leukocyte) count. 
Second, we created a model using pediatric qSOFA 
scores (3), which used age-specific vital signs crite-
ria from Goldstein et al (7) for abnormal RR and ab-
normal systolic blood pressure (SBP), while applying 
the corrected thresholds from their letter to the editor 
(27), and a Glasgow Coma Scale (GCS) score less than 
or equal to 11 for abnormal mental status (28).

Patient Population

The analysis used data from all children (age < 18 yr)  
admitted to 117 PICUs between January 1, 2017, and 
December 31, 2017. Each child was admitted to a 
PICU one or more times, yielding a total of 123,035 
unique patient episodes, for each of which the VPS da-
tabase reports a number of different clinical observa-
tions. Note, this cohort was further reduced to create 
“complete populations” for simulation analysis.

Creating a Complete Dataset

Data were analyzed using R statistical software 
(R Foundation for Statistical Computing, Vienna, 
Austria) (29). Data science and visualization pack-
ages, including “tidyverse” (Version 1.3.0), “mice”  
(Version 3.13.0), “pROC” (Version 1.17.0.1), “ROCR” 
(Version 1.0.11), and “viridis” (Version 0.6.0) were 
used for statistical analysis and experimentation. We 
have provided the R code files, which were used to 
build the models and generate results (https://github.
com/part-cw/PCCM_2021_ImputationModel). 
Statistical properties including bias, variance, and the 
coverage rate of different estimation procedures ne-
cessitate an underlying ground truth knowledge of the 
model coefficients. Two “complete populations” were 
defined: 48,485 subjects for whom a pSIRS score could 
be calculated with complete data and 32,293 subjects 
for whom a qSOFA score could be calculated with 
complete data. We then fit the corresponding logistic 
regression models to both complete populations and 

https://github.com/part-cw/PCCM_2021_ImputationModel
https://github.com/part-cw/PCCM_2021_ImputationModel


Steif et al

e32     www.pccmjournal.org January 2022 • Volume 23 • Number 1

the model performance (fit) was evaluated using the 
area under the receiver operating characteristic curve 
(AUC), computed using five-fold cross-validation in 
150-run experiments.

Observation of Missingness Patterns  
to Motivate Simulation Strategy

The amount of missing data and the mechanism by 
which missingness occurs should inform the choice 
of estimation method. Thus, the proportion of missing 
values for GCS, used to determine abnormal menta-
tion, and WBC were evaluated as a function of the re-
porting PICU size and the percentage of observations 
in the dataset submitted by each PICU that contain 
values outside the normal range. Both variables were 
chosen as they exhibited a high degree of missingness, 
namely 59% for WBC and 72% for GCS, and because 
their missingness was somewhat informative of other 
variables (Table 1). While it is likely these data were 
not missing at random, our retrospective analysis can-
not distinguish the nature of these missingness pat-
terns; that is, we cannot determine whether these data 
are missing at random (e.g., data lost in transcription 
or the laboratory system unavailable) or not missing 
at random (e.g., because the test was not ordered for 
clinical reasons or is not uploaded to the VPS system). 
These variables are frequently included in PICU prog-
nostic scores and are, hence, useful examples for this 
simulation experiment.

Inducing Missingness

We artificially induced missingness into both complete 
populations to create five datasets for evaluating impu-
tation approaches with different proportions of miss-
ing data (10%, 30%, 50%, 70%, and 90% of subjects 
with missing values) under biased sampling schemes 
intended to mimic the missingness patterns observed 
in the original dataset. Specifically, we elected to simu-
late two simple missingness scenarios—one, where the 
probability for WBC presence depended on abnormal 
temperature, and one, where the probability of GCS 
presence depended on abnormal SBP. The “50% miss-
ing” datasets were the primary focus of our evaluation.

Under the first biased sampling scheme, a subject’s 
probability of selection was governed by the sam-
pling weight assigned to their binary “abnormal tem-
perature” status. This simulation mimics the missing 

mechanism observed in the complete dataset by fea-
turing a weighted sampling scheme (without replace-
ment) based on temperature—a variable distinguishing 
subjects with recorded/missing WBC in the complete 
dataset (Table  1). WBC missingness was artificially 
induced in the 48,485 patient episodes in which all 
four pSIRS components were recorded. For example, 
if sampling weight equaled 0.2 and missingness was 
50%, given a fixed number of remaining observations, 
then a subject with a temperature in the normal range 
was four times more likely to be selected to have their 
WBC missing, than a subject with a temperature in the 
abnormal range. Weights ranged from 0.05 to 0.95 and 
the sampling schemes were repeated 150 times under 
each combination of missing proportion and sampling 
weight. We employed this approach for the model in-
cluding WBC; that is, for the pSIRS model.

A second biased sampling scheme was conducted 
based on the differences in SBP of those subjects with 
missing or recorded GCS value (Table 1). This simu-
lation features a weighted sampling scheme (without 
replacement) based on a subject’s SBP. Mentation 
missingness is artificially induced in the 32,293 patient 
episodes in which all three qSOFA components were 
recorded. Again, weights ranged from 0.05 to 0.95 and 
the sampling schemes were repeated 150 times under 
each combination of missing proportion and sampling 
weight. We employed this approach for the model in-
cluding GCS; that is, for the qSOFA model.

Imputing Missing Data

Next, the following four estimation procedures, or 
imputation strategies, were applied to the incomplete 
datasets: 1) MICE, as implemented in the R pack-
age “mice” (16), with the five imputed datasets; 2)  
complete case analysis, in which all episodes with 
missing observations were discarded (“missing dis-
carded”); 3) all missing observations were assumed 
to be in the normal range (“missing-as-normal”); 
and 4) all missing observations were assumed to be 
outside the normal range (“missing-as-abnormal”). 
We also investigated using the mode approach to 
imputation but recognized that a model taking bi-
nary predictors (normal or abnormal vital signs) 
suggests that replacing missing observations with 
the mode (or even median or mean) value for a 
given age group will likely be identical to option (3) 
“missing-as-normal.”
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TABLE 1. 
Overview of Study Population With Demographics and Risk Factors, Split  
by Outcome

Patient Characteristic
Total  

(n = 118,826)
Died  

(n = 2,600)
Survived  

(n = 116,226)

Age category

 0 d to < 1 wk 1,862 (2%) 136 (5%) 1,726 (1%)

 1 wk to < 1 mo 2,898 (2%) 101 (4%) 2,797 (2%)

 1 mo to < 2 yr 39,545 (33%) 893 (34%) 38,652 (33%)

 2 to < 6 yr 23,781 (20%) 428 (16%) 23,353 (20%)

 6 to < 13 yr 26,036 (22%) 538 (21%) 25,498 (22%)

 13 to < 18 yr 24,704 (21%) 504 (19%) 24,200 (21%)

Gender

 Female 53,073 (45%) 1,123 (43%) 51,950 (45%)

 Male 65,742 (55%) 1,477 (57%) 64,265 (55%)

Length of stay (d) 4.2 (± 11.1) 13.1 (± 27.3) 4.0 (± 10.3)

Pediatric Index of Mortality 2 (5) probability of death 2.4 (± 7.9) 31.1 (± 35.2) 1.7 (± 4.2)

Pediatric Risk of Mortality score 3 (6) probability of death 2.1 (± 9.5) 40.3 (± 39.0) 1.3 (± 5.0)

Temperature

 Abnormal 26,201 (22%) 1,642 (63%) 24,559 (21%)

 Normal 90,733 (76%) 850 (33%) 89,883 (77%)

 Missing 1,892 (2%) 108 (4%) 1,784 (2%)

Heart rate

 Abnormal 57,392 (48%) 1,801 (69%) 55,591 (48%)

 Normal 61,245 (52%) 792 (30%) 60,453 (52%)

 Missing 189 (0%) 7 (0%) 182 (0%)

Respiratory rate

 Abnormal 108,830 (92%) 2,194 (84%) 106,636 (92%)

 Normal 9,930 (8%) 396 (15%) 9,534 (8%)

 Missing 66 (0%) 10 (0%) 56 (0%)

Systolic blood pressure

 Abnormal 26,821 (23%) 1,567 (60%) 25,254 (22%)

 Normal 91,348 (77%) 1,016 (39%) 90,332 (78%)

 Missing 657 (1%) 17 (1%) 640 (1%)

Mentation

 Abnormal 7,351 (6%) 934 (36%) 6,417 (6%)

 Normal 25,437 (21%) 132 (5%) 25,305 (22%)

 Missing 86,038 (72%) 1,534 (59%) 84,504 (73%)

WBC count

 Abnormal 20,838 (18%) 1,244 (48%) 19,594 (17%)

 Normal 28,233 (24%) 799 (31%) 27,434 (24%)

 Missing 69,755 (59%) 557 (21%) 69,198 (60%)

Data are presented as mean (± sd) for continuous variables or n (%) for categorical variables.
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Comparing Imputation Strategies

We compared the four different imputation strategies 
by comparing the deviation of the imputation models’ 
coefficients with respect to the true coefficients of the 
complete population model. Given a sampling weight 
and missing proportion, the 150 independent esti-
mates of each model’s coefficients were pooled together 
to obtain the percent bias, root mean square error 
(RMSE), and coverage rate. As per van Buuren (30),  
percent bias and RMSE were both calculated based on 
difference between the average estimate over 150 runs 
and the true coefficient. For percent bias, we divided 
the raw bias (difference between the average estimate 
over 150 runs and the true coefficient) by the true co-
efficient, taking the absolute value, then multiplying 
by 100. The RMSE was obtained by taking the square 
root of the mean of 150 squared differences between 
the estimates and true parameter value. Finally, the 
coverage rate is the proportion of CIs (out of 150) that 
contain the true coefficient value.

To assess the performance differences between 
groups, we first counted the times MICE resulted in a 
lower RMSE or percentage bias when compared with 
missing-as-normal and complete case analysis. Next, 
we used paired t tests, using a one-tailed test with 
lower as the alternative hypothesis, for each model’s 
coefficient for a given sampling weight and missing-
ness, which were summarized as percentages of the 
total number of coefficients that had a statistically sig-
nificant p value of less than 0.05.

Fréchet distances between RMSE curves were calcu-
lated separately for all pairwise combinations of missing 
proportions (e.g., comparing MICE at 10% vs MICE at 
30%, MICE at 10% vs MICE at 50%, etc.) and summa-
rized in a table as mean, sd, minimum and maximum 
values for each imputation approach and model coef-
ficient; the Fréchet distance provides a measure of the 
resemblance between curves, which considers the loca-
tion and ordering of points on the curves (31).

Finally, the performance of each imputation strategy 
was evaluated using AUC as a comparison: having in-
duced missingness as described and imputed miss-
ing values using the appropriate sampling scheme for 
pSIRS and qSOFA, AUC values were computed for the 
logistic regression models built on each of the imputed 
population datasets, using five-fold cross-validation. 
The reported AUC values were obtained by taking the 
mean value of the AUCs computed from 150 runs. 

These AUCs were compared against the complete 
population dataset, using Welch’s paired t test, with 
the significance level set at p equal to 0.01 to correct 
for multiple comparisons across missingness levels of 
10%, 20%, 50%, 70%, and 90%.

RESULTS

The study cohort included 118,826 episodes of ICU 
admission with sufficiently complete data for analysis; 
children had a mean age of 6.3 years (sd 5.90 yr) and 
a 2.19% mortality rate (Table 1); 8,677 (7.3%) of these 
children had had a previous ICU admission. There 
were 48,485 subjects for whom a pSIRS score could be 
calculated with complete data (mortality rate 4.08%), 
and 32,293 subjects for whom a qSOFA score could be 
calculated with complete data (mortality rate 3.15%).

Missingness Patterns for Abnormal Mentation 
(GCS) and Abnormal WBC

GCS was frequently not reported: in 90 of 117 (76.9%) 
PICUs, GCS was recorded in less than 50% of epi-
sodes, and in 37 of 117 (30.8%) PICUs, GCS was re-
corded in less than 10% of episodes. Similarly, the 
proportion of patient episodes without a WBC meas-
urement varies among PICUs, although the range of 
reporting for WBC (sd = 17%) is narrower than for 
GCS (sd = 31%) (Fig. 1). There was no evidence of 
correlation between unit size and the proportions of 
abnormal GCS (Pearson r = 0.18) or abnormal WBC  
(r = 0.12); similarly, there was no correlation between 
unit size and the proportions of missing GCS (r = 0.11) 
or missing WBC (r = 0.03).

In this dataset, 29% of children with a recorded 
WBC had an “abnormal temperature,” compared 
with just 17% of children that were missing a WBC 
measurement (odds ratio, 2.02; 95% CI, 1.97–2.08;  
p < 0.001) (Table 2). Similarly, 24% of children with a 
recorded GCS were listed as having an “abnormal SBP,” 
compared with just 19% of children with a missing 
GCS (odds ratio, 1.29; 95% CI, 1.25–1.33; p < 0.001).

Reference Models

The reference coefficients for the pSIRS model, with 
a moderate population-level AUC of 0.765, were: 
logit(pSIRS) = 4.107 + (–0.766, abnormal HR) + (–0.679, 
abnormal WBC) + (0.784, abnormal RR) + (–1.672, ab-
normal temperature). For the qSOFA model, with an 
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acceptable population-level AUC of 0.880, the reference 
coefficients were: logit(pqSOFA) = 5.291 + (–3.052, ab-
normal mentation) + (0.503, abnormal RR) + (–1.621, 
abnormal SBP).

Effects of pSIRS Model Coefficients if WBC  
Is Missing in Half of the Episodes

A naive implementation of MICE obtained a lower 
percent bias (Fig. 2A) in 53 of 55 (96%) simulated 
conditions and a lower RMSE (Fig. 2B) in 53 of 55 
(96%) simulated conditions than assuming missing-
as-normal. The MICE algorithm was also preferable to 
discarding all episodes with missing observations for 
complete case analysis, as observed by the lower per-
cent bias (Fig. 2A) in 37 of 55 (67%) simulated condi-
tions, and a lower RMSE (Fig. 2B) in 47 of 55 (85%) 
simulated conditions. Specifically, the RMSE was bet-
ter for all coefficients, except for abnormal WBC in the 

missing-as-normal method, and all but the intercept in 
the complete case analysis method.

Effects of qSOFA Model Coefficients if 
Mentation Is Missing in Half of the Episodes

MICE resulted in the lowest RMSE (Fig. 3B) in 43 of 44 
(98%) simulated conditions when estimating all four of 
the model’s coefficients and had a comparable percent-
bias (Fig. 3A)  to that observed while discarding episodes 
with missing observations for complete case analysis, in 
which it was better in 28 of 44 (64%) simulated condi-
tions. The missing-as-normal assumption was inferior 
irrespective of the metric considered (Fig. 3).

Robustness to Degree of Missingness

Compared with complete case analysis, MICE had a 
statistically significantly difference in RMSE for the 

Figure 1. Proportion of missing values for Glasgow Coma Score, used to determine abnormal mentation, and WBC count by unit size. 
The proportion of abnormal values for each unit is indicated using the color gradient from purple (all normal) to yellow (all abnormal).
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TABLE 2. 
Overview of Study Population Risk Factor Characteristics, Split by Missingness Patterns 
for Both Leukocytes (WBC Count) and Mentation

Patient Characteristic
Total  

(n = 118,826)

Recorded 
WBC  

(n = 49,071)

Missing  
WBC  

(n = 69,755)

Recorded 
Mentation  

(n = 32,788)

Missing 
Mentation  

(n = 86,038)

Age (yr) 6.3 (± 5.9) 6.6 (± 6.0) 6.2 (± 5.8) 7.5 (± 6.1) 5.9 (± 5.8)

Gender

 Female 53,073 (45%) 21,929 (45%) 31,144 (45%) 14,841 (45%) 38,232 (44%)

 Male 65,742 (55%) 27,132 (55%) 38,610 (55%) 17,945 (55%) 47,797 (56%)

Mortality (%) 2.2 (± 14.6) 4.2 (± 20.0) 0.8 (± 8.9) 3.3 (± 17.7) 1.8 (± 13.2)

Length of stay (d) 4.2 (± 11.1) 5.5 (± 12.9) 3.3 (± 9.5) 3.3 (± 8.2) 4.5 (± 12.0)

Pediatric Index  
  of Mortality 2 (5) 

probability of death

2.4 (± 7.9) 3.9 (± 11.3) 1.4 (± 3.9) 3.2 (± 11.6) 2.1 (± 5.9)

Pediatric Risk of Mortality  
  score 3 (6) probability  

of death

2.1 (± 9.5) 4.2 (± 13.9) 0.7 (± 3.6) 3.3 (± 13.8) 1.7 (± 7.1)

Temperature

 Abnormal 26,201 (22%) 14,357 (29%) 11,844 (17%) 6,824 (21%) 19,377 (23%)

 Normal 90,733 (76%) 34,241 (70%) 56,492 (81%) 25,541 (78%) 65,192 (76%)

 Missing 1,892 (2%) 473 (1%) 1,419 (2%) 423 (1%) 1,469 (2%)

Heart rate

 Abnormal 57,392 (48%) 24,537 (50%) 32,855 (47%) 15,207 (46%) 42,185 (49%)

 Normal 61,245 (52%) 24,485 (50%) 36,760 (53%) 17,561 (54%) 43,684 (51%)

 Missing 189 (0%) 49 (0%) 140 (0%) 20 (0%) 169 (0%)

Respiratory rate

 Abnormal 108,830 (92%) 44,122 (90%) 64,708 (93%) 30,073 (92%) 78,757 (92%)

 Normal 9,930 (8%) 4,916 (10%) 5,014 (7%) 2,700 (8%) 7,230 (8%)

 Missing 66 (0%) 33 (0%) 33 (0%) 15 (0%) 51 (0%)

Systolic blood pressure

 Abnormal 26,821 (23%) 14,254 (29%) 12,567 (18%) 6,379 (19%) 20,442 (24%)

 Normal 91,348 (77%) 34,717 (71%) 56,631 (81%) 26,330 (80%) 65,018 (76%)

 Missing 657 (1%) 100 (0%) 557 (1%) 79 (0%) 578 (1%)

Mentation

 Abnormal 7,351 (6%) 4,328 (9%) 3,023 (4%) 7,351 (22%) 0 (0%)

 Normal 25,437 (21%) 10,153 (21%) 15,284 (22%) 25,437 (78%) 0 (0%)

 Missing 86,038 (72%) 34,590 (70%) 51,448 (74%) 0 (0%) 86,038 (100%)

WBC count

 Abnormal 20,838 (18%) 20,838 (42%) 0 (0%) 6,477 (20%) 14,361 (17%)

 Normal 28,233 (24%) 28,233 (58%) 0 (0%) 8,004 (24%) 20,229 (24%)

 Missing 69,755 (59%) 0 (0%) 69,755 (100%) 18,307 (56%) 51,448 (60%)

Data are presented as mean (± sd) for continuous variables or n (%) for categorical variables.
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A

B

Figure 2. Effect of varying degrees of abnormal temperature (Temp) sample weighting on the coefficients of the pediatric systemic 
inflammatory response syndrome (pSIRS) model, when 50% of WBC count values are missing for three approaches: multiple imputation 
by chained equations (MICE), missing as normal, and complete case analysis (missing discarded). A, The performance using percentage 
bias of the coefficients, while B shows root mean square error (RMSE) for the coefficients. The model coefficients included the 
intercept, as well as abnormal heart rate (HR), WBC, respiratory rate (RR), and Temp.
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A

B

Figure 3. Effect of varying degrees of abnormal systolic blood pressure (SBP) sample weighting on the coefficients of the quick 
Sequential [Sepsis-Related] Organ Failure Assessment (qSOFA) model, when 50% of mentation values are missing for three 
approaches: multiple imputation by chained equations (MICE), missing as normal, and complete case analysis (missing discarded).  
A, The performance using percentage bias of the coefficients, while B shows root mean square error (RMSE) for the coefficients. The 
model coefficients included the intercept, as well as abnormal mentation, respiratory rate (RR), and SBP.
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pSIRS model coefficients in 43 of 55 (78%) cases and 
46 of 55 (84%) for the qSOFA model coefficients. 
When comparing MICE to missing-as-normal, these 
values were 52 of 55 (95%) and 31 of 55 (56%), respec-
tively. This comparison of RMSE values is illustrated 
in a heatmap of p values in Supplementary Figs. A–D 
(http://links.lww.com/PCC/B899).

Qualitatively, roughly the same patterns emerge ir-
respective of the proportion of missingness induced 
and also for both the pSIRS and the qSOFA coefficients 
(Supplementary Fig. E, http://links.lww.com/PCC/
B899). When quantified using Fréchet distances between 
RMSE curves, MICE proved to be the most robust to the 
degree of missingness, with the smallest average distance 
between RMSE curves when examining all four qSOFA 
coefficients, and four of five pSIRS coefficients (Table 3).

As expected, the approach of discarding episodes 
with missing observations appears to suffer with 
increasing amounts of missing data. Nevertheless, 
even with 90% missingness, the performance of the 
MICE coefficients is likely acceptable for most uses: 

the coverage rate, whereby the 95% CI of the imputed 
coefficients included the true value, exceeds 0.95 in 46 
of 55 (83.6%) pSIRS coefficient and sampling weight 
combinations, and 31 of 44 (70.5%) qSOFA coefficient 
and sampling weight combinations.

Also, see Supplementary Figure E (http://links.lww.
com/PCC/B899) for the RMSE values.

Missing As Abnormal

For reference, assuming missing-as-abnormal when 
estimating all of the model’s coefficients performed 
much worse in both RMSE (MICE was better in 95% of 
simulations, missing-as-normal in 82% of simulations, 
and complete case analysis in 91% of simulations) and 
percent-bias dimensions (MICE was better in 97% of 
simulations, missing-as-normal in 79% of simulations, 
and complete case analysis in 96% of simulations).  
It was so much worse that we did not include it in any 
of the plots, as it exceeded the y-axis ranges with which 
the current data are presented.

TABLE 3. 
Fréchet Distance Between Root Mean Square Error Curves, Grouped by Model (Pediatric 
Systemic Inflammatory Response Syndrome or Quick Sequential [Sepsis-Related] Organ 
Failure Assessment) and Split by Imputation Approach

Model 
Coefficient

Multiple Imputation 
by Chained 

Equations Curves
Complete Case 
Analysis Curves

Missing-As-Normal 
Curves

Missing As 
Abnormal Curves

Pediatric systemic inflammatory response syndrome coefficients

 (Intercept) 0.09 (0.04) (0.05–0.15) 3.33 (4.12) (0.07–8.15) 0.11 (0.05) (0.05–0.2) 0.16 (0.07) (0.09–0.3)

 Abnormal WBC 0.18 (0.07) (0.10–0.30) 0.15 (0.07) (0.06–0.29) 0.19 (0.08) (0.07–0.34) 0.06 (0.02) (0.02–0.1)

 Abnormal heart  
 rate

0.03 (0.01) (0.02–0.05) 0.11 (0.07) (0.02–0.21) 0.05 (0.02) (0.02–0.07) 0.11 (0.04) (0.04–0.17)

 Abnormal RR 0.03 (0.01) (0.01–0.05) 0.29 (0.15) (0.10–0.58) 0.06 (0.03) (0.02–0.10) 0.12 (0.05) (0.06–0.21)

 Abnormal  
 temperature

0.11 (0.04) (0.01–0.14) 6.87 (3.46) (0.05–9.69) 0.12 (0.05) (0.04–0.21) 0.04 (0.02) (0.02–0.07)

Quick Sequential (Sepsis-Related) Organ Failure Assessment coefficients

 (Intercept) 0.16 (0.10) (0.04–0.32) 3.07 (3.81) (0.05–7.57) 0.73 (0.39) (0.32–1.48) 0.41 (0.22) (0.13–0.86)

 Abnormal  
 mentation

0.17 (0.10) (0.05–0.35) 0.18 (0.10) (0.07–0.35) 0.61 (0.28) (0.26–1.17) 0.15 (0.07) (0.05–0.26)

 Abnormal systolic  
 blood pressure

0.34 (0.18) (0.06–0.58) 3.15 (3.76) (0.11–7.55) 0.44 (0.16) (0.18–0.66) 0.44 (0.18) (0.18–0.82)

 Abnormal RR 0.09 (0.04) (0.04–0.15) 0.62 (0.61) (0.08–1.44) 0.17 (0.07) (0.07–0.30) 0.79 (0.39) (0.34–1.54)

RR = respiratory rate.
Fréchet distances are presented as mean (sd) (range).
The lowest average value in a given row is in boldface font.

http://links.lww.com/PCC/B899
http://links.lww.com/PCC/B899
http://links.lww.com/PCC/B899
http://links.lww.com/PCC/B899
http://links.lww.com/PCC/B899
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Mode Imputation of Missing Values

In our models, the most frequent value was identical to 
the normal value for each predictor. Thus, the results 
from mode imputation were identical to the “missing 
as normal” imputation.

Performance of pSIRS and qSOFA Models i 
n Terms of AUC

For the pSIRS models, in which data had been imputed 
using MICE, AUCs were in the range 0.764–0.772; 
these AUCs were actually higher than the population-
level AUC of 0.765 for 10% (p < 0.001) and 30% miss-
ingness (p < 0.001) and were not different from it for 
50%, 70%, and 90% missingness (p > 0.014). Using 
missing-discarded imputation, AUCs for the pSIRS 
models were in the range 0.602–0.766; these values 
were not different to the population-level AUC for 
10%, 30%, and 50% missingness (p > 0.040), but per-
formance then deteriorated with a significantly dif-
ferent AUC at 70% (p = 0.004) and 90% missingness  
(p < 0.001). Using missing-as-normal imputation, 
AUCs were in the range 0.753–0.765, which were signif-
icantly lower than the population-level AUC at all lev-
els of missingness (p < 0.001) (Supplementary Fig. F,  
http://links.lww.com/PCC/B899).

For the qSOFA models, in which data had been 
imputed using MICE, AUCs were in the range 0.842–
0.884; again, these AUCs were actually higher than the 
population-level AUC of 0.880 at 10% (p < 0.001) and 
30% missingness and not different from it at higher 
levels of missingness (p > 0.070). Using missing-
discarded imputation, AUCs for the qSOFA models 
were in the range 0.780–0.885; performance deterio-
rated to a significant degree only at 90% missingness  
(p = 0.007). Using missing-as-normal imputation, 
AUCs were in the range 0.734-0.863, which were sig-
nificantly lower than the population-level AUC at all 
levels of missingness (p < 0.001) (Supplementary Fig. F,  
http://links.lww.com/PCC/B899).

DISCUSSION

Analyses of large observational studies will en-
counter the issue of missing data, which are likely 
not missing at random. Rooted in convenience, 
traditional approaches have been either to discard 
cases with missing observations or to assume that 
values are in the normal range (20, 23). Increasingly 
reports of predictive algorithms, big data approaches 
to medicine, and secondary use of legacy databases 
have necessarily raised the need to understand data 
imputation strategies to manage missing data; this is 
echoed in recent guidance on development and re-
porting of prediction models for the critical care set-
ting (25).

Key Findings

Simulations performed in this study demonstrate that 
a simple implementation of MICE resulted in a lower 
percent bias (in 97% of simulations) and RMSE (in 
97% of simulations) than assuming missing-as-nor-
mal. In both simulated scenarios—applying pSIRS or 
qSOFA models—MICE provided the best performance 
estimates for all model coefficients. When compared 
with complete case analysis (i.e., discarding cases with 
missing observations), MICE also resulted in lower 
RMSE (in 91% of all simulations) and similar, or better, 
percent-bias (in 66% of all simulations) for all model 
coefficients. The AUC results for the pSIRS and qSOFA 
models also suggested that MICE can provide a robust 
imputation strategy, even for datasets with large pro-
portions of missing data. Missing-as-abnormal always 
performed worse than any other approach.

 AT THE BEDSIDE

• MICE is a robust approach, which researchers 
should consider when encountering even small 
degrees of missingness in large clinical datas-
ets; statistical guidance may be required to im-
plement MICE appropriately.

• Suboptimal strategies for dealing with miss-
ing data, including complete case analysis in 
some situations, can lead to errors in model 
coefficients, which may contribute to mis-
interpretation of results and invalidate their 
generalizability.

• The concerns identified by our results suggest 
it may be prudent to apply a MICE approach 
to reexamine the conclusions of high-impact 
studies that have been used to support risk 
stratification tools currently in clinical use.

http://links.lww.com/PCC/B899
http://links.lww.com/PCC/B899
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MICE was found to be surprisingly robust to large 
amounts of missing data as similar patterns emerge ir-
respective of the proportion of missingness induced. 
This contrasts with the expected degradation in per-
formance that occurs with increasing amounts of miss-
ing data when using the method of discarding cases 
with missing observations. Hence, researchers should 
consider MICE approaches when encountering miss-
ing data in their work—albeit, for small amounts of 
missingness, doing complete case analysis may also be 
a reasonable approach, although the threshold for this 
has not been explicitly evaluated in this study. Caution 
is advised in adopting a mode, missing-as-normal or 
missing-as-abnormal assumption, as these were found 
to be inferior approaches in this study.

Clinical Implications

Given that in most current and past studies, missing 
data were either discarded or replaced with normal 
values, the coefficients obtained in such prediction 
models may be suboptimal; that is, further from the 
true, as yet unknown, underlying values. This is partic-
ularly concerning for studies that reported only small 
subsets of large datasets due to large overall missing-
ness when combining many different risk factors with 
smaller degrees of missingness. Many of the risk pre-
diction studies in critical care have used this strategy, 
which may limit their generalizability (4, 32–34). 
Furthermore, analyses performed on data from an 
adult trauma registry also support the case for using 
multiple imputation: one study found that handling of 
missing data significantly influenced the assessment of 
trauma care performance as expressed by the number 
of unexpected deaths (35); another performed an ex-
ternal validation of a risk model for nosocomial pneu-
monia after coronary artery bypass graft surgery and 
found that both missing-as-low-risk and complete case 
analyses showed unacceptable calibration as per the 
Hosmer-Lemeshow test, while maintaining reasonable 
discrimination (36).

Additionally, missingness patterns themselves can 
be informative; for example, the presence or absence of 
laboratory values was a potential predictor of inhospital 
and 30-day mortality in a large ICU database (Medical 
Information Mart for Intensive Care III database) (37, 38);  
similarly, an analysis of electronic health record data 
found that both the presence and timing of a labo-
ratory test order were significantly associated with 

3-year survival in outpatients (39). Yet, this approach 
may limit the transferability of models between differ-
ent health systems, as seen in the results of a recent 
sepsis prediction competition (40). This caution may 
be particularly applicable to machine learning models 
which, if trained and validated on local clinical data, 
may not always be generalizable to other clinical con-
texts (41). Missingness in time-series data remains a 
problem that may be addressed with forward filling, 
recurring neural networks (42), or fuzzy-based identi-
fication of recoverable or nonrecoverable data (43), to 
which other approaches are then applied. Identifying 
the optimal approach to resolve these challenges is an 
area for future work.

Practical Suggestions for Future Studies

Software development has made it reasonably straight-
forward to implement the MICE approach; however, 
like any other complex modeling exercise, it requires 
careful consideration at each stage of development.  
The approaches required for imputing values in different 
data types (normally distributed or skewed continuous 
data, binary or categorical variables), how to select the 
variables in the imputation model, and how to decide the 
appropriate number of imputations all need to be con-
sidered (15). The aim is to strike a balance between a suf-
ficiently rich imputation scheme and an unstable model.

Considering the concerns raised by our results, it may 
be prudent to apply a MICE approach to reexamine the 
results and conclusions of high-impact studies, which 
have been used to implement risk stratification tools 
that are now in clinical use. Similar concerns with im-
putation methodology, expressed through letters to the 
editor, prompted the cardiovascular disease risk score 
(QRISK) (44) to be replaced by a second version (45).  
Ideally, reanalysis would be performed externally, on 
a second dataset, but it might be more feasible to call 
upon the original authors to do so.

Development of any prediction model for the crit-
ical care domain should include consideration of how 
to manage missing values in the data used to train 
and test the model and provide transparent reporting 
of missing data. A range of approaches to evaluating 
model performance should be considered before rec-
ommending a specific model for clinical use, although 
as this was not our aim, it was not a primary concern 
in the present study. Further guidance on these issues 
is available (25).
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MICE cannot be adopted as a universal solution to 
data missingness, as its uncritical use can still lead to 
biased results if data are not missing at random (15, 18).  
Care should be taken to consider potential causes of 
data missingness on a variable-by-variable basis and 
whether data are likely to be missing systematically 
(e.g., it may be known that a missing clinical measure-
ment denotes a healthy patient), which may guide a 
specific imputation strategy. In the absence of evidence 
supporting specific assumptions about data missing-
ness patterns, multiple imputation may offer a solution 
that is relatively robust to misinterpretation of the data 
missingness mechanism. In addition to the pattern of 
missingness, the characteristics of the primary data, 
including possible correlations based on physiologic 
relationships between variables, may also help inform 
imputation strategies. For example, forward filling 
would not be appropriate (or even possible) if patients 
are only sampled once; for example, in cases in which 
their worst value is reported for a given variable.

Limitations

The main limitation of the current study is our choice 
of simulation strategy, particularly the introduction 
of missingness based on only a single variable. Also, 
for “knowing” the true underlying values, our simula-
tion population was necessarily one of complete cases, 
and hence the reference coefficients, against which we 
benchmarked, may not be representative of the larger 
North American cohort from which the data were 
obtained. This approach has the advantage of using re-
corded true values for outcomes, instead of performing 
imputation to create reference values, and this may in-
crease the realism of the underlying ground truth.

We also believe that applying a simple missingness 
pattern, instead of a complex multivariable one, allows 
for easier interpretation of the results. It is left for fu-
ture work to demonstrate the same superiority of MICE 
with more complex missingness mechanisms and pat-
terns; for example, one could introduce missingness in 
related variables of pH, bicarbonate and arterial carbon 
dioxide concentration, or explore missingness in re-
lated variables, such as oxygen saturation, where the 
missingness depended on both high HR and low blood 
pressure, as a surrogate of poor perfusion. Future work 
should also consider feature engineering approaches, 
such as adding new features to denote missing data in 
existing variables when the missingness mechanism 

can be reliably established. These approaches are not 
easily generalizable, but missingness may be informa-
tive in a given context or institution, as it reflects prac-
tice patterns.

We used dichotomous predictors rather than con-
tinuous (age-adjusted) variables. This approach can be 
criticized for causing information loss and depends on 
the threshold selection for model performance; how-
ever, it is much simpler and is commonly encountered 
in other settings—especially when using manually 
calculated, rather than computer-derived, risk scores, 
such as Weiss et al (9) have described. Similarly, we 
selected a binary outcome (mortality) with low preva-
lence; continuous outcomes, such as predicting PICU 
length of stay, may result in better models, but with a 
less relevant and more difficult to ascertain outcome.

This study was not designed to define or identify 
a threshold of acceptable missingness and any such 
limit we might determine from these data would not 
be generalizable to other datasets. Finally, we have 
not presented results for last observation carried for-
ward (also known as sample-and-hold or forward fil-
ling) (46). Although mode imputation was found to be 
equivalent to the “missing as normal” approach in this 
study, these results cannot be extrapolated to scenarios 
with continuous predictors, and thus mean, median or 
mode approaches need to be considered in future com-
parisons of imputation strategies with missing data. 
That said, these approaches have also been evaluated 
elsewhere and are generally discouraged (47, 48).

CONCLUSIONS

Analyses of large observational studies will typically en-
counter the issue of missing data, which are likely not 
missing at random. Simulations performed in this study 
demonstrate that MICE is an effective strategy when 
nonmissing variables in a dataset are predictive of the 
missing variables and that even a naive implementation 
of MICE significantly outperforms approaches, such as 
discarding cases with missing data or assuming missing 
values are in the normal range. Researchers should con-
sider MICE (or similar approaches) when encountering 
even small proportions of missing data in their work.
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