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This paper explores the ethical dimension of the opportunity to offer improved electronic

patient-reported outcome (ePRO) systems addressing personal needs of pediatric

cancer patients, their parents and caregivers, with regard to technological advance of

digital health. This opportunity has been explored in the MyPal research project, which

aims to assess a patient-centered service for palliative care relying on the adaptation

and extension of digital health tools and concepts available from previous projects.

Development and implementation of ePROs need to take place in a safe, secure and

responsible manner, preventing any possible harm and safeguarding the integrity of

humans. To that end, although the final results will be published at the end of the

project, this paper aims to increase awareness of the ethical ramifications we had to

address in the design and testing of new technologies and to show the essentiality of

protection and promotion of privacy, safety and ethical standards. We have thus reached

a final design complying with the following principles: (a) respect for the autonomy of

participants, especially children, (b) data protection and transparency, (c) fairness and

non-discrimination, (d) individual wellbeing of participants in relation to their physical

and psychological health status and e) accessibility and acceptability of digital health

technologies for better user-engagement. These principles are adapted from the Ethics

Guidelines for a trustworthy Artificial Intelligence (AI) which provide the framework for

similar interventions to be lawful, complying with all applicable laws and regulations,

ethical, ensuring compliance to ethical principles and values and robust, both from a

technical and social perspective.
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INTRODUCTION

Electronic patient-reported outcome (ePRO) systems, namely
health outcomes as reported by patients themselves, constitute
an important technological advance of digital health which has
not yet become an established part of routine healthcare. In view,
however, of their potential to significantly improve the patient’s
Quality of Life (QoL), they are increasingly being established
in an innovative way in various health care contexts, such as
palliative care (1–3).

This context has been the focus of MyPal, a Horizon
2020 research project (https://mypal-project.eu/ funded by the
European Commission) involving a collaboration of 16 clinical,
academic and commercial partners. The mutual vision is to
explore the role of ePROs in fostering palliative cancer care
and in complementing traditional methods of support to cancer
patients and to the people who are involved in their care, such
as family members, physicians, nurses, psycho-social teams and
other health care professionals (HCPs). The consortium’s aim has
been to design and evaluate a novel ePRO-based digital health
platform in a palliative care context, addressing the personal care
needs of both adult and pediatric cancer patients, by providing
improved ePRO-based tools and functionalities and shifting
from passive patient reporting based on conventional non-digital
PRO approaches to active digital patient engagement (4). This
includes symptom reporting, notifications, educational material
and appropriate responses from healthcare providers based on
the principles of shared decision making tailored to individual
physical and psycho-emotional patient needs (5).

InMyPal, palliative care is understood according to theWorld
Health Organization’s (6) definition with the objective to enhance
patients’ and their families’ QoL who are facing serious illness by
addressing the problems associated with it via a wide spectrum
of physical, psychological and spiritual care. This implies to
have palliative care being early integrated and not limited only
in the terminal stage of serious diseases (7). Early access to
palliative care either as a sole treatment or in parallel with routine
anticancer treatment, is currently a recommended standard
practice for the alleviation of the disease-related aspects (8).

This paper explores the need for increased awareness of
the ethical challenges and ramifications of new and advancing
technologies which have been addressed in the context of
MyPal regarding the intersection of palliative care and digital
technologies (1) such as ePROs (9–11). Digital technologies in
the research context with the ultimate aim of their integration
in routine clinical care (12) and clinical studies raise a number
of scientific ethical and data protection challenges (13–17), the
latter including the need for development and implementation
in a safe, secure and responsible environment, preventing any
possible harm and safeguarding the dignity and integrity of
participating individuals. At the same time, reliable evidence has
to be generated (1, 5).

The focus of the ethical exploration presented in this paper
has been the participation of pediatric oncology patients with
solid tumors or leukemia, who represent an especially vulnerable
group of study participants in an observational prospective
clinical feasibility study (MyPal4Kids) which aims to assess the

acceptability and appropriateness of the respective developed
ePRO-based digital health platform (18). This platform is, after
having been validated by end-users, currently in the phase of
pilot testing in clinical settings, yielding the first results. The
first application designed for child patients comprises a so-called
serious game, which combines the motivational character of a
non-violent game with the advantages of a modern ePRO-based
system (19). The second application implements self and proxy
reporting system for parents and health professionals.

THE ETHICS OF DIGITAL TECHNOLOGIES

The research within the scope of MyPal lies within a rapidly
expanding context of mobile Health (mHealth) and electronic
Health (eHealth). New definitions of roles and responsibilities
have arised, both for patients and physicians (20). According to
Topol (21), a prominent cardiologist and proponent of digital
health and Artificial Intelligence (AI), the future of health lies
in digital technologies. With regard to a recent editorial, digital
medicine is on its way to being just plain medicine (22). For this
reason, development and deployment of similar methodologies,
require compliance both with scientific and ethical rules in order
to produce benefit for the patients, notwithstanding safety and
effectiveness of treatment (20, 23–25).

The need, however, for such a compliance is not self-evident;
in fact, it is the historical product of a long journey regarding
the relationship of science, technology, ethics and politics (26).
This has been comprehensively described by Nydal (27) who
has presented three idioms of science, (a) the representational,
(b) the performative, and (c) the co-production idiom in the
process of the integration of ethics. The co-production idiom in
particularreflects the view that good science must be intertwined
with good politics, demanding appropriate actions.

This need to integrate ethics, is reflected in the conceptual
and reference architecture of the MyPal project reflecting the
interaction with the world around it. Software architecture is an
established term in systems and software engineering, referring
to the various architectural styles per category (deployment,
communication, structure) and the way they function. But it
is also defined as a statement that reflects the concerns of the
software stakeholder, whether that be a person, a group or an
entity, and where concerns refer to a requirement, an objective,
an intention, or an aspiration a stakeholder has for that system.

The architecture of the system is analogous to the architecture
of a building. The use of this terminology in digital systems,
constitutes a metaphor; architecture as an art and process has its
own ethical foundations that go beyond the ethical obligations
defined in the profession’s codes, to the way the design impacts
on owners, users and the public and to the way it expresses how
the building speaks (28). According to Ayiran (29), designing a
building which has a certain identity, broadening the feeling,
thoughts and imagination of human beings, is a fundamental
purpose of architecture for which metaphors are a valuable tool.
This metaphor does indeed reflect a landscape beyond mere
compliance, a landscape of real reflection and identification of the
areas raising potential concern for the rights of the participating
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children. This concern has been embedded in the MyPal project
since its early conception: the consortium involves a number of
pediatric oncologists whose primary duty is the welfare of the
children under their care. This approach has led to an ethics
framework which provides the basis for critical reflection and acts
as a tool for addressing the appropriateness of the objectives, the
benefit anticipated, the effectiveness of the digital health platform
(30), the avoidance of any detriments or burdens, the opposing
views and the final implementation in conditions of fairness
and transparency (31) as described in the corresponding study
protocol (18).

When, however, it comes to practice and implementation,
these principles are not as plausible or as easily considered as
it seems, raising thus possibilities of undermining the whole
process. In this line, Floridi (32) highlights five possible ethical
risks in the implementation of digital technologies and describes
an environment of proliferation of ethics documents, which may
lead to conflicts. However, he keeps a positive stance toward
the development of ethics guidelines as they reflect a growing
awareness of the ethical ramifications of mobile applications,
web-based services and AI.

Studies have shown that serious ethical ramifications in the
treatment of pediatric cancer patients mainly concern conflicting
perspectives of children, parents and other carers as well as a
challenging successful collaboration between all involved parties.
The disposition of patients to use digital health apps, their
digital literacy level, the burden of the disease and their personal
priorities have to be considered. Indeed, technological progress
implies besides new ways of communication also new types of
data which could potentially provide novel insights to various
aspects of a patient’s life and facilitate treatment and health care
improvement. Simultaneously, the analysis of, e.g., unstructured
data such as free text answers, requires providing access to
sensitive information to people or software who would not
have this access in the realm of non-digitalized healthcare. Such
emerging technical paradigms and data sources may disrupt
already established healthcare norms, e.g., interaction between
patient and HCPs, also in terms of ethics (33). However, the
risk of potentially unethical use of these emerging technical
paradigms does not eradicate the advantages of potential benefits
for the patients, especially when this benefit is clearly outlined
(16, 26).

THE CHALLENGE OF NORMATIVE AND

REGULATORY COMPLIANCE

The need for compliance with the regulatory framework, in the
context of MyPal4Kids, where innovative digital approaches are
implemented by pediatric patients in conditions of vulnerability,
suffering and pain, has been an enduring challenge given the
potential benefit but also the possible adverse effects on the rights
of children. These have been enshrined in various international
texts as the result of a normative journey which has provided
the theoretical underpinning for health interventions regarding
children to be designed and implemented with respect to their
dignity and their voice. A number of factors acting both as cause

and effect worked in favor of paternalistic and protective attitudes
of pediatricians, doubts regarding the comprehensive abilities
of the child, limited life experience and traditional assumptions
about superiority of adults (34). Eventual changes in the social
context, however, affecting family and children were gradually
reflected in regulatory attempts to acknowledge the important
role of children in society. The Geneva Declaration (35) inspired
by the need to support children after the suffering they had been
through during the First World War, was adopted by the League
of Nations as the first document to recognize that children have
specific rights, and in particular recognizing that mankind owes to
the Child the best that it has to give.

Eventually both scientific knowledge as well as social
development led to children being officially acknowledged as
a class of their own. Two major legal texts have acted as the
basic legally binding pillars toward this protection, the United
Nations (UN) Commission on Human Rights’ convention on
the Rights of the Child (52) and the European Convention
on the Exercise of Children’s Rights adopted by the Council
of Europe (36), the leading Human Rights organization in the
European continent. The UN Convention, notwithstanding its
special focus on the protection of children in family proceedings
before judicial authorities, is based on the notion that children
have the right to be informed and the right to express their
views, either by themselves or through other persons or bodies
(52). Despite the differences of implementation found in national
jurisdictions, four provisions of the UN Committee on the Rights
of the Child (CRC) were declared as “general principles” essential
for the protection of children: non-discrimination, best interests
of the child, the right to life survival and development, and the
right to be heard. These documents have laid the foreground for
the realization of the need to respect children in consideration
of their evolving capacities and competencies with regard to the
biomedical sciences.

This protection becomes even more necessary within a
continuously changing model of heath care and is well reflected
in the Guidelines on the Ethics of AI issued by the European
Commission (High-Level Expert Group on Artificial Intelligence
(AI HLE) (37). The ePRO data collection aims to reveal what
is really significant for the patient as very often the significance
attributed to a symptom or a side effect by the patient does not
always coincide with that of the physician. One of the five key
messages of a White Paper (38) on the role of health apps is
that a patient-centric health system requires closer partnerships
between health professionals, policymakers, health industries,
and, obviously, the patient community so that the increasingly
complicated interacting system of health care provision also
becomes an eco-system of trust.

Toward developing trustworthy mobile health apps a mobile
health app trustworthiness check list has been created to
identify the opinions of the end users on the elements which
should characterize a mobile application as trustworthy (39).
The list was validated by a sample of persons who in the
past 5 years had developed or had been involved in the
development of applications aiming to assist end users, including
patients with chronic disease. Trustworthiness was investigated
in particular with regard to the information provided by the
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app, organizational attributes, user-friendliness, user control,
privacy, access, and the benefit of combining health data from
new sources with data collected in the traditional way (e.g.,
from health and clinical records). The analysis of ePRO-based
information provided by the patient can be performed with
specific evaluation algorithms and statistics in order to obtain
results and draw conclusions that may lead to better treatment.
Considering the relation of mobile technology and AI, the
European AI Guidelines (37) become very relevant in ensuring
a proper level of reflection on various types of challenges. These
Guidelines, in exploring compliance with norms and guidelines
and contribution to a sustainable environment, delineate three
main components of the use of AI: that interventions should be
(a) lawful, complying with all applicable laws and regulations, (b)
ethical, ensuring compliance to ethical principles and creating an
ecosystem of trust by being human-centric, promoting benefit and
minimizing harm, and (c) robust in a technical and ethical sense.

BUILDING A TRUSTWORTHY ETHICAL

APPROACH

The use of ePROs will continue to expand in the future including
machine learning techniques which will offer higher predictive
power with regard to survival and QoL of cancer patients
(40). Therefore, compliance with ethical principles in the design
and implementation of digital novel technologies is not only a
concern of the present but will increasingly be a crosscutting issue
in the treatment and empowerment of cancer patients. In this
section, we aim to bring together the actual ethical challenges
arising in research with a vulnerable population (pediatric
patients) and the efforts to operationalize the AI Guidelines
for addressing the tension created between the need to balance
generation of scientific evidence and respect to human autonomy
and privacy (41).

Respect for Human Autonomy and Human

Agency
Respect to individual autonomy is one of the four fundamental
ethical principles, developed by Beauchamp and Childress (42),
alongside beneficence, non-maleficence and justice. Despite
strong critique to the theory of four principles, especially by
Clouser and Gert (43), this model remains a fundamental
framework extending beyond personal philosophical or
political convictions.

Increasing patient self-management and empowerment
through the use of applications and/or wearable sensors, has
been characterized as one of the promises of the mHealth
revolution (44). The whole concept of ePROs is based on the
importance of the role of the patient’s autonomous experience
predicated on deliberated self-rule, and the empowerment of
patients sought by MyPal reflects how individual autonomy is
promoted as patient-generated data, and in particular data on
how a child understands and copes with the disease. As the ability
of children to report symptoms depends on their verbal skills
and developmental level, specific challenges arose with regard
to potential use of incorrect terminology, provision of possibly

false information and low digital literacy skills; still, on the other
hand, clinicians’ ability to detect symptoms which have not been
reported and psychosocial concerns is also considered as being
low (45). To overcome these barriers and to contribute to further
improvement of communication with ePROs, our approach was
based on a participatory design process where use case scenarios
were developed with the participation of all stakeholders in order
to properly address and evaluate all relevant concerns of digital
literacy and technological barriers. Where necessary, the opinion
of focus groups participants was taken into consideration
and use cases were revised accordingly. Moreover, previous
experience from similar projects like iManageCancer was also
adopted (46, 47). As a result, e.g., a questionnaire (48) with
age-appropriate versions in terms of wording has been digitally
adapted to guarantee a standardized way of reporting symptoms.
The presence and severity of symptoms are asked for within
small breaks of a violence-free underwater-themed game. The
app includes a tutorial and an option to have all texts, questions
and answers read aloud, a function incorporated especially to
support younger children. Besides, parents as well as clinicians
can always answer as proxy for the child.

A number of studies have attempted to evaluate the use of
ePROs for cancer patients, either as study end point assessment
instruments or as integral intervention components, the former
beingmost often the case than the latter (49). Such studies include
the eSMART study, where ePROs aim to enhancing the patient’s
autonomy via improved self-care efficacy (50) and the LuCApp
study, addressed in particular to lung cancer patients and their
beneficence, i.e., alerting HCPs if severity of reported symptoms
exceeds certain safety limits (51). In MyPal, the following parts
(events) of the study in various time points have been designed
with special consideration of the autonomy of pediatric patients,
revealing an approach in line with the right of the child for
autonomy and the right to consent to decisions affecting their life
as stipulated in Rights of Children (52).

Provision of Information
Provision of information before the enrollment of patients.
The child’s experience with their care and the stage of their
development is being carefully observed in the MyPal4Kids
and given the fact that participating children are not legally
empowered to decide for themselves, it is important to provide
the children with the necessary age-appropriate information
to enable them to decide on their participation with tailored
messages. Informed consent templates and information sheets
were drafted adapted to the level of comprehension of three
age groups, a differentiation also based on scientific evidence
regarding important variations between different age ranges
including a number of aspects which do not appear in a linear
way (53).

Creation of a Gamified App
Creation of a gamified app for children with cancer, to assess
the feasibility of this comprehensive patient-centered approach.
Digital games seem to provide a unique tool for enabling
patients to exercise some control over their disease, to divert
their attention and to help them cope with physical and
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emotional distress. If properly used by children, these games
can have a positive effect on their skills and development as
they require quick responses, concentration and imagination
(54), toward which the following elements were included in the
feasibility assessment:

• Motivating the player to join the underwater “running” game.
• Enhancing the player’s ability to customize aspects of the game

at any time, as game playing is the prominent functionality of
the gamified mobile app.

• Providing the opportunity for the child’s own opinion to be
heard from inside the game, namely by playing the game and
getting occasional questions to which spontaneous symptom
reporting must be provided.

• Physically activating the children via Augmented Reality and
motivating them to collect rewards.

In terms of a beneficial game design, while the technical
presentation of the game is out of the current paper’s scope, the
following key design decisions should be highlighted:

• As the “Game over” concept is typically used in video games
and sometimes metaphorically used for death, such a state
would not be part of the overall game design.

• As children participating in the study are typically under
serious psychological and physical burden, the game should
not entail significant effort and as such, it should encourage
frequent engagement but only for a restricted amount of time
(e.g., 3-5min sessions).

The Right to Withdraw
The right to withdraw from the study has received particular
attention in MyPal: the participating child is free to withdraw
from the study at any time, a decision which will absolutely
not affect any of her rights to receive treatment or other health
services. Steps will be taken by the research team to ensure
erasure (and not simply deletion) of data from backup and live
systems. In some cases, however, according to article 17.3.d of
the GDPR exceptions are provided when erasure would be likely
to render impossible or seriously impair the process of a study,
the person can withdraw but her already collected data will
continue to be part of the research albeit in an anonymized
format that will fully prevent identification of the person. This
exemption is also in compliance with Good Clinical Practice
standard (section 4.9.0) as well as with the “Recommendation
CM/Rec (2019)2” of the Council of Europe (55), according to
which when a subject withdraws from research, their health
data processed within the context of this research should be
either destroyed or anonymized in a manner which does not
compromise the scientific validity of the research. The data
subject should be informed accordingly on this option. The
Recommendation clearly states that it also applies in the context
of exchange and sharing of health-related data by means of
digital tools. In fact, the very purpose of this Recommendation
is to apply the principles enshrined in the Convention for the
Protection of Individuals with regard to Automatic Processing of
Personal Data (Convention 108), to this new digital environment
in order to address the continuous datafication of our society.

Thus, in this case the parent/legal guardian and the child will
be informed and a justified explanation will be provided as well
as reassurance about further protection of the child’s data. After
withdrawal no further data will be collected from this child.
In the same line, as it is not always clear whether refraining
connotes withdrawal of the participants or whether it means
that the child has simply forgotten or neglected to engage with
the app, prompters, i.e., reminding messages, should be handled
with caution.

Protection of Human Agency
Autonomy as a concept is not limited to self-determination:
according to Gillon (56), the ability to autonomously formulate
views and beliefs and connect them to one’s own actions
is tantamount to agency and this is emphasized in the
implementation of AI in health care (57), where respect to
human agency constitutes an enabler for the person concerned
to make autonomous decisions and choices supporting her
dignity and freedom. In MyPal this is translated as the need
to prevent deception, manipulation and addiction regarding the
time consumed in playing, i.e., game-dosage. Correlations of
more positive outcomes with a specified and predicted duration
of play is being investigated (58). In MyPal4Kids this issue
has been addressed by enabling the pediatric patient to receive
collectables for maximal three gaming sessions per day.

Control of One’s Self and Limitations
Another aspect with regard to autonomy concerns control
of oneself. This should not lead to an overestimation of the
application or the interpretation of the system. Thus, what the
application aims to do is not to replace proper clinical support
or intervention but to enhance accurate reporting of facts and
symptoms through the patient’s own voice (33). A point of
clarification also concerns the nature of the MyPal digital health
platform which should not be seen as an emergency tool since no
immediate responses can be provided. On the contrary, in case
of an emergency the physician/HCP should be directly contacted
outside of the MyPal functionality. Supervision of the interaction
of the children (and their parents) with the digital health platform
and the apps by HCPs has also been foreseen as limitation.

Privacy and Protection of Data
This section does not aspire to provide a full description of
data protection issues within the project but rather to highlight
the principle of privacy and transparency as fundamental
components of an ethical framework for the implementation
of digital health technologies. According to the WHO (59),
“e-health is the transfer of health resources and health care
by electronic means which encompasses the delivery of health
information for health professionals and health consumers through
the Internet and telecommunications...”. The expansion of digital
health technologies has led to a whole range of new opportunities
for the collection of valuable data regarding health care.
Compliance with data minimization and transparency requires
a balancing between privacy, intrusion and health surveillance
and, moreover, a clear distinction between research and clinical
data and between information processing and data management
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conducted in the various clinical sites as part of their typical
operations. Especially as far as children are concerned, in
compliance with the EU and GDPR rules (Article 8) an advanced
layer of protection has been applied with regard to provision of
consent, assent and protection of data, deriving from the child’s
privacy, honor and reputation as fundamental rights of the CRC.

The conceptual framework of the project includes a privacy
and security tier, wrapping all other tiers and addressing the
privacy of the user and the security of the data through
the adoption of the Privacy by Design principles (60). This
included a Data Protection Impact Assessment (DPIA) and
established measures to enhance privacy (data encryption and
anonymization) and integrity of data. The MyPal platform
includes local server installations at each clinical site participating
in the project and a central installation in the sponsor’s site, a
structure that clearly defines accessibility issues, as from the local
to the central server only synchronized regular anonymized data
is transferred.

Fairness, Diversity, and Non-discrimination
Fairness
Fairness has been a necessary feature of a proper design,
including equal rights to all participants and avoidance of
any type of discrimination. This was especially relevant in the
recruitment stage which took place before enrollment for the
screening for eligible pediatric cancer patients, according to
the inclusion and exclusion criteria defined in the protocol
and the recruitment SOP (17). Although these questions seem
to be rather methodological in nature, they do implicate an
important ethical aspect, as a specific technology should take
into consideration potentially unfair and unjustified exclusion of
certain categories of individuals.

Non-discrimination
Non-discrimination is one of the dimensions of accessibility,
besides physical, economic and information accessibility. In the
context of digital medicine, non-discrimination also includes
avoidance of algorithmic bias in input data and modeling. For
this reason, the following were adopted:

- Functionalities which prevent the children from providing
random answers

- Choice of game elements that are mainly gender-neutral
- Choice of an art style that is both attractive and motivating for
children and adolescents

- Translation of questions in easy wording (e.g. replace the
answers with smileys) in order to ensure that the application
accommodates the whole range of abilities of the pediatric
patients involved, especially of younger ones

- Consideration of the case of children who cannot mobilize
e.g. because of neutropenia, post-surgery stages or
disease progression

- Establishment of a strategy/set of procedures to avoid creating
or reinforcing unfair bias in the symptom prioritization
algorithm, both regarding the input data as well as the
algorithm design

- Use of available technical tools to improve understanding of
data, model and performance

- Consideration of others who may be indirectly affected by
the system

- Consideration of language issues which may look diminishing
to children, for example the use of the phrase “your feedback as
a child” in the information sheets and informed consent forms
was considered as inappropriate for the group of adolescents
and age-appropriate document versions were created

- A customizable voice-over as read-aloud-function was
established in order to support especially younger children
with still beginning literacy.

The concepts of accessibility and acceptability have a long-
standing history in healthcare: they are defined in General
Comment 14 (61) as two of the four interrelated and essential
elements which should be contained in the right to health,
understood as the enjoyment of a variety of facilities, goods,
services but also as the conditions necessary for the realization
of the highest attainable standard of health. Acceptability, or
acceptance, in younger populations has been easier to achieve due
to a broader exposure of children and adolescents to a number of
digital technologies, a fact which has led to their characterization
as digital natives (62, 63). Still, ensuring the acceptability of digital
health technologies for parents and family members providing
care is essential in engaging them in the whole research process
(3, 61). Therefore, life cycle requirements, confidentiality and
improvement of health have been especially relevant for MyPal
and the acceptability of and engagement with the introduced
digital health platform has been a primary endpoint to be assessed
through recording of recruitment, participation and attrition rate
as well as collection of qualitative and quantitative data through
the System Usability Scale (SUS)2.

In this vein, two steps were taken:
Firstly, information from the participating clinical sites on

current care provision and feedback from user groups was

collected in order to contribute to the implementation of the

platform. The synthesis of the feedback provided (mostly via

focus groups conducted with patients and their parents) with the

initial design, highlighted a number of challenging ethical aspects

to be taken into consideration and to be integrated in the process
of app gamification.

Secondly, the technology was pilot-tested through end-user
workshops to see whether its use was in line with the needs
and preferences of the targeted end-users. The reason for this
was that one of the ethical challenges of digital technologies
is the difference between the intended use of an application
and the actual implementation (44) or, in other words, the gap
between the intentions of the developer and the actual usage
by real people. According to a scoping review (64) some of the
aspects which are considered as key factors for the acceptance
by users include ease of use, reassurance, high usability and
usefulness, correct generation of system alerts and fast response
to alerts and convenience of real-time reporting of symptoms.
On the other hand, barriers include problems with technology
or connectivity, lack of clarity of the language used, generation
of false alerts and not least barriers toward the integration of
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palliative care in children per se. In fact, as the latter is being
reported as a structural barrier in many cases (65), a responsible
and ethical approach of digital applications may constitute an
important pillar toward the acceptance of palliative care as a
core component of comprehensive care and to improved clinical
utilization of the information generated.

In relation to acceptability, fairness has been embedded in the
participatory process foreseen in which the patient is actively
taking part in her own treatment, an element which is found
in the WHO definition of eHealth (59). ePROs represent a
shift to a patient-centric approach with the aim to increase
effectiveness and efficiency by becoming a tool for the expression
of the patient’s own perspective on the treatment received,
the interpretation of the symptoms, the understanding of the
situation and the overall QoL the improvement of which is
one of the main elements included in definition of eHealth by
WHO (59).

Individual and Social Wellbeing of

Participants
The benefit anticipated in this study does not include any
interventions to the children, pharmacological or other and does
not interfere with the usual care provided, but is expected to
occur in addressing both physical and emotional welfare of
the participants, as for example in the management of physical
and emotional pain: pediatric cancer patients have to deal with
frequently painful episodes and reporting of symptoms may
prove beneficial as pain is a subjective feeling and provision
of relevant personalized information may contribute to better
management (66). Pain is often surrounded by different scientific
approaches regarding specific alleviation treatments (e.g., opioids
or benzodiazepines) notwithstanding the major role of theWHO
Guidelines on the pharmalogical treatment of persisting pain in
children aiming to ensure adequate access to pain management
(67). Therefore, individual reactions to suffering are valuable,
especially if they are connected to negative expectations produced
by pain, which lead to the so-called pain-related fear and which
create a vicious circle acting as predictor for future pain (68). For
this reason, the design has chosen to measure the real distress
perceived by children and parents associated with how much
each symptom bothered them (rather than burden or satisfaction
with care), whether this bean event-like sign (e.g., vomiting) or a
more lasting symptom (e.g., nausea). Treatment of pain remains
a major issue worldwide, as patients often receive inadequate
analgesia. According to the Declaration of Montreal (69) on
access to pain management there are major deficits in knowledge
of health professionals regarding the mechanisms andmanagement
of pain, despite the fact that alleviation of pain is acknowledged
as a fundamental human right (70, 71).

In the assessment of what is good for children, an initial
mapping exercise of the context in which pediatric cancer
patients live, took place and the opinion of the medical experts
involved was collected though a number of online surveys, to
provide the necessary insights of the current palliative care
context and practices, as well as the unmet needs of users,
especially regarding the participating clinical centers. Input

included concept of palliative care, practicalities needed and
profile of particular patients in terms of cultural issues.

There is no general agreement on the role of digital tools as
the best option to meet a patient’s needs. Existing evidence has
been characterized as general and inconclusive (62), by some but
others consider digital serious games as an optimal tool for cancer
patients (54). Many assumptions are being made on behalf of
the patients but further research is required not only regarding
technological aspects but also in relation to the ethical and social
issues arising (72).

Prevention and Mitigation of Harm
The platform developed in MyPal4Kids is a combination of
the advantages of a PRO-based system with a gaming aspect
wrapped in an entertaining cover (17). The role of serious games
in improving the QoL has been shown in studies concerning
diseases such as chronic diabetes: according to a systematic
review, the use of serious games has led to a significant decrease
in urgent visits to health units as well as improved self-efficacy
(58). Still, according to the WHO (73) youth-centered digital
health interventions framework, digital health should not be
considered as a silver bullet per se but should complement and
enhance existing health infrastructure and tools (both digital
and non-digital) rather than function as standalone solutions.
A potential harm is related to the role of HCP involved
as it is often claimed that digital technology will eventually
replace professional judgement. Addressing this aspect, the aim
has been rather to design studies aiming for the new app
interventions to act in a complementary way as an add-on
to standard care. Prevention of harm was also approached
as familiarization with the stage of disease and control of
potential disappointment, it was therefore important to take
into consideration different levels of physical functioning in
relation to the health status of the child and the aims of the
game toward better motivation and more activity. Furthermore,
it should be emphasized that in order to prevent children from
being repetitively asked for irrelevant symptoms, a priority-
based algorithm has been developed and validated by the clinical
project partners in order to ask symptom-related questions
appropriately and according to previously given answers to avoid
causing potentially unnecessary psychological burden.

Encouragement of the Child’s Skill and Avoidance of

Deterioration
Encouragement of the child’s skill and avoidance of deterioration
suffering from cancer may not be only a traumatic experience
for children, it may also impact on their developmental and
cognitive abilities, comprehension and emotional status. In
previous PROs studies, cognitive impairment has been addressed
as one of the common symptoms of children with cancer (74),
and avoidance of deterioration has already been mentioned with
regard to fear-related pain, increased risk of Post Traumatic
Syndrome Symptoms (PTSS) and dysfunctions observed in
long-term survivors of pediatric cancer (75). Thus, among the
various tiers of the system, the tools tier offers a number of
functionalities aiming to enable children to fully utilize their
potential, knowledge and skills. This includes empowering the
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child to express her own experience, to participate in handling
the disease and to convey subjective information without any
type of mediation by a parent or another carer and without any
possible tensions or misunderstandings. A number of options for
supplying training material were considered such as videos, in-
app tutorial, slides handbook, manuals and their advantages and
disadvantages were discussed in relation to efficiency but also in
relation to the best possible way to ensure the child’s right to
develop and enhance her cognitive abilities during the course of
the illness.

CONCLUSIONS

The thrust of this paper has been the examination of the
intersection of novel digital technologies with the care of a
vulnerable population in the particular context of palliative care.
Therefore, in particular, the established normative framework
of ethical principles enshrined in the legal system of Children’s
Rights have been considered. We have aimed not only to
unravel the consecutive challenges faced during the design and
the testing of the MyPal system, but also to emphasize that
the approach adopted in each of these steps, has been the
result of a long-standing ethical culture and of a normative
and historical continuum of principles and rights, which were
elucidated in this context. Moreover, we showed that they have
to be extended in the context of children as participant group
in the biomedical sciences and eHealth. In the same token, it is
important to remind the right of everyone, including children
to enjoy benefits of scientific progress and the corresponding
applications. This requires participation of children in research
which offers them the opportunity to contribute to results
applicable to them, especially as the train of new technical
and operational paradigms (Decentralized Clinical Trials, Patient
Reported Outcome Measures, Patient Reported Experience
Measures, Federated Machine Learning, etc.) is already moving.
The application of these approaches in the context of clinical

research and clinical practice is not really a question anymore.

The question has shifted on “howwe are going to integrate ethics”
as part of these paradigms’ Deployment. However, due to the
huge speed of technical developments, their actual use in clinical
context defines a constantly “moving target” setting where ethical
rules related with the adoption of these technologies need to
constantly adapt. The questions arising regarding the sufficiency
of international and national law to provide adequate protection
for children in relation to biomedicine and the scientific desire
to strengthen these rights through technological development
and clinical utility provide for us a strong justification for
continuous reflection on the actual possibility of implementing
ethical principles in practice. Integrating ethical evaluation
methodological frameworks as part of the respective technical
standards development process could be (at least a part of) the
answer to this question as standardization both in the technical
and the operational level has been identified as critical and has
been widely adopted.
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