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• HIGHLIGHTS
- �This paper propose an optimal ureter stone detection model using various artificial intelligence (AI) technologies. We would like to study the optimal 

AI model by comparing and evaluating them.

Purpose: This paper aims to develop a clinical decision support system (CDSS) that can help detect the stone that is most im-
portant to the diagnosis of urolithiasis. Among them, especially for the development of artificial intelligence (AI) models that 
support a final judgment in CDSS, we would like to study the optimal AI model by comparing and evaluating them.
Methods: This paper proposes the optimal ureter stone detection model using various AI technologies. The use of AI technol-
ogy compares and evaluates methods such as machine learning (support vector machine), deep learning (ResNet-50, Fast R-
CNN), and image processing (watershed) to find a more effective method for detecting ureter stones.
Results: The final value of sensitivity, which is calculated using true positive (TP) and false negative and is a measure of the 
probability of TP results, showed high recognition accuracy, with an average value of 0.93 for ResNet-50. This finding con-
firmed that accurate guidance to the stones area was possible when the developed platform was used to support actual surgery.
Conclusions: The general situation in the most effective way to the detection stone can be found. But a variety of variables 
may be slightly different the difference through the term could tell. Future works, on urological diseases, are diverse and the 
research will be expanded by customizing AI models specialized for those diseases.
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INTRODUCTION

Urolithiasis [1-8] is a disease in which substances in urine make 
decisions and harden like stones in the kidneys and move along 
the urinary tract. Therefore, urolithiasis is closely related to wa-
ter intake. A decrease in water intake increases the probability 
of urinary stones occurring by increasing the amount of time 
they stay in the urine. Also, in the case of children whose par-
ents have urinary stones, the incidence rate increases due to ge-
netic effects. In general, men are known to have twice the risk 
of developing them than women, and by age, the incidence rate 
is relatively high in young people in their 20s and 40s.

Urolithiasis is caused by reduced water intake resulting in 
longer urinary retention of urinary stones. The incidence of 
men is higher than that of women, and it occurs more often in 
young age groups. Temperature and season also play an impor-
tant role in the occurrence of urinary stones. If you sweat a lot 
in summer, urine can be concentrated and ureter stones can 
occur easily. Stone from the kidney moves along the transition 
part of the renal ureter, ureter, bladder, and urethra, interfering 
with urine flow and causing extreme pain. In the process, uri-
nary tract infections, hydropathy, as well as kidney failure can 
be impaired. If ureteral stones are not resolved, partial or com-
plete obstruction of the urethra may persist, leading to recep-
tion and kidney failure. It may be accompanied by local irrita-
tion and urinary tract infections caused by stones.

Urolithiasis is finally confirmed through a patient’s symp-
toms, physical examination, urine test, and radiation test. The 
diagnosis is diagnosed by the patient’s clinical symptoms, physi-
cal examination, and urinary examination, and is finally con-
firmed through radiation examination. Although simple uri-
nary tract imaging can confirm stone, simple radiation cannot 
diagnose invisible stones. Also, ureter stones may be obscured 
by the pelvic bone or may be obscured by feces or other organs, 
making it difficult to be difficult to distinguish. This allows ure-
teral stones to be checked by urography or computed tomogra-
phy (CT). In many cases, it may be difficult to confirm the pres-
ence of stone, which is an important part of the clinician’s diag-
nosis.

Therefore, this paper aims to develop a clinical decision sup-
port system (CDSS) that can help detect the stone that is most 
important to the diagnosis of urolithiasis. Among them, espe-
cially for the development of artificial intelligence (AI) models 
that support a final judgment in CDSS, we would like to study 
the optimal AI model by comparing and evaluating them.

The application of AI has been initiated in various medical 
fields. There is no exception to the urological system, and AI re-
search is actively being conducted in the whole cycle of analysis, 
diagnosis, treatment, and management of urological diseases. 
Most of them are being studied as an auxiliary means of patient 
care, and the proportion of model research, which is a key tech-
nology, is high. In the case of overseas research trends, it can be 
seen as an AI imaging solution field, and not only small manu-
facturers but also large medical device companies are investing 
in innovative AI medical imaging solution R&D projects. The 
status of medical devices approved by the U.S. Food and Drug 
Administration accounts for more than 90% of imaging medi-
cal devices, and is licensed to assist doctors in diagnosing.

In the case of AI technology in the urolithiasis field, there are 
not many related intellectual rights, so if R&D and commercial-
ization are successful, market preoccupation effects can be ex-
pected. Various studies of AI models specialized in urolithiasis 
disease are needed, and it is important to find the optimal form 
suitable for clinical sites.

Based on these parts, this paper conducts research on the op-
timal AI model for finding stone in urolithiasis disease. The 
performance method is to find the most suitable method for 
diagnostic assistance by applying an AI model that finds the 
presence of stone and location from various angles.

MATERIALS AND METHODS

This paper proposes the optimal ureter stone detection model 
using various AI technologies. The use of AI technology com-
pares and evaluates methods such as machine learning, deep 
learning, and image processing to find a more effective method 
for detecting ureter stones. The machine learning method is a 
representative segmentation method, support vector machine 
(SVM), and deep learning is a representative convolutional 
neural networks (CNN) method, and ResNet-50 [9-13] and 
Fast R-CNN, and image processing is an efficient watershed 
method for circular objects considering the shape information 
of stones. Comparative evaluation of this method is performed 
by applying it to abdominal CT images of urolithiasis patients. 
This will be explained in the next chapter. Fig. 1 presents a con-
ceptual diagram of the proposed method.

CNN-Based Technology to Object Detection
Numerous studies in the medical field have applied image rec-
ognition, voice classification, recognition, and object detection 
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through deep learning, which has demonstrated good perfor-
mance in the machine learning field due to advances in high-
performance hardware and big data. Among them, CNN [14], 
which are widely used in image recognition, are deep learning 
models developed to overcome overfitting, local optimal con-
vergence, and gradient extinction by modifying the structure of 
the existing artificial neural networks. Lecun [15] constructed a 
model that took 32×32 black-and-white images with handwrit-
ten text as input to recognize cursive writing and generated 10 
numbers as outputs, but this model did not receive much atten-
tion due to long-term learning problems. The speed of CNN 
has improved significantly due to high-performance hardware 
and big data development. It is easy to collect the data necessary 
for supervised and unsupervised learning, with representative 
picture-sharing services including ImageNet [16], Flickr [17], 
and the INRIA Person dataset [18]. Introducing the algorithm 
presented by Zeller and Fergus [19] for the existing overfitting 
problem has solved many problems and yielded excellent per-
formance in object classification and detection. CNN is better 

than conventional object detection and learning methods at au-
tomatically detecting shapes from input images, and they have 
the advantage of extracting and learning shapes from one struc-
ture.

ResNet-50
We provide guidance for identifying urolithiasis by applying 
ResNet-50. The process of the algorithm is shown in Fig. 2. 
Compared to conventional object segmentation and identifica-
tion methods, a system using a deep convolutional neural net-
work (DCNN) called AlexNet [20] showed remarkable recog-
nition performance, prompting further research on deep neural 
networks. The reason for this high level of performance is that 
increasing the depth and width of the CNN is expected to im-
prove the recognition performance, so the system can iterate 
the basic structure of the CNN repeatedly to extract low medi-
um and high-level functions. However, as the depth and width 
of the neural network increase, the problem of increasing pa-
rameters and computational quantities for learning must be 
solved. To reduce the number of parameters to be learned, 
GoogleNet [21] introduced a startup module that sparsely con-
nects large neural networks to make neural networks deeper. In 
the development of ResNet, it is found that increasing the mod-
el depth of DCNN increases errors in the learning process, 
leading researchers to introduce shortcut connections to mini-
mize these learning errors.

The DCNN model has the advantage of being able to solve 
the vanishing gradient problem leading to backpropagation in 
the learning process because it does not significantly change the 
structure of existing networks, so the number of parameters to 
learn does not increase even if the depth of DCNN increases. 
For this reason, instead of optimizing weights across the entire 

Fig. 1. The conceptual diagram of the proposed method. IRB, Institutional Review Board; CNN, convolutional neural networks; 
LSTM, long short-term memory model. 

Fig. 2. The flow of urolithiasis status guidance algorithm.
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neural network, partial learning is performed on each residual 
block consisting of 2 to 3 layers [22]. The ResNet-50 model is a 
deep learning method with 50 convolutional layers, which aims 
to enhance stenosis detection by learning with ImageNet 
weights obtained using data from more than 3 million real-
world images. The ResNet-50 model resizes images to 512×512 
dimensions, processes images in real-time, performs image 
preprocessing to reconstruct pixel ranges (–128 to +128), and 
transforms images (zoom, shrink, rotate, and move) on learn-
ing to adapt to various changes.

In this paper, the learning parameters were as follows: epoch 
number, 100; batch size, 12; learning rate: 0.001–0.00001; an-
chor size, 32, 64, 128, 256, or 512; anchor ratios, 0.5, 1, or 2; and 
anchor scales, 1, 21/3, or 22/3). Fig. 3 shows the structure of 
ResNet-50 that was applied for actual detection. The structure 
of ResNet-50 representing this can be found in below Fig. 3.

Fast R-CNN
R-CNN, regions with CNN features performs affine image 
warping in each study area as one of the area-based deep learn-
ing technique and then use selective search to create region 
proposal. A selective search algorithm [23] based on the bot-
tom-up approach amalgamates or removes areas by measuring 
similarity over each area. R-CNN extracts 227 ×227 feature 
vectors through CNN structure from the learning area which 
performed a selective search algorithm and then classifies it by 
using linear independent SVM. R-CNN has a disadvantage in 
that has complex structure and creates 2,000 candidate area to 
verify each area leading to increased amount of calculation as it 
provides CNN structures as many as learning areas and prob-
lems of image deformation and loss because it affine image 
warps and crops each learning area in input image. To over-
come these shortcomings, Fast R-CNN [24] is proposed.

Fast R-CNN is one of the domain-based deep learnings that 
generates feature maps using a convolution network, excluding 
a fully connected layer, of input images and learning regions 
(RoI). We perform an RoI Pooling layer that extracts fixed-
length feature vectors from feature maps so that various learn-
ing areas can enter the fully connected layer. After extracting 
the feature through the RoI Pooling layer, it is learned through 
the complete connection layer. After learning, classifier and 
bounding box regression, which are object detection parts, are 
classified using softmax and cross entropy, and the detection 
area is predicted. In R-CNN, problems such as problems where 
CNN features cannot be updated in response to linearly inde-

pendent SVM and object region coordinates, and problems 
with complex learning structures are solved using multi-task 
loss in Fast R-CNN and end-to-end learning structures. This 
method is applied to detect stones of urolithiasis patients.

SVM-Based Technology to Object Detection
In this paper, radial basis function (RBF)-based SVM [25] is 
applied to detect a stone site. Support vectors are data points lo-
cated at the boundary between 2 classes. There is a lot of data, 
but support vectors among them influence the creation of deci-
sion boundaries. However, most data are not ideally separated. 
In many cases, outliers are observed. In this case, it is impossi-
ble to isolate the data linearly and completely. To solve this 
problem, a strategy has been created to allow some errors. The 
parameter associated with this is cost. Cost determines how 
many data samples are allowed to be placed in different classes. 
The smaller, the more allowed, and the larger, the less allowed. 
In other words, setting a low-cost value greatly captures the 
possibility of anomalies and finds general decision boundaries, 
while setting a high setting makes the possibility of an ideal 
smaller, making it more careful. Also, kernel technology is to 
think of the given data as a high-level characteristic space. Once 
it is thought of in a high-dimensional space, it can be classified 
into linear or nonlinear shapes that were not seen in the origi-

Fig. 3. The structure of ResNet-50.
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nal dimension. For the RBF kernel, the parameter gamma must 
be adjusted by the user. Gamma is associated with the standard 
deviation of the Gaussian function, and the larger, the smaller 
the standard deviation. In other words, the larger the gamma, 
the shorter the distance a data pointer exerts influence, while 
the lower the gamma, the larger the gamma. Through this, it is 
simultaneously determined by combining the boundary con-
nection characteristics of the stone and the pixel intensity char-
acteristics.

Image Processing to Object Detection
In order to detect the circular shape of stones, the watershed 
[26] was applied as an image processing method. The principle 
of the watershed algorithm is that when the slope is obtained 
from the original image, the gray level has a high value and a 
low value, which is a method of analyzing the image by viewing 
the slope in a topographical sense. In addition, the watershed 
algorithm assumes that there is a hole at the minimum value of 
the slope image, and water starts to rise little by little through 
the hole and starts to merge into another pool, making it im-
possible to merge. A line composed of these dams is expressed 
as a watershed line, and an image included in the watershed 
line is divided.

The watershed algorithm has a problem of overdivision be-
cause it expands the area based on the regional minimum. 
Marker control watershed are a way to determine external and 
internal markers as a way to control this overdivision, and to 
correct the calculated slope again to solve the problem of over-
division. The selection of markers varies from a simple method 
to a range of sizes, shapes, location relative distances, and tex-
tures. What is important here is that the use of markers intro-
duces prior knowledge related to the segmentation problem.

Since finding the presence of stones should be preceded, this 
paper determines the presence or stone of an object before sep-
aration of adjacent area objects. In order to find the stone, a 
marker based on shape and pixel value was applied to the cor-
responding watershed algorithm.

The Construction of Evaluation Data
Evaluation data of 150 CT images were constructed to evaluate 
the performance of various analysis methods. Among them, it 
was composed of patients and normal people at a ratio of 50:50. 
The construction of learning data for urolithiasis patients is 
largely carried out through 4-step work. It is constructed 
through the process of generating, processing, loading, and se-

curity of data. Data generation is collected for in-hospital re-
search purposes through hospital Institutional Review Board 
deliberation. The processing is anonymized for the wall of ero-
sion included in the data. And it is processed into learning data 
through data labeling. Data loading refers to the loading of dei-
dentified learning data on a data server in a hospital. Since then, 
security is to design policies such a3s access management and 
permission management of data and to reflect them in the data 
server to support security in research.

Comparative Evaluation and Statistical Analysis
The comparative evaluation is largely treated as a 2-step task. 
First, the construction of data for evaluation is carried out, and 
then the optimal AI model for urolithiasis diagnosis is studied 
by applying technologies such as machine learning, deep learn-
ing, and image processing.

In case of applied by machine (deep) learning, regions-of-in-
terest were labeled for ResNet-50 and Fast R-CNN to identify 
the stone areas in patient data, and the performance of the 
model was evaluated by comparing the clinical results as 
ground truth with the model-based guidance. The learning 
data were classified as normal or abnormal and displayed as 
sample data to train the model.

In the case of applying the SVM algorithm, an operation of 
extracting a feature value of an image is performed. Morpho-
logical information of stone and intensity information of pixels 
are used as feature values. The morphological information of 
stone is pixel connectivity information, considering compact-
ness and elongation [27]. At the same time, the circular object 
is determined by considering the intensity information of the 
pixel together and determines the final stone.

Likewise, in the case of watershed, the marker’s information 
also reflects the morphological information of the stone and the 
intensity information of the pixel. Afterwards, in the extracted 
area, the final stone is determined in consideration of the com-
paction and elongation of the area.

And 150 cases of urolithiasis patient data are compared and 
evaluated through the above various analysis methods. True 
positive (TP), false negative (FN), and false positive (FP) were 
calculated by performing 10-fold cross-validation only with the 
collected still images. Fig. 4 presents definitions of the concepts 
used in a confusion matrix. Statistical evaluation for assessing 
categorical and continuous demographic and patient data on 
SPSS software. Area under the receiver operating characteristic 
curve (AUC) was used to evaluate the cascading model for pa-
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tient-level prediction for the presence of stones, Sensitivity, 
specificity, and accuracy were determined for the models from 
the optimal threshold that was selected on the basis of the sum 
of sensitivity and specificity on the validation dataset.

RESULTS

The intersection over union calculation and the concept of 
cross-validation can be explained as shown in Fig. 5, and sensi-
tivity was calculated using the numbers of TP, FP, and FN re-
sults. The details are shown in Table 1.

In cross-validation, using a total of 10 sets, 9 learning sets 
were tested 10 times, and overall, high sensitivity was calculated 
for 10 sets, thus proving the model’s effectiveness. The final val-
ue of sensitivity, which is calculated using TP and FN and is a 
measure of the probability of TP results, showed high recogni-
tion accuracy, with an average value of 0.93 for ResNet-50. This 
finding confirmed that accurate guidance to the stones area was 
possible when the developed platform was used to support ac-
tual surgery. In general, ResNet-50 performed best, but some 

FP results were derived from normal images. Numerous FP re-
sults were detected when the foreign object portion or bound-
ary and grayscale information were very ambiguous. In order 
to reduce the number of FP results, it seems that further re-
search is needed to improve weight optimization. Since this 
system is a guide to anatomical structures, FP results may not 
be of vital real-world importance, but it would be preferable to 
avoid inaccurate boundary information when supporting sur-
gery in order to minimize unnecessary guidance. Considering 
these points, it is necessary to various optimization measures 
that can reduce the number of FP results. Nonetheless, the high 
sensitivity of the proposed method indicates its accuracy and 
effectiveness. In addition, AUC is shown in the following Fig. 6 
for ResNet-50 only, and good performance can be confirmed.

In the case of Fast R-CNN, similar levels of performance 
were identified as ResNet-50. However, in some cases of cross-
validation, the sensitivity was greatly reduced. It is considered 
that the features lack updates in response to the object area co-
ordinates. It is believed that this can be advanced through 
multi-task loss and improvement in the learning structure.

And in the case of SVM, it is thought that there is an issue 
with the feature value used as the input value. It is mainly pro-
cessed by using the morphological and intensity information of 
the stone as feature values, which seems to be an inefficient de-
tection task to perform matching for the entire area. Morpho-
logical information considers compactness and elongation, and 
if the difference between the characteristics of the stone and 
other object regions is small, it seems that inaccurate results 
have been derived. To this end, it is considered necessary to use 
additional characteristic information or to crop and process a 
separate area of interest.

Fig. 4. Definitions of terms used in a confusion matrix.

Fig. 5. The intersection over union (IoU) calculation (A) and 
concept of cross-validation (B).

A B

IoU=
Area of Overlap

All Data set

10-fold Cross Validation
9 training folds, 1 test fold (10 times)

Area of Union



216    www.einj.org

Eun, et al.  •  Optimal AI Model for Determination of UrolithiasisINJ

Int Neurourol J  September 30, 2022

Among the image processing methods, the results for water-
shed that are effective for detecting circular objects showed rela-
tively good performance compared to SVM. This is thought to 
be possible because marker-based feature information was used 
instead of a general gradient image. Likewise, the feature infor-
mation used in the marker is the morphological information 
and intensity of the stone, and the presence of the final stone is 
determined through object labeling in the segmented result. 
Although it is a relatively simple process, it seems that good 
performance has been detected compared to the SVM algo-

rithm with clear and few considerations.

DISCUSSION

The application of AI has begun in various medical fields. There 
are no exceptions to the urological system, and AI research is 
actively being conducted in the cycle before analysis, diagnosis, 
treatment, and management of urological diseases. Most of 
them are being studied as an auxiliary means of patient treat-
ment, and the proportion of model research, which is a high 
core technology.

In this paper, we propose an optimal ureter stone detection 
model using various AI technologies. The use of AI technology 
compares and evaluates methods such as machine learning, 
deep learning, and image processing to find a way to detect 
ureter stones more effectively. The machine learning method is 
a SVM method, a representative segmentation method, deep 
learning is a representative CNN method, ResNet-50 and Fast 
R-CNN method, and image processing is an efficient watershed 
for circular objects considering shape information of stones. 
Comparative evaluation of this method is performed by apply-
ing it to abdominal CT images of uremia patients.

Comparative evaluation is largely treated as a 2-step task. 
First, data construction for evaluation is carried out, and the 
optimal AI model for urea diagnosis is studied by applying 
technologies such as machine learning, deep learning, and im-
age processing. In general, ResNet-50 performed best, but some 

Table 1. Performance evaluation results of cross-validation				  

Cross-validation
Sensitivity (TP/FN/FP)

ResNet-50 Fast-RCNN SVM Watershed

1 0.936 (418/15/150) 0.935 (415/15/153) 0.876 (390/11/178) 0.896 (398/12/170)

2 0.920 (421/22/25) 0.895 (392/20/42) 0.910 (410/22/35) 0.840 (361/22/68)

3 0.927 (426/19/65) 0.906 (410/21/81) 0.798 (371/14/98) 0.924 (424/20/69)

4 0.936 (422/15/210) 0.882 (389/20/232) 0.910 (414/12/218) 0.931 (420/18/212)

5 0.926 (431/20/175) 0.915 (425/18/182) 0.920 (429/29/178) 0.766 (392/12/205)

6 0.941 (428/13/132) 0.944 (430/14/131) 0.864 (398/15/167) 0.841 (391/13/171)

7 0.936 (426/15/167) 0.940 (428/15/162) 0.895 (391/12/193) 0.901 (409/18/178)

8 0.945 (421/11/203) 0.878 (381/15/240) 0.910 (407/14/223) 0.887 (386/11/237)

9 0.943 (415/25/110) 0.910 (399/21/128) 0.812 (372/18/145) 0.882 (389/25/139)

10 0.931 (429/13/149) 0.926 (421/15/151) 0.832 (387/18/179) 0.932 (430/15/145)

Average sensitivity 0.931 0.913 0.873 0.880

TP, true positive; FN, false negative; FP, false positive; SVM, support vector machine.

1.0                                                  0.5                                                   0

1.0

0.5

0

Se
ns

iti
vi

ty

Specificity

Observed data
SROC curve
AUC=0.93 (0.90-0.95)
95% Prediction contour

Fig. 6. The area under the receiver operating characteristic 
curve (AUC) result of ResNet-50. SROC, summary receiver op-
erating characteristic.
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FP results were derived from generic images. Numerous FP re-
sults were detected when the foreign object portion or bound-
ary and grayscale information were very ambiguous. In order 
to reduce the number of FP results, further research is needed 
to improve weight optimization. Nevertheless, the high sensi-
tivity of the proposed method exhibits its accuracy and effec-
tiveness. In addition, the AUC is shown in Fig. 6 below for 
ResNet-50 only, and good performance can be seen.

In the case of Fast R-CNN, it was found to have a similar level 
of performance to ResNet-50. However, in the case of cross-
validation, sensitivity was significantly reduced. It is considered 
that the function has not been updated in response to the object 
region coordinates. It is believed that this can be accelerated 
through multitasking loss and improvement of learning struc-
ture.

And there is a problem with the value of a function to be 
used as input to the case of SVM. Mainly stone in the form of 
strength as the value information and data processing for the 
entire area, which is matched too inefficient to carry out detec-
tion work seems to be. morphological characteristics of the 
area, stones and other objects to take into account the informa-
tion density and height difference seems to be inaccurate results 
if you are. To that end, additional attribute information need to 
be processed into separate areas of interest.

Among the image processing methods, the results for water-
shed, which is effective for detecting circular objects, showed 
relatively superior performance compared to SVM. This is 
thought to be possible because marker-based feature informa-
tion was used instead of a general gradient image. Although it 
is a relatively simple process, good performance seems to be 
detected compared to SVM algorithms with clear and few con-
siderations.

As a result, the general situation in the most effective way to 
the detection stone can be found. But a variety of variables may 
slightly different is the difference through the term could tell. 
As a future works, urological diseases are diverse and the re-
search will be expanded by customizing AI models specialized 
for those diseases.
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