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Introduction
The genome of eukaryotic cells is the target of intracellular 
or extracellular DNA damaging agents. To maintain genetic 
information, cells use well-defined DNA repair pathways 
(Hoeijmakers, 2001). DNA double-strand breaks (DSBs) are 
one of the more deleterious forms of DNA damage that are re-
paired by two main pathways: non-homologous end joining 
(NHEJ) and homologous recombination (HR). The genome is 
assembled into chromatin, a complex structure the repair ma-
chinery has to deal with to efficiently repair DNA damages. In 
response to DNA damage, chromatin undergoes remodeling 
and decompaction (Kruhlak et al., 2006; Ziv et al., 2006). In 
yeast, ATP-dependent chromatin remodeling enzymes that 
modify the local nucleosome concentration or the composi-
tion of chromatin by introducing histone variants (Clapier and 
Cairns, 2009) are implicated in the changes of chromatin struc-
ture in response to DNA damages (Kusch et al., 2004; Mizuguchi 

et al., 2004). These enzymes belong to the SWI/SNF superfam-
ily and can be classified in four families (SWI/SNF, ISWI, 
CHD/Mi2, and INO80) defined by yeast proteins. In yeast, 
enzymes from the four families (Ino80, Swr1, RSC, and SWI/
SNF) remodel nucleosomes around DSB to facilitate DNA re-
pair and/or to regulate cell cycle (Downs et al., 2004; Morrison 
et al., 2004; van Attikum et al., 2004; Chai et al., 2005; Tsukuda 
et al., 2005; van Attikum et al., 2007; Oum et al., 2011). In 
human cells, the CHD4 and MTA2 subunits of CHD complexes 
are recruited in the vicinity of DSB and participate in the DNA 
damage response (Ahel et al., 2009; Gottschalk et al., 2009; 
Chou et al., 2010; Larsen et al., 2010; Smeenk et al., 2010). In 
addition, ACF1 and SNF2H, two members of the ISWI family, 
are involved in NHEJ and HR mechanisms (Lan et al., 2010). 
BRG1, a subunit of the SWI/SNF complex is recruited to DSB 
via H3 acetylation and stimulates the amplification of H2AX 
phosphorylation probably by facilitating accessibility to nucleo-
somes around DSB (Lee et al., 2010). Finally, among ATPases 

DNA damage signaling and repair take place in 
a chromatin context. Consequently, chromatin-
modifying enzymes, including adenosine triphos-

phate–dependent chromatin remodeling enzymes, play 
an important role in the management of DNA double-
strand breaks (DSBs). Here, we show that the p400 ATPase 
is required for DNA repair by homologous recombination 
(HR). Indeed, although p400 is not required for DNA 
damage signaling, DNA DSB repair is defective in the 

absence of p400. We demonstrate that p400 is important 
for HR-dependent processes, such as recruitment of Rad51 
to DSB (a key component of HR), homology-directed re-
pair, and survival after DNA damage. Strikingly, p400 
and Rad51 are present in the same complex and both  
favor chromatin remodeling around DSBs. Altogether, our 
data provide a direct molecular link between Rad51 and 
a chromatin remodeling enzyme involved in chromatin 
decompaction around DNA DSBs.
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breaks induced by increased oxidative stress (Mattera et al., 
2010). One hour after IR, most cells harbor strong H2AX stain-
ing (Fig. 1, B and C) both in control and p400-depleted cells 
(although these latter ones exhibit brighter foci than control 
cells [Fig. S2 A]). At longer time points, the number of H2AX-
positive cells decreases in control cells, reflecting DNA repair. 
Strikingly, in p400-depleted cells, this decrease is slower. West-
ern blot analysis of H2AX also confirms that H2AX levels 
are higher upon p400 knockdown (Fig. 1 D). Similar effects are 
observed in mouse embryonic fibroblasts (MEFs) generated 
from mice expressing truncated p400 protein (Ueda et al., 2007; 
Fig. S2 B), indicating that they are neither cell type specific, 
nor a particular property of transformed cells, nor a result of 
siRNA off-target effects. To test whether these results are be-
cause of an increased DNA damage signaling or to a defect in 
DNA repair, we monitored H2AX foci formation in a more 
extensive time course experiment. Indeed, the number of foci 
roughly reflects the number of DNA breaks, and the kinetics 
of H2AX foci numbers decrease is an indication of DNA 
repair (Rogakou et al., 1999). To achieve statistical signifi-
cance, we used a high-capacity device allowing automatic 
measurement and analysis of fluorescence (Arrayscan) for indi-
vidual cells. This allows a powerful statistical analysis and a 
comprehensive study of the effects of p400 siRNA in a kinetic 
fashion using two doses of irradiation (2 and 8 Gy). Note that 
the settings of the automatic analysis were not necessarily iden-
tical for the 2- and 8-Gy irradiation points because we used 
settings that give the maximal difference between nonirradi-
ated and irradiated cells with respect to foci numbers. Thus, we 
cannot compare directly the number of foci between these two 
conditions. Whiskers graphs of the cell populations respective 
to the number of H2AX foci are shown in Fig. 1 (E and F), as 
well as the p-value for the difference between the control and 
p400-depleted populations. We first found that the number of 
foci at early time points after irradiation is roughly similar or 
slightly increased depending on the experiments upon p400 
depletion, indicating that the amount of DNA breaks is simi-
lar. Similar results were obtained when monitoring the number 
of DSB by neutral comet assays (Figs. 1 G and S3 B, compare 
the 0 point). When looking at later time points, we noticed that 
p400 depletion slows down the decrease in H2AX foci num-
bers (Fig. 1, E and F). For example, at 8 Gy irradiation, the ap-
parent decrease in foci number between 15 min and 6 h after 
irradiation is roughly of 3 foci per hour for control cells and 
1.5 foci per hour for p400-depleted cells (Fig. 1 E). This re-
sult suggests a defect in DNA DSB repair in p400-depleted 
cells. Given that multiple DSBs can cluster in the same H2AX 
focus (Neumaier et al., 2012), we also directly analyzed DSB 
disappearance by neutral comet assay. Using this assay, we 
found a defect in DSB repair in p400-depleted U2OS cells 
(Fig. 1 G) as well as in p400-deficient MEFs (Fig. S3B).

In addition, the total H2AX fluorescence per cell in the 
same samples is higher in p400-depleted cells (Fig. 2 A) even 
at early time points (15 min). Similar results are observed by 
Western blot 1 h after irradiation (Fig. 1 D). Because the num-
ber of breaks per cell is similar at these time points (Fig. 1,  
E and G), it indicates that p400 limits the phosphorylation of 

of the INO80 family, p400 and INO80 are recruited at DSB and 
control histone ubiquitination or the 5-3 resection of DNA 
ends, respectively (Xu et al., 2010; Gospodinov et al., 2011). 
These studies showed the requirement of chromatin modifica-
tion and remodeling to allow the appropriate response to DNA 
damage. However, the complexes studied in these works partici-
pate in DNA damage signaling or in early steps of DSB repair 
and their involvement in the later stages of these mechanisms 
is still poorly studied.

One of the enzymes promoting chromatin remodeling is 
the p400 ATPase, which belongs to the INO80 family (Fuchs 
et al., 2001; Ruhf et al., 2001). p400 is involved in the transcrip-
tional control of specific genes through the incorporation of the 
histone variant H2AZ on promoters (Gévry et al., 2007). It be-
longs to a multimolecular complex containing the histone ace-
tyl transferase Tip60 (Ikura et al., 2000). Interestingly, Tip60 is 
important for the DNA damage response by promoting ATM 
activation (Sun et al., 2005) and the subsequent H2AX phos-
phorylation (Ikura et al., 2007) and by acetylating histones to 
allow recruitment of DNA repair proteins (Murr et al., 2006).  
In addition, the p400 homologue in Saccharomyces cerevisiae 
SWR1 is recruited to DNA breaks and is important for DNA re-
pair by NHEJ (van Attikum et al., 2007). Moreover, some links 
between SWR1 and HR have been described: when strand inva-
sion is made defective because of the absence of homologous 
sequences, SWR1 functionally cooperates with Rad51, a key 
protein of HR, to target DNA breaks to the nuclear periphery 
(Kalocsay et al., 2009). In Drosophila melanogaster and yeast, 
p400 homologues are important to remove phosphorylated 
H2AX from chromatin after the completion of DNA repair 
(Kusch et al., 2004; Papamichos-Chronakis et al., 2006). Fi-
nally, a recent study found that human p400 is important for 
DNA damage signaling (Xu et al., 2010), but its precise role in 
human DSB repair remains unclear. In this study we examined 
the role of p400 in response to DNA damage in human cells 
by characterizing its influence on DNA damage signaling and 
DSB repair.

Results
p400 expression is important upon DNA 
damage induction
To characterize the role of human p400 in DNA repair, we ex-
amined the sensitivity of p400-depleted cells to DNA damaging 
agents inducing DNA DSBs (bleomycin and ionizing radiations 
[IR]). U2OS cells transfected with p400 siRNA (extensively 
validated in previous studies [Tyteca et al., 2006; Mattera et al., 
2009, 2010]; see Fig. S1 for Western blots monitoring the  
effects of the various siRNAs) harbor increased sensitivity to 
these agents (Fig. 1 A). This sensitivity is comparable, albeit 
slightly lower, to that observed upon depletion of a known DNA 
damage response protein, ATM (Fig. 1 A). Thus, p400 expres-
sion influences the response and/or the repair of the DNA 
damages induced by these treatments, such as DSBs. We next 
analyzed the formation of H2AX foci, a commonly used 
marker of DSB. In nonirradiated cells, p400 knockdown is suf-
ficient to induce H2AX foci (Fig. 1, B and C), reflecting DNA 

http://www.jcb.org/cgi/content/full/jcb.201205059/DC1
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at the top of the lanes). Thus, this result indicates that p400 
limits ATM autophosphorylation and suggests that the increase 
in DNA damage signaling observed upon p400 knockdown 
is the result of a higher activation of ATM. Collectively, the re-
sults of Figs. 1 and 2 indicate that p400 plays a double role upon 

H2AX. To test whether this is because of an inhibition of ATM 
activity, we checked ATM activation by Western blot using 
antibodies specific for phosphorylated ATM (S1981). We found 
that phosphorylated ATM levels are increased in p400-depleted 
cells 30 min after irradiation (Fig. 2 B, see the quantification 

Figure 1.  p400 depletion sensitizes cells to DNA damage. U2OS cells were transfected with siRNA against p400 or a control sequence (Ctrl) and sub-
jected to the indicated treatment 48 h later. (A) 2 wk later, clonogenic efficiency was evaluated. Results are the mean ± SD from at least three independent 
experiments. (B) Cells were irradiated (8 Gy) or not and subjected to H2AX immunofluorescence. Bar, 10 µm (C) Quantification of experiment in B. Results 
are the mean ± SD from five independent experiments. (D) cells were irradiated (8 Gy) or not and subjected to Western blot analysis for H2AX. (E and F) 
Automatized analysis of H2AX foci in cells irradiated at 8 (E) or 2 Gy (F). The number of foci per nucleus was counted for at least 200 nuclei. Whisker 
graphs representing the repartition of cells with respect to H2AX foci numbers are shown with the median, the 50% median population (boxes), and the 
limits. The p-values for the difference between the two populations (Ctrl vs. p400 siRNA) are shown above each time point (NS, >5%). Similar results were 
obtained in two to four independent experiments. The 15-min point (F) was obviously aberrant and removed from the analysis. (G) Evaluation of DSB repair 
by neutral comet assay. U2OS cells transfected with siRNA were irradiated (20 Gy) 48 h later and subjected to comet assay. Tail moment was scored on 
100 cells and results are expressed as the mean ± SEM.
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half-life of foci mainly for S and G2/M cells, but not, or very 
weakly, for G1 cells. Thus, the effects of p400 on DNA repair 
are more pronounced in S and G2, in agreement with a role in 
HR. Indeed, knocking down Rad51, a key protein of HR, using 
siRNA gives a similar phenotype (Fig. 2 E).

We next evaluated the effects of p400 depletion on HR 
efficiency. We used a U2OS reporter cell line containing an 
integrated substrate (Fig. S4 A) designed to measure the repair 
of a unique DSB induced by the I-SceI endonuclease (which 
does not cut the human genome) by homology-directed repair 
(HDR). The appearance of GFP-positive cells is dependent on 
HR between two inactive GFP copies (Puget et al., 2005). This 
cell line expresses the I-SceI enzyme fused to the ligand-
binding domain of the estrogen receptor (ER-I-SceI). Sequence-
specific DSB is induced by the nuclear relocalization of the enzyme 
after 4-hydroxy-tamoxifen (OHTam) treatment (Fig. S4 B). 
Upon OHTam addition to control cells, the number of GFP-
positive cells increases (Fig. 3 A), reflecting HDR induced by 
the targeted DNA break. As expected, Rad51 depletion de-
creases the number of GFP-positive cells. Importantly, p400 

DNA DSB induction. First, it limits DNA damage signaling by 
controlling ATM activation. Second, it participates in DNA re-
pair because DSB removal is slower upon p400 depletion.

p400 expression is important for HDR
We next investigated the role of p400 in DNA repair. To gain 
insights into the mechanism of repair that is affected by p400 
depletion and given that HR, one of the main pathways respon-
sible for DSB repair, is regulated in a cell cycle–dependent 
fashion, we analyzed H2AX foci number in the various cell 
cycle phases. To do that, we sorted cells according to their DNA 
content. This was performed by measuring DNA content using 
Hoechst fluorescence intensity and plotting the number of cells 
relative to this fluorescence. As shown in Fig. 2 C, we obtain 
classical cell cycle profiles. We next analyzed the number of 
H2AX foci for G1, S, and G2/M cells. As expected because 
the amount of DSBs is directly proportional to DNA amount, 
more foci are observed in G2/M cells compared with G1 (al-
though not exactly twofold probably because of foci merging; 
Fig. 2 D). Interestingly, p400 depletion strongly increases the 

Figure 2.  p400 expression influences DNA damage signaling. (A) Automatized analysis of total H2AX fluorescence per nucleus (as in Fig. 1 E) of cells 
irradiated (8 Gy) or not. Median within the cell population is plotted and the p-values for the difference between the two populations (Ctrl vs. p400 siRNA) 
are shown above each time point. The data shown are from a single representative experiment (n = 200) out of three repeats. (B) U2OS cells transfected 
with p400 siRNA or a control sequence (Ctrl) were irradiated (8 Gy) or not and harvested 30 min later. Nuclear extracts were analyzed for total ATM, 
ATM phosphorylation on S1981, and HDAC1/2 expression by Western blot. Images were acquired using a charge-coupled device camera and levels of 
phosphorylated ATM were quantified using ImageJ software. (C) Example of cell cycle distribution obtained after Hoescht staining and Arrayscan quantifi-
cation. n = 200 from a single experiment. The data shown are from a single representative experiment out of three repeats. (D) U2OS cells were transfected 
with p400 siRNA or control and irradiated or not (8 Gy). H2AX foci number was analyzed as in Fig. 1 and whisker graphs representing the repartition 
of the cell population with respect to the number of foci for G1, S, and G2/M cells are shown. A representative experiment out of three is shown. (E) Same 
as in D, except that cells were transfected by control or Rad51 siRNA.

http://www.jcb.org/cgi/content/full/jcb.201205059/DC1
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changes in NHEJ activity (Fig. 3 C). Collectively, Fig. 3 re-
sults suggest that p400 expression is important for maximal 
HR efficiency.

p400 depletion does not affect DSB 
signaling in U2OS cells
DNA damage signaling leads to histone ubiquitination, which 
in turn facilitates recruitment of proteins involved in HR, 
such as BRCA1 and Rad51 (Luijsterburg and van Attikum, 
2012). We thus transfected U2OS cells with p400 siRNA and 
examined ubiquitin-conjugated proteins after IR exposure 
using the FK2 antibody (Mailand et al., 2007). Ubiquitin foci 
are unchanged or slightly more abundant in p400-depleted 
cells regardless of the time and the dose of IR (Fig. 4, A and 
B). Moreover, the efficiency of foci formation of another 
DNA damage signaling protein, 53BP1, is not impaired upon 
p400 depletion (Fig. S2 C). These data are in contrast with a 
recent finding that 53BP1 and ubiquitin foci are decreased 
after overexpression of an inactive form of p400 (Xu et al., 
2010). Because Xu et al. (2010) used a lower dose of IR and 
assayed foci formation at a shorter time, we performed a 
comprehensive analysis of 53BP1 and ubiquitin foci forma-
tion in a dose- and time-dependent fashion using the Array-
scan. In Fig. 4 C, we plotted the median within the cell 
population of the total amount of fluorescence within FK2 
foci (which represent the total amount of ubiquitinated pro-
teins present in signaling foci). We confirmed that no defect 
in both FK2 (Fig. 4 C) or 53BP1 (Fig. 4 F) foci formation is 
observable upon p400 depletion in U2OS submitted to 8 Gy 
at any time tested (the slight decrease for FK2 at the 15-min 

depletion induces a similar decrease, indicating a defect in the 
repair of DSB by HDR. This is unlikely to be caused by ineffi-
cient cutting of the I-SceI site because p400 depletion does not 
affect I-SceI expression (Fig. 3 A). Thus, in U2OS cells, p400 
depletion decreases the efficiency of HDR. However, previous 
work showed that the loss of p400 induces the expression of 
p21 in a p53-dependent manner and consequent accumulation 
of U2OS cells in G1 (Tyteca et al., 2006). This phenomenon 
could decrease HR activity, which is predominantly effective  
in S/G2. To check whether the decrease in HDR efficiency upon 
p400 depletion in U2OS cells is a consequence of G1 accumu-
lation, we used a human cell line (RG37) that possesses an inte-
grated substrate of HDR (Dumay et al., 2006) and in which the 
p53 pathway is largely inactivated by the SV40 T antigen 
(Meyn, 1993). As expected, in this assay, depletion of Rad51 
decreases the number of GFP-positive cells (Fig. 3 B). p400 de-
pletion using two different siRNAs decreases HDR efficiency, 
as in U2OS cells (Fig. 3 B), without inducing major changes in 
cell cycle distribution (Fig. S1 F), as expected. In addition, p400 
depletion does not affect I-SceI cleavage efficiency, that we 
could measure in this experimental setting (Fig. S4 F). Because 
DSB could also be repaired by NHEJ we tested the effect of 
p400 depletion in cells with the same background than RG37. 
These cells stably express a NHEJ GFP reporter composed of a 
wild-type copy of the GFP gene in which translation is sup-
pressed by an upstream, out of frame translation start site. Tan-
dem DSBs introduced by I-SceI can release the out of frame 
translation start site and religation of the DNA ends allows trans-
lation of GFP in the correct frame (Xie et al., 2009). Using this 
cell line we find that p400 depletion does not induce significant 

Figure 3.  p400 expression is important for 
HR. (A) U2OS cells with an integrated HDR 
substrate and expressing ER-I-SceI were trans-
fected with control, p400, or Rad51 siRNAs. 
48 h after, cells were treated with OHTam, 
and 48 h later, GFP-positive cells were quan-
tified by FACS. Results are the mean ± SD 
from three independent experiments. (right) 
Western blot monitoring HA-I-SceI expres-
sion. Note that HA-I-SceI–increased expression 
after OHTam addition is a result of stabiliza-
tion after ligand binding. (B) RG37 cells with 
an integrated HDR substrate were transfected 
with control or two different p400 or Rad51 
siRNA. 24 h after, the I-SceI expression plas-
mid was transfected, and HDR efficiency was 
monitored by FACS 48 h later. The mean ± SD 
from three independent experiments is plotted. 
(right) Western blots monitoring the indicated 
protein expressions are shown. (C) GCS5 cells 
with an integrated NHEJ substrate (Xie et al., 
2009) were transfected with control or two dif-
ferent p400 siRNAs, and NHEJ efficiency was 
monitored by FACS 48 h later. The mean ± SD 
from four independent experiments is plotted. 
Statistical differences were examined using 
Student’s t test (siCtrl vs. sip400-1 [P = 0.30] 
and siCtrl vs. sip400-2 [P = 0.31]). Western 
blots monitoring the expression of p400 and 
myc-I-SceI are shown.
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p400 facilitates Rad51 recruitment to 
DNA breaks
We next analyzed the various steps of HR to characterize the 
molecular point in which p400 participates. HR begins by 
DNA resection, leading to the formation of single-strand DNA, 
which is covered by the RPA protein. To test whether the gen-
eration of single-strand DNA and RPA loading is affected by 
p400 depletion, we performed phospho-RPA immunofluores-
cence in U2OS cells. p400-depleted cells present slightly more 
phospho-RPA foci after IR than control cells (Fig. 5, A and B). 
This result was confirmed using the Arrayscan analysis 
(Fig. 5 C) as well as by Western blotting (unpublished data). 
Thus, p400 depletion does not decrease RPA phosphorylation, 
suggesting that the formation of single-strand DNA and RPA 
loading are normal. The next step in HR is the recruitment to 
the single-strand DNA of Rad51, which allows strand invasion 

time point is not observed in other experiments nor using  
a lower dose of IR). We obtained similar results after 2-Gy 
exposure in U2OS cells (Fig. 4, D and G), and after 8 Gy in 
293T cells (Fig. 4, E and H), which are the cells used in  
Xu et al. (2010). Finally, because Xu et al. (2010) used a 
dominant-negative mutant strategy, we transfected 293T cells 
with wild-type or ATPase-inactive p400 (containing the same 
inactivating mutation than in Xu et al. [2010]) and irradiated 
the cells (2 Gy). In contrast to that study, we did not observe 
any major difference with respect to ubiquitin foci or 53BP1 
foci formation at 30 min and 1 h after irradiation (which are 
the time points examined by Xu et al. [2010]) upon expression 
of wild-type p400 or ATPase-inactive p400 mutant (Fig. S2, 
E–G). We conclude from Fig. 4 experiments that p400 de-
pletion does not impair DNA damage signaling around  
DNA breaks.

Figure 4.  DNA damage signaling is not af-
fected by p400 knockdown. (A and B) U2OS 
cells transfected with control or p400 siRNA 
were irradiated (8 Gy) or not 48 h later and 
subjected to FK2 immunofluorescence. Repre-
sentative images (A) and quantifications are 
shown (B). Bar, 10 µm. Results are the mean ±  
SD from three independent experiments.  
(C and F) Automatized analysis of ubiquitin 
(FK2; C) or 53BP1 (F) foci in U2OS cells ex-
posed to 8 Gy. Note that in other experiments 
the decrease was less pronounced after the 
30-min peak of FK2 foci. (D and G) Automa-
tized analysis of ubiquitin (FK2; D) or 53BP1 (G) 
foci in U2OS cells exposed to 2 Gy. (E and H) 
Automatized analysis of ubiquitin (FK2; E) or 
53BP1 (H) foci in 293T cells exposed to 8 Gy. 
For C–H, the data shown are from a single 
representative experiment (n = 200) out of 
three repeats.
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formation upon p400 depletion is not a consequence of G1  
accumulation, we cotransfected U2OS cells with siRNA against 
p400 and p21 to reverse the p400-induced G1 arrest (Tyteca 
et al., 2006). Cells transfected with both p400 and p21 siRNAs 
are still defective in Rad51 foci formation in response to IR, al-
though the G1 arrest is largely abolished (Fig. 7 A; and see Fig. S1, 
A and E, for p21 expression and cell cycle distribution). Finally, 
to rule out definitively any effects caused by changes in cell  
cycle distribution, we sorted cells according to cell cycle as de-
scribed in Fig. 2 and we analyzed the formation of Rad51 foci. 
As expected, because the HR process is inhibited in G1, nearly 
no Rad51 foci are observed in G1 (Fig. 7 B). p400 depletion de-
creases the number of Rad51 foci for both S and G2/M cells 
(Fig. 7 B), demonstrating that the effect of p400 depletion can 
be observed independently of changes in cell cycle distribution. 
Moreover, it indicates that, although DNA damage signaling 
and HR does not rely exactly on the same mechanisms in S and 
G2 phase, p400 expression is important for Rad51 foci forma-
tion in both cell cycle phases.

p400 interacts with Rad51
Results from the aforementioned experiments indicate that 
p400 participates in Rad51-dependent steps. We thus exam-
ined whether p400 could directly affect Rad51 properties by 
physically interacting with it. We observed coimmunopre-
cipitation between endogenous Rad51 and p400 using three 
different antibodies against p400 (Fig. 8 A) in RG37 cells, a 
cell line with high level of p400 expression, indicating that 
Rad51 and p400 are present within the same multimolecular 
complex. Reciprocally, endogenous p400 is coimmunopre-
cipitated with Rad51 from HeLa nuclear extracts (Fig. 8 B). 
Moreover, p400 and Rad51 still coimmunoprecipitate in the 
presence of ethidium bromide, ruling out any artifacts as a 
result of the presence of DNA bridging the two proteins (un-
published data). When calculated relative to the input, the 
amount of interacting protein is very low, suggesting that 

and promotes homologous pairing (Baumann et al., 1996). 
Functional HR involving Rad51 generates foci at the repair 
site that can be visualized by immunofluorescence (Haaf  
et al., 1995). We found that the Rad51 foci increase between 
1 and 3 h after IR, depending on the experiment (Fig. 6). Strik-
ingly, this increase, although still observable 6 h after IR, is 
largely delayed in cells transfected by the p400 siRNAs, as 
observed by manual counting (Fig. 6, A and B) or by auto-
matic analysis using the Arrayscan device after 8 and 2 Gy, 
respectively (Fig. 6, C and D). This result suggests that the 
absence of p400 decreases the recruitment of Rad51 and ac-
cessory proteins to DSB. To test this possibility, we analyzed 
Rad51 recruitment at DSBs by chromatin immunoprecipita-
tion (ChIP). We used a U2OS cell line in which AsiSI-mediated 
DSBs are induced by OHTam treatment (Iacovoni et al., 
2010). ChIP assays revealed that Rad51 protein is present in 
control cells around DSB (Fig. 6 E, gray bars), and not on  
uncut chromatin. Strikingly, in p400-depleted cells, Rad51 re-
cruitment to DSB is decreased (Fig. 6 E). This effect is not 
caused by a defect in enzyme accessibility because cleavage 
efficiency is slightly higher in p400-depleted cells (Fig. S4 C). 
Thus, p400 expression is required for Rad51 recruitment to 
chromatin. Similar results were obtained when analyzing the 
formation of the Rad51-associated protein BRCA1 foci by 
manual counting (Fig. 6, F and G) or by Arrayscan analysis 
after 8 and 2 Gy of IR (Fig. 6, H and I). Moreover, this effect 
on BRCA1 foci formation is also observed in 293T cells sub-
mitted to 8 Gy (Fig. 6 J; we did not manage to perform usable 
Rad51 immunofluorescence in 293T cells). These results in-
dicate that p400 depletion delays the formation of Rad51 and 
BRCA1 foci.

The effect of p400 depletion on HR is not 
caused by cell cycle changes
Upon DSBs induction, Rad51 foci form in S and G2 cells but 
not in G1 cells. To check whether the decrease of Rad51 foci 

Figure 5.  RPA phosphorylation is not altered 
by p400 knockdown. U2OS cells transfected 
with control or p400 siRNA were irradiated 
(8 Gy) or not 48 h later and subjected to 
phospho-RPA immunofluorescence after the 
indicated time. Representative images (A) and 
quantifications are shown (B). Bar, 10 µm. Re-
sults are the mean ± SD from three indepen-
dent experiments. (C) Automatized analysis of 
phospho-RPA foci in U2OS cells treated as in 
A. Median within the cell population is plot-
ted and the p-values for the difference between 
the two populations (Ctrl vs. p400 siRNA) are 
shown above each time point. The data shown 
are from a single representative experiment  
(n = 200) out of three repeats.
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only and is not changed by the cotransfection of the empty 
mcherry vector (2.67 ± 0.05) (Figs. 8 C and S5). When cotrans-
fected with mcherry-p400, this value is reduced to 2.19 ± 
0.02 (representing 15.6% variation in fluorescence lifetime). 
Similar fluorescence transfer is observed between Tip60  
and p400 (Fig. S5), two directly interacting proteins (Park  
et al., 2010), whereas no transfer is detected between 53BP1-
GFP and p400-cherry (unpublished data), underlining the 
specificity of our observations. Thus, Rad51 and p400 are 
very close in cells. Moreover, given that FRET/FLIM is  
usually considered to monitor direct interactions (Llères  
et al., 2010; Nievergall et al., 2010), this result suggests that 
p400 and Rad51 directly interact in cells. We next investigated 

only a low proportion of both Rad51 and p400 are present  
in the same complex or that their interaction is dynamic. To 
gain insight into the dynamics of the p400–Rad51 inter
action and to test their spatial proximity in cells, we performed 
fluorescence resonance energy transfer (FRET)/fluorescence 
lifetime imaging microscopy (FLIM) experiments. Transfec-
tion of RG37 cells with GFP-Rad51, which acts as the donor 
fluorophore and mcherry-p400 as the acceptor fluorophore, 
allows FRET-based approaches in fixed RG37 cells. If the two 
proteins are in very close proximity, the fluorescence half-
life of GFP is shortened in proportion with the intensity of 
the energy transfer to the mcherry fluorophore. The lifetime 
of GFP is 2.60 ± 0.03 ns for cells transfected with GFP-Rad51 

Figure 6.  p400 controls Rad51 foci forma-
tion. (A and B) U2OS cells transfected with 
control or p400 siRNA were irradiated (8 Gy) 
or not 48 h later and subjected to Rad51 im-
munofluorescence. Bar, 10 µm. Representative 
images and quantifications are shown. Results 
are the mean ± SD from four independent ex-
periments. (C) Automatized analysis of Rad51 
foci in U2OS cells exposed to 8 Gy. Note that 
the Arrayscan failed to analyze the 15-min 
sample. (D) Automatized analysis of Rad51 
foci in U2OS cells exposed to 2 Gy. Note that 
the Arrayscan failed to analyze the 30-min 
and 1-h samples. (E) 48 h after transfection 
with control or p400 siRNA, U2OS-ER-AsiSI 
cells were treated or not with OHTam (4 h) 
and subjected to ChIP experiment using anti-
Rad51 antibodies. The amount of a sequence 
located 200 bp from a cleaved Asi-SI site 
and of a control sequence (P0) were quanti-
fied by qPCR. The mean ± SD from three in-
dependent experiments is shown. (F and G) 
U2OS cells transfected with control or p400 
siRNA were irradiated (8 Gy) or not 48 h later 
and subjected to BRCA1 immunofluorescence. 
Representative images and quantifications are 
shown. Bar, 10 µm. Results are the mean ± SD 
from four independent experiments. Automatized 
analysis of BRCA1 foci in U2OS cells exposed 
to 8 Gy (H) and 2 Gy (I), respectively. The 
30-min point that was obviously aberrant and 
not reproducible is not shown. (J) Automatized 
analysis of BRCA1 foci in 293T cells exposed 
to 8 Gy. For C, D, and H–J, the median within 
the cell population is plotted and the p-values 
for the difference between the two populations 
(Ctrl vs. p400 siRNA) are shown above each 
time point. The data shown are from a single 
representative (n = 200) experiment out of 
three repeats.

http://www.jcb.org/cgi/content/full/jcb.201205059/DC1
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p400 and Rad51 work together to 
promote histone removal associated  
with HR
We next investigated the role of the p400–Rad51 complex in 
HR. Because p400 is an ATP-dependent chromatin remodeling 
enzyme (Kusch et al., 2004; Mizuguchi et al., 2004), we tested 
whether p400 participates in HR by affecting chromatin remod-
eling. We first used a mutant form of p400 devoid of ATPase 
activity (p400dead; Samuelson et al., 2005). This mutant inter-
acts as efficiently with Rad51 as the wild type (Fig. S5 B) and is 

the effect of DNA damage induction on the ability of p400 
and Rad51 to interact. By coimmunoprecipitation from RG37 
cells extracts, we observed that p400 and Rad51 still interact 
after IR (Fig. 8 D). We also performed FRET-based experi-
ments in U2OS cells stably expressing ER-AsiSI in which 
OHTam treatment induces DSB (Fig. S4 D; Iacovoni et al., 
2010). We found that FRET efficiency is unchanged upon 
DSB induction (Fig. 8 E). Thus, collectively, these results 
indicate that p400 and Rad51 are present in the same com-
plex before and after DSB.

Figure 7.  The effect of p400 depletion on Rad51 
foci formation is not caused by cell cycle changes. 
(A) U2OS cells transfected with p400 and p21 
siRNA alone or in combination were tested for 
Rad51 foci formation after IR as described in Fig. 6. 
The data shown are from a single representative 
experiment (100 cells/point) out of three repeats. 
(B) Medians of Rad51 levels within foci per cell for 
G1, S, and G2/M cell populations (analyzed us-
ing the Arrayscan) were calculated for U2OS cells 
transfected with control or p400 siRNA exposed 
to 8 Gy. Results were standardized relative to  
1 for the highest median (3 h after irradiation for 
S phase cells transfected with control siRNA). The 
means and SD from four independent experiments 
are plotted.

Figure 8.  p400 interacts with Rad51. (A) RG37 total cell 
extracts were immunoprecipitated with three different p400 
antibodies or control IgG and the presence of Rad51 was 
analyzed by Western blotting. (B) HeLa nuclear extracts were 
immunoprecipitated by Rad51 or control IgG as indicated. 
Immunoprecipitates were subjected to an elution step with 
0.1% SDS. Eluted proteins or beads were subjected to a 
p400 or Rad51 Western blot, respectively. (C) RG37 cells 
were transfected with Rad51-GFP alone (n = 115) or together 
with vectors expressing p400-mcherry (n = 101) or mcherry 
(n = 45), as indicated. 24 h later, GFP fluorescence lifetime 
values were measured on representative cells. (D) RG37 total 
cell extracts were immunoprecipitated with p400 antibody 
or control IgG 3 h after 8 Gy exposure and the presence of 
Rad51 was analyzed by Western blotting. (E) Mean value and 
SEM of GFP fluorescence lifetime in U2OS-AsiSI cells without 
DSB induction (OHT) and after DSB induction (+OHT). The 
results were obtained from two independent experiments.
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(Berkovich et al., 2007; Xu et al., 2010). Using the AsiSI-
expressing cell line, we monitored nucleosome occupancy by 
performing histone H3 ChIP analysis. In control cells, DNA 
break induction leads to a decrease in histone H3 occupancy in 
the vicinity of the break at which Rad51 is recruited (Fig. 9 C). 
In cells transfected by p400 and Rad51 siRNAs, this decrease is 
much lower (Fig. 9 C). Thus, p400 and Rad51 are both required 
for the decrease of nucleosome occupancy around DNA breaks. 
Collectively, these results are consistent with the possibility 
that the p400–Rad51 complex participates in the local removal 
of nucleosomes associated with the HR process.

Discussion
Here, we performed a comprehensive analysis of p400 function 
in DNA damage signaling and repair after exogenous DNA 
damage induction. Our data first indicate that p400 probably 
functions as a repressor of DNA damage signaling. Indeed, we 
observe an increase in H2AX presence within foci upon p400 
depletion as early as 15 min after IR (Fig. 2 A). This increase was 
found to be independent of the cell cycle phase (unpublished 

likely to function as a dominant-negative mutant for the chro-
matin remodeling activity of the p400–Rad51 complex. We co-
transfected RG37 cells with I-SceI and p400 or p400dead 
plasmids and examined HDR. HDR efficiency is decreased in 
cells transfected with p400dead (Fig. 9 A), showing the impor-
tance of p400 enzymatic activity. Because this effect is modest, 
we intended to complement the effects of p400 siRNA by reex-
pressing p400 from plasmid constructs. We used the p400-2 
siRNA, which is directed against the 5 untranslated region that 
is absent in the p400 wild-type or mutant expression vectors. 
We transfected RG37 cells with siRNAs and 24 h later we 
transfected these cells again with expression vectors for p400, 
p400dead, or empty vector together with the I-SceI expression 
vector. Strikingly, whereas the wild type p400 is able to com-
plement the effect of the siRNA, the p400dead mutant further 
decreases HDR efficiency (Fig. 9 B). Because the expression of 
p400 wild type and dead mutant are comparable, this result con-
firms that the ATPase activity of p400 is required for HDR. We 
next investigated whether p400 participates in the chromatin re-
modeling associated with HR. Indeed, nucleosome occupancy 
decreases in the vicinity of a sequence-specific DNA break 

Figure 9.  Effects of p400-inactive form and 
complementation of the effects of p400 deple-
tion on HR. (A) RG37 cells were transfected 
with I-SceI expression vector (1 µg) together 
with p400 or p400dead (0.5 µg) as indicated. 
48 h later, HDR efficiency was measured by 
FACS. The mean ± SD from three indepen-
dent experiments is shown (left). Western blot 
monitoring the expression of myc-I-SceI and 
an RT-PCR analysis monitoring the expression 
of exogenous p400 and p400dead mRNA 
are also shown (right). (B) RG37 cells were 
transfected with the indicated siRNA. 24 h 
later, they were transfected by vectors express-
ing p400 or p400dead (0.5 µg) and I-SceI  
(1 µg) as indicated. 48 h later, HDR efficiency 
was measured by FACS. The data shown are 
from a single representative experiment (n = 
25,000 events) out of three repeats (left). A 
Western blot monitoring p400 and myc-I-SceI 
expression is shown. (C) AsiSI-ER-U2OS cells 
were transfected with control, p400, or Rad51 
siRNAs, and 48 h later treated with OHTam 
for 4 h. Cells were then subjected to ChIP 
analysis using H3 antibodies. The amount of 
a sequence located at 200 bp from a cleaved  
Asi-S1 site was quantified by qPCR. Results 
were standardized relative to the ChIP efficiency 
on a control sequence (P0) and expressed rela-
tive to 1 in untreated cells. Data are the mean ± 
SD from five independent experiments.
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Our data clearly indicate that p400 is particularly impor-
tant for HR. This is indicated by several lines of evidence: (a) 
the defect in H2AX removing after the peak of H2AX foci 
formation upon p400 depletion is restricted to S and G2/M cells, 
as expected for a defect in HR; (b) p400 depletion leads to de-
fective HDR; and (c) p400 depletion affects the formation of 
Rad51 and BRCA1 foci, two actors of HR.

Interestingly, DNA resection, at least monitored by phospho-
RPA presence, seems to be normal in p400-depleted cells. This 
raises the question of the fate of DSBs that were subjected  
to a large resection. Indeed, such breaks should no longer be re-
paired by NHEJ because the extent of resection is proposed to 
mediate the choice between NHEJ and HR (Symington and 
Gautier, 2011). Our data on H2AX foci numbers or using 
comet assays indicate that the number of breaks still declines, 
although more slowly, in the absence of p400. Thus, this result 
suggests that p400 depletion does not completely stop HR but 
only induces a delay. Consistent with such a possibility, we re-
producibly found that Rad51 and BRCA1 foci eventually form 
6 h after irradiation in p400-depleted cells (Fig. 6, C–H). Impor-
tantly, we found residual repair activity in MEFs in which the 
two alleles of p400 are mutated (Fig. S3). This last result sug-
gests that the delayed HR observed upon p400 depletion is not 
caused by the residual p400 expression in siRNA-transfected 
cells but that p400 is not absolutely required for HR. Whether 
p400 absence can eventually be complemented by another 
ATPase is a possibility worth investigating.

What is the mechanism by which p400 participates in 
HR? As p400 can influence transcription, we examined results 
of DNA microarrays obtained after p400 depletion in U2OS 
cells (Mattera et al., 2010). We did not find any decrease in the 
expression of genes coding for DNA repair proteins involved in 
HR, and we confirmed this result by Western blot experiments 
for Rad51 (Fig. 3 D), Rad52, and BRCA1 (unpublished data; 
although in some experiments in U2OS cells we noticed a slight 
decrease in Rad51 and BRCA1 expression, perhaps reflecting a 
change in cell cycle distribution). Although we cannot rule out 
the possibility that p400 could affect the expression of another 
HR-linked protein, the reported p400 localization at the DSB 
site (Xu et al., 2010) supports a direct role for p400 in HR. The 
demonstration of a physical interaction between p400 and 
Rad51 (Fig. 8) suggests that p400 can directly affect Rad51 
function. Note, however, that the proportion of Rad51 in com-
plex with p400 is very low before and after DNA breaks, sug-
gesting that it is not the only factor explaining p400’s role in 
HR. For example, p400 could assist BRCA1 recruitment to 
chromatin, which, in turn, would facilitate Rad51 foci forma-
tion, in agreement with the known function of BRCA1. Our re-
sults indicate that the role of p400 in HR is strongly linked to 
Rad51 because the effects of p400 knockdown are very similar 
to the effects of Rad51 knockdown, with respect to nucleosome 
destabilization around the break (Fig. 9 C), HDR deficiency 
(Fig. 3), and maintenance of H2AX foci (Fig. 2). These data 
together with the demonstration of the p400–Rad51 physical in-
teraction suggest that p400 functions in HR at Rad51-dependent 
steps. Other ATP-dependent chromatin remodeling enzymes 
have been shown to be important for DNA damage response 

data) and is not caused by an increase in the amount of DSBs 
(Fig. 1 G). It is probably because of the role of p400 in control-
ling ATM phosphorylation because we found that p400 deple-
tion favors ATM phosphorylation upon DSB induction. The 
mechanism by which p400 represses ATM activation is unclear. 
However, three (not exclusive) hypotheses can be put forward. 
First, p400 could control ATM phoshorylation directly. Second, 
it could regulate ATM activation by inhibiting Tip60. Indeed, 
Tip60 is known to facilitate ATM autophosphorylation and ac-
tivation via direct acetylation (Sun et al., 2005), and p400 can 
function as a repressor of Tip60 histone acetyl transferase  
(Tyteca et al., 2006; Park et al., 2010). Moreover, we previously 
showed that ATM phosphorylation in response to oncogenic 
stress, which induces replication-dependent DSBs, is also in-
hibited by p400 in a Tip60-dependent fashion (Mattera et al., 
2009). Third, through its action on chromatin structure, it could 
also prevent the propagation of H2AX, therefore limiting the 
size of IRIF, as recently proposed (Brunton et al., 2011). Con-
sistent with this hypothesis, domino, the p400 homologue in 
flies, can remove phosphorylated histone H2Av from chromatin 
(Kusch et al., 2004).

We next found that all steps of DNA damage signaling 
and repair up to the formation of BRCA1 and Rad51 foci are 
not defective upon p400 depletion. These results stand in con-
trast to a recent study (Xu et al., 2010), which suggested a role 
of p400 in the retention of DNA repair proteins on DSBs via the 
regulation of histone ubiquitination by RNF8/RNF168. Indeed, 
Xu et al. (2010) showed that p400 is required for the RNF8-
dependent ubiquitination of chromatin adjacent to DSB as well 
as for 53BP1 foci formation. We do not observe any defects in 
RNF8-mediated ubiquitination using the same FK2 antibody 
nor in 53BP1 foci formation upon p400 knockdown (Fig. 4). 
Importantly, we obtained these results in two different cell types 
(U2OS and 293T cells) using two doses of irradiation (2 and  
8 Gy) in extended kinetics and using both a siRNA- and domi-
nant-negative–based strategy. We thus conclude that the defect 
in RNF8-mediated ubiquitination observed by Xu et al. (2010) 
is probably specific to very particular experimental conditions 
and cannot be generalized.

We also investigated what happens after the peak of DNA 
damage signaling. We observed that the decrease in H2AX 
levels is slower upon p400 depletion. This could reflect a role of 
p400 in removing H2AX from chromatin after the completion 
of DNA repair, as described for the D. melanogaster homo-
logue of p400 (Kusch et al., 2004). However, such a mechanism 
cannot entirely explain our findings that the effect of p400 on 
H2AX foci disappearance is restricted to S and G2 phases of 
the cell cycle, a finding which is difficult to reconcile with a di-
rect role of p400 in H2AX removal. Moreover, using neutral 
comet assay to monitor detection of DSBs, we found that p400 
depletion led to a defect in the removal of these breaks, demon-
strating that DSB repair is deficient. Finally, the effects of p400 
depletion are phenocopied by the depletion of a DNA repair 
protein, Rad51. Thus, the defective decrease of H2AX after 
the peak of H2AX foci formation in p400-depleted cells is 
caused, at least in part, by the presence of unrepaired DNA 
breaks that sustain DNA damage signaling.
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Materials and methods
Antibodies, plasmids, and siRNAs
The commercial p400 antibody was purchased from Abcam, the Rad51 
antibodies from Santa Cruz Biotechnology, Inc. (Rad51-H92; for ChIPs 
and some Western blot experiments) or from EMD Millipore (for some 
Western blot experiments), the p21 antibody (C19) from Santa Cruz Bio-
technology, Inc., the HA antibody from Covance (HA-11), the myc anti-
body from Roche (9E10), the H2AX antibodies from EMD Millipore for 
immunofluorescence experiments (JBW301) and from Epitomics for West-
ern blot experiments, the actin and -tubulin antibodies from Sigma-Aldrich 
(T6199), the phospho-ATM antibody from Cell Signaling technology 
(10H11.E12), the lamin A/C antibody from Tebu-Bio (636), the phospho-
RPA antibodies from Bethyl Laboratories, Inc. (S4-8) for immunofluores-
cence and (S33) for Western blot experiments, p-ChK2 antibody from Cell 
Signaling Technology (T68), BRCA1 antibody from Santa Cruz Biotechnol-
ogy, Inc. (D-9), the FK2 antibody from EMD Millipore, the Rad52 antibody 
from Abcam, and the 53BP1 antibody from Novus Biologicals. Secondary 
antibodies were purchased from GE Healthcare and Sigma-Aldrich. Two 
other antibodies directed against p400 were raised by immunization  
of rabbits with peptide directed against the N- (RERRPSQPHTQSGGT) or 
C-terminal (PREEGKSKNNRPLRTSQC) sequence of the protein (Millegen).

pcDNA3mycNLS-I-SceI plasmid and the corresponding empty plas-
mid were used. pcDNA3B-CMV-Flag-p400 plasmid was a gift from  
D. Livingston (Harvard University, Boston, MA). pCDNA3B-CMV-Flag-
p400dead was constructed with the quick change site-directed mutagene-
sis kit (Agilent Technologies) according to the manufacturer’s conditions to 
generate the K1085L mutation (Samuelson et al., 2005). For pEGFP-
Rad51, Rad51 cDNA was cloned in the pEGFP-C1 plasmid (inserted into 
SalI–BamHI sites) and was a gift of A. Venkitaraman (University of Cam-
bridge, Cambridge, UK). Construction of the pBabe-I-SceI-ER expression 
vector was performed by PCR amplification of the I-SceI sequence using 
primers to generate BglII–SalI sites. The PCR fragments were digested and 
inserted into BamHI–SalI sites of the pBabe vector in fusion with the HA-
tagged ligand-binding domain of the estrogen receptor.

All siRNAs were purchased from Eurogentec. The control siRNA 
does not recognize any human mRNA. The efficiency of siRNA silencing 
was checked in each experiment by reverse transcription followed by real-
time PCR or Western blot analysis.

The sequences of the top strands of the various siRNAs were as  
follow: Si control, CAUGUCAUGUGUCACAUCU-dTdT; Si p400, UGAA
GAAGGUUCCCAAGAA-dTdT; Si p400-2, CGACACAUUGGAUACAGAA-
dTdT; Si p21, GACCAUGUGGACCUGUCAC-dTdT; Si Rad51, CCAGA
UCUGUCAUACGCUA-dTdT.

The following primer pairs were used to amplify cDNAs after reverse 
transcription experiments: p400, 5-CTGCTGCGAAGAAGCTCGTT-3 

in mammals. However, most of these proteins function at 
earlier steps of DNA damage processing, such as histone 
ubiquitination; for example, CHD4 is required for histone ubiq-
uitination after DSB (Larsen et al., 2010; Smeenk et al., 2010). 
To our knowledge, the only ATP-dependent chromatin remod-
eling protein known to function with Rad51 is Rad54, raising 
the important question of the relationship between p400 and 
Rad54. Importantly, the role of p400 seems to be very similar to 
that described for Rad54 because Rad54 can interact with Rad51 
(Golub et al., 1997) and favors Rad51 recruitment to chromatin 
(Agarwal et al., 2011). Whether they function together on the 
same DSB or on different DSBs depending on chromatin state 
remains to be investigated.

The demonstration of the existence of a preformed p400–
Rad51 complex important for HR indeed suggests a model in 
which both proteins need to be mobilized together after DSB 
(Fig. 10). This complex is likely to be rapidly mobilized in the 
vicinity of DSB because both Rad51 and p400 are recruited to 
DSB (Murr et al., 2006; Rodrigue et al., 2006; Xu et al., 2010). 
Moreover, consistent with this model, the yeast homologue 
of p400 (SWR1) is recruited very early to DNA breaks (van  
Attikum et al., 2007). Because of the role of Rad51 in strand 
invasion, one can speculate that the p400–Rad51 complex is 
involved in chromatin remodeling on the uncut strand to allow 
strand invasion (Fig. 10). Importantly, SWR1 is not required for 
HR (van Attikum et al., 2007), probably because of differences 
in chromatin states between yeast and humans. However, a link 
between Rad51 and p400 functions is conserved throughout 
evolution since when strand invasion is made defective in  
S. cerevisiae because of the absence of homologous sequences, 
SWR1 (the S. cerevisiae homologue of p400) and Rad51 func-
tionally cooperate to target these DNA breaks to the nuclear pe-
riphery (Kalocsay et al., 2009). Clearly, understanding the bases 
of the coordination between DNA repair, chromatin remodel-
ing, and nuclear positioning is a major challenge in the field.

Figure 10.  Chromatin remodeling around Rad51-targeted 
DSB is dependent on p400 and Rad51. Model for the coor-
dinated action of p400 and Rad51 for the repair of DSB 
by HR. The p400–Rad51 preformed complex is recruited on 
chromatin after DSB, where it participates in the chromatin 
remodeling associated with HR. We speculate that this chro-
matin remodeling could occur on the cut DNA and/or on the 
uncut sister chromatid to favor strand invasion.
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FK2 and 53BP1 foci, which were quantified manually (cells with more 
than five foci were considered positive).

For all the immunofluorescences performed with Arrayscan analysis, 
U2OS and HEK 293T were plated in 96-well plates. For 293T, plates were 
coated with poly-l-lysin (Sigma-Aldrich). U2OS cells were treated to 0.5% 
Triton X-100 (2 min at 4°C) before the fixation with formaldehyde. Immuno-
fluorescence was then performed as described in the previous paragraph.

Arrayscan analysis
The acquisition of images was obtained on an ArrayScan HCS reader with a 
20× objective lens and effective image analyses were done by Cellomics 
Technologies (Compartmental Analysis version 4 Bioapplication; Thermo 
Fisher Scientific). The method was based on the spot detection before and  
after IR; parameters were chosen for each antibody to optimize the difference 
between untreated and irradiated cells. At the end of the acquisition analysis, 
we obtained raw data files for each sample as excel files indicating, for each 
cell, the size of the nucleus, the total amount of Hoechst fluorescence per nu-
cleus, the total amount of relevant antibody fluorescence per nucleus, the 
number of foci, and the total amount of fluorescence within foci. We show in 
figures the medians for the cell population (200 cells per sample) of foci 
numbers or of total amount of fluorescence within foci because the median is 
more accurate than the mean when analyzing automatically obtained data 
(the mean can be strongly influenced by few artifactual high data). The statisti-
cal significance of the differences in the number of foci or in the total amount 
of fluorescence within foci between the control and p400 siRNA populations 
was analyzed using Student’s t test assuming unequal variances. Note that for 
unknown reasons, the Arrayscan failed to analyze some Rad51 samples; 
they were thus omitted from the analysis (such as the 15-min point in Fig. 6 C 
and the 30-min and 1-h points in Fig. 6 D). Moreover, some points not essen-
tial to our conclusions and that were obviously aberrant and not reproducible 
were also removed from the figures (such as the 15-min point in Fig. 1 F).

Immunoprecipitations
Nuclear Extracts (100 µg) were diluted in buffer A supplemented with  
DNase (150 mM NaCl, 5 mM MgCl2, 50 mM Tris, pH 8.0, 0.4% NP-40,  
3 mM CaCl2, and 0.75 U/ml DNase) and precleared with protein A beads 
(1 h at 4°C) on a rotating wheel. Immunoprecipitations were performed by 
adding 2 µg of antibodies to precleared extracts. After an overnight incuba-
tion at 4°C, 20 µl of a mixture of protein A/protein G beads were added for 
1 h at 4°C. Beads were washed three times with supplemented buffer A and 
subjected to Western blotting. For Rad51 IP, an elution step was included: 
beads were incubated 10 min at room temperature with 30 µl of elution  
buffer (150 mM NaCl, 0.1% SDS, 5 mM MgCl2, 50 mM Tris, pH 8.0, and 
0.4% NP-40). Beads and supernatant were subjected to a Western blot 
analysis for Rad51 and p400, respectively.

Western blot analysis
Total cell extracts were prepared by resuspending pelleted cells in Laemmli 
buffer (60 mM TrisHCl, pH 6.8, 10% glycerol, 2% SDS, 5% -mercaptoetha-
nol, and bromophenol blue; Chailleux et al., 2010). Preparation of nuclear 
extracts was performed as previously described (Tyteca et al., 2006; Mat-
tera et al., 2009, 2010). In brief, trypsinized cells were resuspended in lysis 
buffer (10 mM NaCl, 2 mM MgCl2, 10 mM TrisHCl, pH 8.0, and protease 
inhibitors) and incubated on ice (5 min), and then NP-40 was added for an 
additional 5 min. After centrifugation (2,000 g for 5 min), the pellet was re-
suspended in buffer (420 mM NaCl, 1.5 mM MgCl2, 20 mM Hepes,  
pH 7.9, and 0.2 mM EDTA) for 30 min at 4°C on a rotating wheel. Samples 
were centrifuged at 20,000 g for 10 min and supernatants were collected. 
Equal amounts (10–25 µg) of proteins were loaded on NuPAGE Novex 4–
12% Bis-tris gel or NuPAGE Novex 3–8% Tris-Acetate (Invitrogen) and trans-
ferred to nitrocellulose membrane. Membranes were blocked with 5% nonfat 
dry milk, incubated with primary antibodies for 1 h followed by peroxidase-
conjugated secondary antibodies. Peroxidase activity was detected by using 
the Lumi-LightPLUS Western blotting substrate (Roche).

Neutral comet assay
Cells were harvested (104 per pellet), mixed with 100 µl low-melting-point 
agarose (0.7%) and layered onto agarose-coated glass slides. Slides were 
maintained in the dark at 4°C to gel until electrophoresis. Slides were sub-
merged in lysis buffer (2.5 M NaCl, 0.1 M EDTA, 10 mM Trizma base, 1% 
N-laurylsarcosine, 0.5% Triton X-100, and 10% DMSO, pH 10) for 1 h.  
After lysis the slides were washed three times with the electrophoresis buffer 
(300 mM sodium acetate and 100 mM Tris-HCl, pH 8.3) and left in a fresh 
portion of the buffer for 1 h. After electrophoresis (1 h, 18 V), slides were 
fixed with EtOH and then stained with ethidium bromide (20 µg ml–1). 

and 5-CAATTCTTTCCCTCTCCTGC-3; GAPDH, 5-GAAGGTGAAGGTC-
GGAGTCA-3 and 5-GAAGATGGTGATGGGATTTC-3; P0, 5-GGC-
GACCTGGAAGTCCAACT-3 and 5-CCATCAGCACCACAGCCTTC-3; 
p400Flag, 5-CGCCACCATGGACTACAAGGACGAC-3 and 5-TGCTCCT-
CACCCTCGCTGCCA-3.

The following primer pairs were used to amplify sequences after 
ChIP experiments: P0, 5-GGCGACCTGGAAGTCCAACT-3 and 5-CCAT-
CAGCACCACAGCCTTC-3; AsiSI site, 5-GATTGGCTATGGGTGTG-
GAC-3 and 5-CATCCTTGCAAACCAGTCCT-3.

Cell culture and transfections
The osteaosarcoma cell line U2OS and the human embryonic kidney cell line 
293T were purchased from the American Type Culture Collection. The RG37 
cell line has been derived from SV40-transformed GM639 human fibroblasts 
(Dumay et al., 2006). GCS5 cell line was derived from RG37 cells. Both cell 
lines were gifts from B. Lopez (Institut Gustave Roussy, Villejuif, France). 
p400N/N and p400+/+ MEF cells have been derived from mDomN/N or 
mDom+/+ mice (Ueda et al., 2007; a gift from R. Fukunaga, Osaka Univer-
sity, Osaka, Japan). U2OS, RG37, GCS5, HEK 293T, and MEF cells were 
grown at 37°C in DMEM supplemented with antibiotics and 10% FCS (all 
from Invitrogen). The AsiSI-ER-U2OS and U2OS-ER-ISceI stable cell lines 
were maintained in DMEM supplemented with antibiotics and 10% FCS. 
When needed, 300 nM of 4-OHTam was added to culture medium for 4 h. 
Stable transfectants from the pBabe HA-I-SceI-ER plasmid were obtained after 
hygromycin selection (500 µg/ml).

For siRNA transfection, 105 cells were transfected using Interferin 
(Ozyme) and 10 nM of siRNA according to the manufacturer’s instructions. 
For all other experiments, 5 × 106 cells were transfected by electroporation 
using an Amaxa device with siRNAs (10 µM), according to the manufactur-
er’s specifications. Plasmids were transfected with Jet-PEI (Ozyme) accord-
ing to the manufacturer’s instructions.

RNA extraction and reverse transcription
Total RNA was prepared with RNeasy mini kit (QIAGEN) and resuspended 
in 30 µl of RNase-free water. 1 or 2 µg of total RNA was reverse tran-
scribed (50 min at 42°C) in buffer containing oligo-dT or random primers 
(0.5 µg), AMV RT buffer, 10 U of AMV reverse transcription, 40 U of rRNa-
sin (Promega), 0.5 mM deoxynucleotides (Promega), and 10 mM DTT. The 
reactions were performed at 70°C (15 min) and then stopped. The cDNAs 
obtained were analyzed by q-PCR.

ChIP experiments
Cells were fixed in 1% formaldehyde (20 min) and glycine added to block 
the reaction. ChIPs were performed as described previously (Mattera et al., 
2010) using 50 µg of chromatin (for histone H3 ChIP) or 200 µg of chro-
matin (for Rad51 ChIPs). In brief, nuclei were prepared and sonicated to 
generate DNA fragments with lengths between 500 and 1,000 bp. After 
preclearing and blocking steps, immunoprecipitations were performed 
overnight (4°C) with specific antibodies or without antibody as negative 
control. Recovering of the immune complexes was performed by the incu-
bation of the samples with a mixture of blocked protein A/protein G beads 
on a rotating wheel (2 h at 4°C). After extensive washing, the DNA–protein 
cross-link was reversed by the addition of RNase A to the samples and 
heating at 65°C. After proteinase K digestion (1.5 h), DNA was purified 
using a spin column (GFX PCR kit; GE Healthcare), and then quantitated by 
qPCR using a DNA Engine Real-Time PCR machine (Bio-Rad Laboratories) 
according to the manufacturer’s instructions. qPCR reactions were per-
formed in triplicate.

Immunofluorescence and manual quantification
Cells on coverslips were fixed with formaldehyde (3.7% in PBS) for 15 min 
at RT, permeabilized in 0.5% Triton X-100 for 5 min, and blocked with 3% 
BSA for 30 min. Primary antibodies were diluted in PBS-BSA 0.5% and in-
cubated for 1 h. Cells were washed three times with PBS and incubated  
1 h with secondary antibody (conjugated to either Alexa Fluor 488, Alexa 
Fluor 594, or Alexa Fluor 647; Invitrogen). Image capture was performed 
at RT on slides mounted with Vectashield (Vector Laboratories). Images 
were collected with a microscope (DM5000; Leica) equipped with a 
charge-coupled device camera (CoolSNAP ES; Roper Scientific) and a 
40× objective (HCX PL APO ON, NA 0.85) and SEMROCK filters. Acquisi-
tion software and image processing used the MetaMorph software pack-
age (Molecular Devices).

Quantification of fluorescence levels was done on 100–200 cells 
per slide using home-developed macros in ImageJ software (National Insti-
tutes of Health) to normalize background, thresholds, and measures, except 
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Comet Tail Moment was scored for 100 cells/slide by using the Komet 6.0 
(Andor Technology) software.

Assay for HDR
U2OS-ER-ISceI or RG37 cells were washed with PBS and treated with tryp-
sin. Cells were resuspended in PBS and GFP-positive cells were analyzed 
by flow cytometry (FACScalibur; BD) to measure HDR. Quantification was 
performed on 2–5 × 104 sorted events.

NHEJ assay
Transfection of GCS5 cells was performed with 10 nM siRNAs, and 48 h 
later with the I-SceI plasmid. After an additional 48 h, cells were resuspended 
in PBS and NHEJ events were scored by the quantification of GFP-positive 
cells by flow cytometry (FACScalibur). Quantification was performed on  
2 × 104 sorted events.

FRET/FLIM
For FRET experiments the light source used was a modelocked Ti:sapphire 
laser (Tsunami 3941; Spectra-Physics). It was pumped by a 10-W diode 
laser (Millennia Pro; Spectra-Physics) and delivered ultrafast femtosecond 
pulses of light with 80 MHz frequency. Mean fluorescence decay profiles 
were calculated for each image for the entire nucleus. These data allowed 
the estimation of lifetimes by fitting these results with a mono-exponential 
function using a nonlinear least squares estimation procedure with the pro-
file fitting function of the FLIM analysis software (Hamamatsu Photonics).

Statistics
Experimental differences were tested for significance using Student’s t test 
for two samples, assuming unequal variances. Unless indicated otherwise, 
results represent the mean with error bars showing the SD.

Online supplemental material
Fig. S1 shows the efficiency of the silencing of p400, rad51, p21, and ATM in 
the different cell lines used in the various conditions and the effect of p400 deple-
tion on cell cycle in U2OS and 293T cells. Fig. S2 shows that p400 depletion 
induces increased H2AX staining in p400-deficient MEFs but does not affect 
53BP1 foci formation. It also demonstrates that overexpression of p400 and 
p400dead does not affect the generation of 53BP1 and FK2 foci in 293T cells 
after IR. Fig. S3 shows the DSB repair activity using neutral comet assay in p400-
defective MEFs exposed to IR. Fig. S4 shows the efficiency of the ER-I-SceI system 
in U2OS cells to induce DSBs as well as the cleavage efficiency on the cutting 
site examined for ChIP experiments. It also demonstrates the cleavage efficiency 
of the I-SceI site in RG37 cells after p400 depletion. Fig. S5 shows the interaction 
between rad51 and p400 in U2OS and RG37 cells. As positive control it also 
shows the interaction of Tip60 with p400. Online supplemental material is avail-
able online at http://www.jcb.org/cgi/content/full/jcb.201205059/DC1.
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