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Background: Hereditary hearing loss (HHL) is the most common sensory deficit, which highly afflicts humans.
With gene sequencing technology development, more variants will be identified and support genetic diagno-
ses, which is difficult for human experts to diagnose. This study aims to develop a machine learning-based
genetic diagnosis model of HHL-related variants of GJB2, SLC26A4 and MT-RNR1.
Methods: This case-control study included 1898 subjects, among which 1354 were HHL patients and 544
were carriers. Risk assessment models were established based on variants at 144 sites in three genes related
to HHL by building six machine learning (ML) models. We compared the ML models with the genetic risk
score (GRS) and expert interpretation (EI) to verify the clinical performance.
Findings: Among the six ML models, the support vector machine (SVM) showed the best performance. For the
prediction of HHL-related gene sites in subjects with variants, the area under the receiver operating charac-
teristic (AUC) of the SVM model was 0.803 (0.680—0.814) in the 10-fold stratified cross-validation and 0.751
(0.635-0.779) in external validation. The predicted results were better than both EI and GRS. Furthermore,
11 sites were identified as the smallest feature set that can be accurately predicted.
Interpretation: The developed SVM model has great potential to be an efficient and effective tool for HHL pre-
diction when high throughput sequencing data are available.

© 2021 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/)
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1. Introduction

Hearing loss is the most common sensory defect in the world. It
affects more than 500 million people worldwide, accounting for
approximately 6.8% of the world’s population [1]. Hereditary hearing
loss (HHL) refers to hearing loss caused by genetic and chromosomal
abnormalities [2]. HHL accounts for 50% of the hearing loss cases.
Non-syndromic hearing loss accounts for 70% of the hereditary hear-
ing loss cases, among which 75 to 80% are inherited as autosomal
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recessive traits, 20% as autosomal dominant traits, less than 2% are X-
linked and less than 1% are mitochondrial inherited [3]. Autosomal
dominant-associated hearing loss is mostly delayed onset, progres-
sive, while that caused by autosomal recessive inheritance is charac-
terized by the early onset and severe disease [2]. The existence of
complex interactions between genetic and environmental factors,
pathogenic variants at multiple sites, incomplete explicit variants
and benign variants at HHL-associated variants and a large number
of disease susceptibility sites, makes the accurate genetic evaluation
of patients carrying multiple HHL susceptibility variants difficult.

To date, more than 224 genes related to syndromic and non-syn-
dromic hearing loss have been discovered (https://deafnessvariation
database.org/). With the advancement in next-generation
sequencing (NGS) technology and the cost reduction, it has become
technically feasible to sequence a large number of genes in a
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Research in context

Evidence before this study

Hereditary hearing loss (HHL) is the most common sensory
defect in the world. At present, 224 genes related to HHL have
been reported, but only G/B2, SLC26A4 and MT-RNR1 have been
clinically tested in most countries. The development of
sequencing technology will bring more genetic data, and it is
urgent to build more accurate automatic diagnosis models to
help doctors solve the difficulties caused by the explosion of
clinical genetic diagnosis data in the future.

Added value of this study

We established the HHL gene diagnosis model based on
machine learning, and compared with GRS model and human
expert genetic counseling model, the model performed signifi-
cantly better. We also found correlations between several unre-
ported variants.

Implications of all the available evidence

The proposed method can help improve the efficiency of clini-
cal workflow and accelerate the process of incorporating more
genes into HHL clinical gene diagnosis.

diagnostic test. This is particularly relevant for diseases with high
genetic and phenotypic heterogeneity, such as hearing loss [5]. The
resulting data are available in a structured genetic database and have
been used to influence the diagnosis of inherited diseases, including
HHL [4]. With the number of HHL-involved genes continually
increasing, we attempt to address the difficulties facing human
experts in the clinical diagnosis of deafness that result from the com-
prehensive genetic testing using large-scale parallel sequencing.

Establishing the genetic diagnosis of HHL is an essential part of the
clinical evaluation for HHL patients and their families. Identifying the
genetic cause of hearing loss could potentially provide families with
prognostic information and guide future medical management [6].
However, it is very difficult for human experts to observe all the 224
HHL-associated genes at the same time. In order to cope with the
increasing size of sequencing data and number of detected gene var-
iants, it is necessary to establish a predictive model based on genetic
data that can perform automatic diagnosis. Building evaluation mod-
els, like the genetic risk score or other machine learning (ML) meth-
ods-based models, can help to precisely guide the disease predictive
diagnostics and evaluate the disease risk [7]. The GRS model is a
method that incorporates genetic susceptibility factors into the risk
score to evaluate the effects of these factors in the model. It is one of
the important methods to evaluate the ability of risk prediction in
epidemiological research. ML methods have been widely used in dif-
ferent medical situations to improve the performance of the diagnos-
tic tests and identify risk factors associated with complex diseases
[8,9]. These methods have a more powerful role when dealing with
large, complex and disparate data, which allows data-informed deci-
sion-making to provide faster next-generation diagnosis and treat-
ment to the patients, reducing the costs and scale [10].

Only few studies have been so far conducted on the application of
ML methods for personalized HHL gene predictive diagnosis or to
compare the predictive accuracy and reliability of ML methods with
traditional genetic risk assessment models and expert interpretation.
The genetic diagnosis of HHL still includes only a few common genes.
For example, Nele Hilgert's selection criteria in DNA diagnostics is
GJB2, SLC26A4 and WFS1 [11]. However, the three common genes for
the clinical genetic diagnosis of HHL in China include GJB2, SLC26A4
and MT-RNR1 genes [12], which also represent the most common

cause of HHL. Variants in the GJB2 gene accounted for 18.31% of the
patients with HHL, while those in the SLC26A4 gene accounted for
13.73% [13]. The use of ototoxic drugs is believed to be the main
cause of hearing loss in China. Several variants in MT-RNRI1 are
related to the increased sensitivity to ototoxicity, which is induced by
aminoglycosides [14]. The establishment of a practical and efficient
identification model of the HHL high-risk population is of important
clinical significance in the screening process.

In this study, we present an ML model for the automatic diagnosis
of HHL using genetic variant data, then we compare its performance
with the traditional genetic risk assessment models and expert
advice. We collected the diagnostic advice based on the genetic
sequencing results from experts in the Department of Otolaryngol-
ogy, Head and Neck Surgery at the Shanghai Ninth People's Hospital,
Shanghai Jiaotong University Medical College, and we compared the
results with the etiology diagnosis and clinical evaluation of hearing
loss from the American College of Medical Genetics and Genomics to
verify the reliability of our model [15].

2. Methods

Due to the retrospective nature of our study, the need for a signed
informed consent was waived. Our research is divided into four steps,
and the process flowchart of the whole work is shown in Fig. 1.

2.1. Sample collection

The HHL genetic sequencing data were obtained from the elec-
tronic medical records of 2660 patients and their immediate family
members from October 2009 to April 2017 in the Department of Oto-
laryngology, Head and Neck Surgery at the Shanghai Ninth People's
Hospital, Shanghai Jiaotong University Medical College. In addition,
there were 895 patients and their immediate family members from
the Disabled Persons' Federation. All the samples had been screened
using the conventional Sanger sequencing, which has been the pre-
ferred screening method for genetic research and clinical genetic
diagnosis since the chain termination method for DNA sequencing
was first proposed in 1975 [16].

Due to the way the data were collected, most samples were HHL.
In order to alleviate this imbalance in the data, the result of a com-
munity’s NGS hotspot screening was obtained in batches from the
same center. Until August 11, 2020, 1257 community members had
been genetically tested at the Shanghai Ninth People's Hospital. There
was an overlap ratio of 96% between the NGS hotspots and Sanger
sequencing sites. The details of all the sites are shown in Supplemen-
tary Tables S1 and S2. All the individuals had undergone bilaterally
hearing screening. Hearing loss was classified as mild ( > 25-40 dB),
moderate (41-55 dB), moderate-severe (56—70 dB), severe
(71-90 dB) or profound ( > 90 dB) [17]. According to the degree of
hearing loss that was recorded, the individuals were divided into
patients and carriers. Patients are individuals with hearing loss for
which variants were detected in any of the three genes. Carriers are
healthy individuals for which variants were detected in any of the
three genes.

This study was performed according to a protocol approved by the
ethics committee of the Suzhou Institute of Biomedical Engineering
and Technology, Chinese Academy of Sciences. Reference number is
2017-806.The researchers who conducted the analysis were blinded
to the data collection and did not participate in it. All the collected
data and identity information remain strictly confidential.

2.2. Preprocessing
The purpose of the diagnostic model is to predict whether the var-

iants in the HHL sites are pathogenic. The model construction started
by filtering the sample data from the three centers as follows. First,
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Fig. 1. Study flowchart. In Step 1, we preprocess the data and divide the resulting data into a training set and a test set. In Step 2, we train six machine learning models with 10-fold
cross-validation on the training set and test them on the test set. In Step 3, we compare the SVM model with the GRS and El models among the six machine learning models. In Step
4, we find the model that can accurately predict the HHL minimal site set. DT, decision tree; SVM, support vector machine; RF, random forest; KNN, k-nearest neighbor; ADA, adap-

tive Boosting; MLP, multilayer perceptron; GRS, genetic risk score; El, expert interpretation.

all wild-type genotypes were excluded. Then, we deleted the values
of the missing gene test results. Finally, the sample data were divided
into carriers and HHL patients according to whether they passed the
hearing screening test or not. Overall, we obtained a total of 144
nucleotide variants in three genes, including the 47 variants of GJB2,
90 variants of SLC26A4 and 7 variants of MT-RNR1; the details are
shown in the Supplementary Material. In the end, 1898 samples
were organized in two sets of data: (1) 1354 patients with GJB2,
SLC26A4 and MT-RNR1 hot spot variants who failed the hearing
screening test and were diagnosed as HHL; (2) 544 people with GJB2,
SLC26A4 and MT-RNR1 hot spot variants who passed the hearing
screening test and were diagnosed as HHL gene carriers. An internal
10-fold stratified cross-validation dataset included 918 HHL patients
and 411 carrier controls collected from the Shanghai Ninth People's
Hospital, while the external validation dataset included a total of 436
HHL cases and 133 carrier controls collected from The Disabled Per-
sons' Federation and Community screening. Table 1 summarizes the
clinical characteristics of each dataset.

Table 1

To develop the ML models, we used integer coding to first
encode the classified data into numbers, i.e., no mutation, hetero-
zygous and homozygous were all mapped to different integers.
The feature set was composed of the 144 variants in the three
genes. Some ML algorithms are sensitive to data scaling, and the
MLP (multilayer perceptron) requires all the input features to vary
within a similar range, so we used the StandardScaler method to
ensure that each feature had an average value of less than 0 and a
variance of 1. The SVM requires all feature to be roughly in the
same range, and the commonly used scaling method was Min-
MaxScaler, which scales all the features to the range between 0
and 1. We used logistic regression analysis to establish the GRS
model. It is important to note that having several correlated varia-
bles in the model results in collinearity, which is a possible expla-
nation for the non-significant association [18]. Therefore, we
conducted linkage disequilibrium analysis to find out the gene
sites that are not completely independent of inheritance. We also
performed a spearman correlation analysis on 144 sites.

Demographic in internal 10-fold cross validation and external validation.

Internal 10-fold cross validation(n = 1329)

External validation(n = 569)

Data source

Hospital electronic medical records

Disabled persons' federation

Community screening

Years

Sequencing methods
Age in years

Gender

Male

Female

2009.10-2017.4
Sanger sequencing

18+15

682
647

2011.8-20174
Sanger sequencing
34+12

243
223

2020.5-2020.8
NGS hotspot screening
27 +4

/
103
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2.3. Model development and validation

Having more accurate genetic diagnosis and prediction models
enables further development of the personalized medical care. The
genetic risk score and ML are the two main methods to predict the
disease risk.

In the ML method, predictions are made using a complex set of
statistical and computational algorithms, by mathematically mapping
the complex associations between a set of risk gene variation sites
and complex disease phenotypes. Based on the eigenvalues of the
144 gene sites, we built six commonly used ML models using the
Python Scikit-learn package and compared their performance on the
HHL genetic diagnosis task. These models included the decision tree
(DT), support vector machine (SVM), random forest (RF), k-nearest
neighbor (KNN), adaptive Boosting (ADA) and multilayer perceptron
(MLP) algorithms. These six ML algorithms are supervised learning
algorithms. KNN represented the simplest classifier. The algorithm
finds the nearest data point in the training dataset to make predic-
tions about new gene variant data. Regarding SVM, after the kernel
function transformation, the optimal hyperplane of SVM maximizes
the separation between different categories, which is suitable for
the classification of small and medium-sized complex datasets.
DT is a widely used model for classification and regression tasks,
which mainly suffers from overfitting the training data. RF is a
collection of many decision trees, which generally yields lower
variance and better model generalization than a single DT. Ada-
Boost is also an ensemble method, but it pays more attention to
the training examples with insufficient pre-fitting and increases
the relative weight of misclassified training examples. MLP is a
relatively simple feed forward neural network used for classifica-
tion and categorization. It is often precisely adjusted and only
suitable for specific usage scenarios [19-22].

To achieve better generalization ability of the model, we used 10-
fold stratified cross-validation in the training set. The stratified cross-
validation was performed as follows: we divided the data so that the
ratio between the categories of the observations in each part is the
same as the entire dataset ratio. The grid search method was then to
try all possible parameter combinations we are concerned with to
optimize the hyperparameters.

The genetic risk score (GRS) analysis is a common method to
study the genetic structure and relationship of complex diseases. GRS
is a summation of genotypic scores of disease-associated variants
combining the genetic effects of multiple causal variants [23]. It is
currently widely used in various diseases, and single nucleotide poly-
morphism (SNP) is often used as a genetic susceptibility factor for
risk assessment [24,25]. In order to correspond to the machine learn-
ing model, in addition to SNPs, we also included the pathogenic sites
as genetic susceptibility factors in our study. Two methods are usu-
ally used to create the GRS: a simple count method and a weighted
method [26]. The second method was chosen because the risk contri-
butions of the variants to HHL were not equal.

The related disease model is shown in Formula (2). A logistic
regression model was fitted to obtain the ROC curve and AUC param-
eters. GRS may be utilized in the evaluation of the genetic risk for
HHL.

I
GRS =Y BGi 1)
i=1

Logit P(D =1 ‘ G)=a+GRS

i 2)
=a+y BGi
e

where D = 1 means that the sample is a case, D = 0 means that the
sample is a healthy control, G represents a set vector of the number

of risk alleles at a genetic susceptibility site, and G; denotes the risk
allele for the iy, genetic susceptibility site.

2.4. Expertinterpretation

In order to further evaluate the performance of the developed ML
models, we used the joint advice and suggestions on the deafness
genetic screening results from three experienced experts from the
Department of Otorhinolaryngology, Head and Neck Surgery at the
Ninth People's Hospital, Shanghai Jiaotong University School of Medi-
cine. The three experts were attending doctors with 20 years,
22 years, and 35 years of experience, respectively. The experts
reviewed the variants consulted in the DVD and ClinVar databases.
The expert consultation points on the results of deafness genetic
screening were typical, and compared with the etiology diagnosis
and clinical evaluation of hearing loss from the American College of
Medical Genetics and Genomics, the latter only tests GJB2 and GJB6
when suspecting HHL [15].

As shown in Fig. 2, the genotypes were divided into three types,
and then specific incomplete explicit genetic susceptibility variants
were discussed. The p.V37l variant is an incomplete explicit
variant. In Table S3, p.V37I homozygote or combination with at any
pathogenic variants of GJB2 (V371/V371 or V371/XX) are considered to
have a high probability of hereditary deafness. When building the EI
model, the program predicted the case to belong to a patient when
the probability was greater than 50%. The G/B2 and SLC26A4 homozy-
gous and compound heterozygous genotypes are deafness-causing
genotypes, and MT-RNR1 variants are drug-sensitive genotypes, these
two were diagnosed as HHL, while GJB2 and SLC26A4 heterozygotes
were diagnosed as carriers. Detailed advice on the results of complete
deafness genetic screening can be found in Supplemental Table S3.
The diagnostic report was based on the keywords recommended
in the consultation. By comparing the result of the sample's geno-
type based on the genetic counseling suggestion with the result
of the actual disease, a confusion matrix was obtained. The sensi-
tivity and specificity obtained by calculating the confusion matrix
were plotted as the expert's performance in the ROC curve under
the same dataset.

2.5. Model evaluation criteria

To evaluate the performance of different algorithms and then
select the most suitable methods for a specific task with the classifi-
cation objective, we evaluated the results of different models accord-
ing to the classic indices.

Accuracy is the proportion of properly classified samples, defined

as:
TP + TN
ACC = P IN T PP N )
Sensitivity is the rate of correctly detected HHL samples, defined
as:
P
Sen = TP+ FN (4)
Precision is the accuracy of HHL prediction, defined as:
P
Pre = 0 - FP (3)

fi — score is the harmonic average of accuracy and sensitivity,
since both precision and sensitivity are considered, defined as:

Pre - Sen

fl—score:2~m

(6)

The predictive performance of all model types was evaluated by
two important classifier performance evaluation indicators in
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Fig. 2. Diagnosing HHL through expert interpretation on internal 10-fold cross-validation and external validation samples. (a) Genotype distribution of internal 10-fold cross-vali-
dation and external validation data; (b) process diagram of the expert interpretation; (c) and (d) are the confusion matrix of internal and external validation data, respectively. C,

carriers; P, patients.

machine learning: the receiver operating characteristic curve (ROC)
and area under the curve (AUC) [27].

2.6. Statistical analysis

Statistical analysis was performed by using Python (version 3.3.6)
and IBM SPSS software (version 21.0).

2.7. Role of funding source

The funders had no role in the study design, data collection, data
analyses, interpretation, or writing of report.

3. Results
3.1. Machine learning model performance

The accuracy, sensitivity, precision and f1-score of the HHL diag-
nostic models established by the six ML models of DT, SVM, RF, KNN,

Table 2

ADA and MLP in 10-fold cross-validation and external validation are
shown in Table 2. A comparison of the ROC curve and AUC value of
the model under different algorithms is shown in Fig. 3. High sensi-
tivity means a low missed diagnosis rate; high specificity means a
low misdiagnosis rate. In clinical screening, we tend to sacrifice speci-
ficity for sensitivity. The AUC value of the SVM model in Fig. 3 is simi-
lar to that of the RF model, but the SVM model has a better
sensitivity. Overall, the SVM model had the best detection perfor-
mance, with an AUC of 0.803 (0.680-0.814) and 0.751 (0.635-0.779)
in the 10-fold cross-validation and external validation, respectively.

3.2. Comparing the GRS models and machine learning models with
expert interpretations

In order to evaluate the performance of the ML models compared
with the actual clinical discrimination situation and the traditional
genetic risk assessment model, we compared the GRS model and
machine learning model with the expert interpretation in the same
ROC curve evaluation system. Fig. 4 shows the ROC curves and AUC

The performance of the six ML models for NSHL risk assessment in 10-fold cross validation and external validation.

Method  Accuracy (95%CI)

Sensitivity (95%CI)

Precision (95%CI) F1-score (95%CI)

10-fold cross-validation DT 78.1%(71.9-84.3%)

SVM 81.4% (74.6—88.2%)
RF 78.6%(71.8—85.4%)
KNN 76.1%(68.1-84.1%)
ADA 79.2%(72.4—86.0%)
MLP 70.9%(62.3—79.5%)
External validation DT 77.0%(67.7—86.3%)
SVM 81.2%(73.3-89.1%)
RF 79.8%(70.8—88.8%)
KNN 77.9%(67.9—-87.9%)
ADA 79.6%(68.5-90.7%)
MLP 79.8%(68.4—91.2%)

86.3%

83.0%(77.4-87.5%)  86.0%(80.6-902%)  84.5%(79.0-88.8%)
02.1%(89.3-94.9%)  84.3%(78.9-89.7%)  88.0%(83.8-92.2)
85.7%(80.3-89.8%)  83.5%(78.0-87.9%)  84.6%(79.1-88.8%)
84.3%(78.9-88.7%)  83.3%(77.7-87.7%)  83.8%(78.3-88.2%)
85.2%(79.8—-89.4%)  84.1%(78.6-88.4%)  84.6%(79.2-88.9%)
86.4%(80.8-91.9%)  84.7%(79.1-88.6%)  85.5%(79.9-90.2%)
97.3%(91.6-99.3%)  78.7%(70.7-85.0%)  87.0%(79.8-91.6%)
92.5%(85.4-96.5%)  80.5%(72.2-86.9%)  86.1%(78.2-91.4%)
86.0%(77.6-91.7%)  82.1%(73.5-88.5%)  84.0%(75.5-91.4%)
86.9%(78.7-92.4%)  80.9%(723-874%)  83.8%(75.4-89.8%)
88.8%(80.9-93.8%)  81.9%(73.4-882%)  85.2%(77.0-90.9%)
( ( ) ( )

77.8-91.9%)  82.0%(73.3-88.1% 84.1%(75.5-90.0%
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Fig. 3. Comparison of the receiver operating characteristic curve in six ML models in (a) internal 10-fold cross validation and (b) external validation. The AUC values obtained using
the respective method are included in the parentheses, and the dotted line indicates an AUC of 0.5.

values of the HHL identification models established by the SVM
model, GRS model and expert interpretation (EI) in the 10-fold cross
validation and external validation.

The HHL-associated sites were screened using a binary logistic
model, and a genetic risk model was constructed based on the GRS.
By building haplotypes, the analysis of pairwise linkage disequilib-
rium showed the two most frequent SNPs, p.V271 and p.E114G, to be
tightly linked, and p.1203T to be in complete linkage with p.V271 [28].
In the Spearman correlation analysis on 144 sites, the parts with sig-
nificant correlations are shown in Fig. 5. The results showed that p.
V271 and p.E114G have a significant positive correlation (two-tailed
test, p < 0.01), which is consistent with the linkage disequilibrium
analysis and previously published reports [29], but c.235delC was
negatively correlated with p.V271 and p.E114G. This correlation was
not published before, and we report it here for the first time. Finally,
to calculate the score, only the sites with the most significant main

1.0

o o
o ©

©
IS

Sensitivity (true positive rate)

0.2
0.371
—— GRS 0.740(0.710-0.769)
0.0d v { —— SVM 0.803(0.680-0.814)
0.0 0.2 0.4 0.6 0.8 1.0

1-specificity (false positive rate)

effect were included; thus, the c.235delC, p.E114G and p.[203T var-
iants were deleted when establishing the GRS model. By the above-
mentioned preconditioning, all the remaining sites were considered
to be independent predictors of the HHL status. We used the forward
stepwise selection method based on the likelihood ratio test of the
maximum partial likelihood estimation as the criterion to eliminate
the variables.

Since clinicians cannot make a subjective estimate of the probabil-
ity of a sample suffering from HHL, we cannot compare the perfor-
mance of the statistical models with that of the best human experts,
and there is currently no publicly established procedural discrimi-
nant standard for this purpose. In this work, we collected the consul-
tation points for the genetic screening results of the clinical experts
for the discriminative diagnosis. According to these results, the HHL
and carrier samples were classified, and the confusion matrix was
then constructed. In the 10-fold cross-validation, the EI sensitivity
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Fig. 4. Comparison of the receiver operating characteristic curve by the SVM model, GRS model and El in (a) internal 10-fold cross validation and (b) external validation.
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Fig. 5. Heat map between the significantly related sites in a total of 144 sites.

was 0.816 and the 1-specificity was 0.371. In the external verification,
the EI sensitivity was 0.789 and the 1-specificity was 0.530.

The results show that the SVM has a better HHL prediction effect
than that of the GRS model and EI when operating with the same 1-
specificity value. In the 10-fold cross-validation with a 1-specificity
of 0.371, the SVM model showed a sensitivity improvement of 6.2
and 21.1% compared with the result of EI and GRS, respectively. In
the external verification, the SVM showed a sensitivity improvement
of 9.5% compared with the result of EI and 32.4% compared with the
result of GRS.

3.4. Minimum sites set based on the model evaluation

In order to identify the variants that have a significant impact on
machine learning models and assess the importance of these variants
in HHL genes, it is necessary to determine the minimum sites set. The
importance of the features among all variants was scored using DT
and RF. Feature importance here refers to the degree to which each
feature (variant) is important in the classification decisions. Based on
the different ranking results of the two above-mentioned models, the
sites with a feature importance greater than 0.001 were screened
out. The sites with feature importance below 0.001 had little effect
on the classification decisions and AUC value. As a result, the DT
model screened out 77 sites, while the RF model screened out 62
sites.

We adopted the strategy of sequentially adding one site and using
the SVM model for prediction. Through the process of one-by-one
addition, we obtained the corresponding AUC value to evaluate the
performance of different numbers of sites on the SVM model. The
results are shown in Fig. 6. In the sorted DT model, the highest AUC
of 0.784 was obtained using 40 sites (Fig. 6a), while in the sorted RF
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model, the highest AUC of 0.737 was obtained using 31 sites (Fig. 6b).
Then, the curve plateaued regardless of further sites’ addition.
Through careful scrutiny, we selected the DT models, since an AUC
value of 0.769 was obtained using 11 sites. The minimum sites num-
ber of the accurate prediction results and their importance plot are
also shown in Table 3 [12,30,31]. Polymorphic sites and incomplete
penetrance sites accounted for the first, second, fifth and eleventh
sites, i.e., four of the eleven sites. The highest allele frequencies of the
three polymorphism sites of p.V27l, p.E114G and p.[203T are
observed in East Asian populations (http://cdgc.eargene.org/). These
sites are benign genotypes in the DVD database and variant of unde-
termined significance in the ClinVar database. The p.I203T site is a
benign genotype in both DVD and ClinVar databases. Therefore, in
the EI model, all samples with benign variations were classified as
carriers. However, in the predicted results of the SVM model, some
samples carrying p.V27l, p.E114G and p.I203T were classified as
patients.

4. Discussion

The 2014 ACMG guidelines for the diagnosis of hearing loss rec-
ommend incorporating genetic testing early in the diagnostic proto-
cols for the evaluation of HHL [15]. Due to Hearing Loss's high
Genetic heterogeneity, Oza et al. provide a comprehensive illustra-
tion of the newly specified ACMG hearing loss rules [32]. Many stud-
ies continue to identify new HHL variants associated with hearing
loss using massively parallel sequencing [6,33]. With the discovery of
variants, there is an urgent need to adjust the clinical methods of
gene diagnosis. The application of machine learning in gene-based
diagnosis can obviously reduce the artificial part and expand the
screening range, which is not inferior to the expert diagnosis. Some
researchers have recently made some progress in the application of
ML methods to build hearing loss predictive models. Hildebrand et al.
developed a tool called AudioGene, a supervised support vector ML
algorithm that uses audiometric data to predict the autosomal domi-
nant non-syndromic hearing loss genotypes, and achieved an average
accuracy of 88% using the data of 360 patients [34,35]. Weininger
et al. used the AudioGene tool to stratify 141 patients with progres-
sive hearing loss [36]. However, this tool, which was developed in
2008, is a product of the low development and high cost of gene
sequencing instruments. The third-generation sequencing technol-
ogy began to be widely used around 2014. Chang et al. developed
three ML models, based on the algorithms of classification tree, logis-
tic regression (LR) and random forest (RF), to predict the cochlear
dead areas of 380 hearing loss patients with different causes [37]. By
screening noise-induced hearing loss (NIHL)-associated single nucle-
otide polymorphisms (SNPs), Zang et al. constructed genetic risk
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Fig. 6. The evaluation of the SVM prediction effect based on the one-by-one site addition method. (a) Feature importance ordered by DT; (b) feature importance ordered by RF.


http://cdgc.eargene.org/

8 X. Luo et al. / EBioMedicine 69 (2021) 103322

Table 3

The minimum number of variants required to accurately predict the results and their importance plot.

Consequence or

Gene Nucleotide change amino acid Category Importance plot
change
GJB2 c.109G>A p.V371 P 0.146
GJB2 c.79G>A p.-V271 Polymorphism
GJB2 ¢.235delC Frameshift Pathogenic
GJB2 ¢.299 300delAT Frameshift Pathogenic
GJB2 c.341A>G p.E114G Polymorphism
SLC26A44 c.919 2A>G AS Pathogenic
GJB2 c.176del16bp Frameshift Pathogenic
SLC26A44 c.2168A>G p-H723R Pathogenic
GJB2 c.9G>A, p-W3X Pathogenic
MT-RNRI m.1555A>G / /
GJB2 ¢.608T>C p-1203T Polymorphism

prediction models for NIHL [38]. However, there is no risk assessment
or prediction of HHL based on a large amount of gene sequencing
data, and the amount of research data is relatively small, which calls
for further studies to improve the achieved stage.

Our study may be the first to establish a genetic risk assessment
model for HHL combined with the state-of-the-art ML techniques. In
this study, we began by determining three HHL genes and the corre-
sponding specific sites that are commonly used for the clinical diag-
nosis in the region. In our correlation analysis, we found that
¢.235delC was significantly negatively correlated with p.V27I and p.
E114G, which had not been reported before. Then, we conducted
HHL prediction models using ML, GRS and EI in internal 10-fold
cross-validation and external validation. The SVM model showed the
best predictive performance in classifying carriers and HHL cases.
Additionally, we also found the minimum sites set that could effec-
tively identify the high risk for HHL based on the features represented
in the 11 most important sites. The main reason of why the perfor-
mance of the EI model was not as good as that of the SVM model is
the presence of polymorphic sites and incomplete penetrance sites.
Among the top eleven most important sites in the SVM model, three
sites are polymorphic, which are p.V271, p.E114G and p.[1203T. These
three polymorphic sites were recommended as benign variants in
the EI model, while the ML classification model tends to classify them
as pathogenic. Although they are widely regarded as benign variants,
there is still some controversy. Chen et al. observed the correlation
between variants and hearing phenotypes of 300 HHL infants and
484 normal infants to indicate that homozygote p.V271/p.E114G is
associated with mild and moderate hereditary hearing loss [29]. Choi
et al. used in vitro approaches to suggest that p.E114G homozygotes
or compound heterozygotes carrying p.E114G with other variants
may cause HHL. Besides, p.V27] may compensate for the p.E114G var-
iant's deleterious effect in hemichannel activities [39]. Ambrosi et al.
proved that the p.I203T variant formed instable hemichannels [40)].
Therefore, further studies on the genotyping of p.V271, p.E114G and
p.1203T are needed.

The DNA predictive accuracy of risk assessment is limited by the
broad heritability. However, we do not fully understand the impact of
genetic risk sites, and the role of DNA sequences in the genetic risk
[41]. Compared with the scoring-based methods, one of the advan-
tages of using ML methods is that it can be directly applied to pre-

calculations without a complete understanding of which sites affect
the genetic risk and odds ratios. Due to the ability of ML algorithms to
process multidimensional data compared with GRS, it has an improved
prediction ability of complex diseases [7]. The field of Big Data has rev-
olutionized the diagnostic field of HHL, and modern sequencing tech-
nologies have made a significant impact on the patient care and
support for personalized medicine [5]. More than 200 genes are
known to be associated with HHL in the form of autosomal dominant,
autosomal recessive, X-linked and MT-RNR1 genes. The expert inter-
pretation we collected came from only three experienced experts. A
much larger number of experts with a broader range of experience are
likely to have given a more representative view. Although in this
work, we have built a machine learning diagnostic model based on
three HHL genes only, our study proves that the diagnosis of heredi-
tary hearing loss using ML models is very promising. More variants
will be considered for the clinical diagnosis in the future.

In conclusion, we built predictive models with the clinical HHL
gene sites using different ML algorithms and traditional risk assess-
ment algorithms. Then, they were evaluated against the predictive
performance of human experts. The results showed that SVM had the
best performance in the genetic diagnosis according to the compre-
hensive evaluation of ML algorithms and had a relatively high perfor-
mance compared with the EI and GRS models. In addition, based on
the feature importance, we obtained the minimum sites set that can
be accurately predicted. The p.V27I, p.E114G and p.I203T sites in the
minimum sites set may be likely pathogenic. Hence, we believe that
this SVM model could help to rapidly diagnose HHL, improve the clin-
ical efficiency and reduce the cost; it might even be widely applied in
the clinics. With the rapid development of gene sequencing techni-
ques, ML predictive models are very important for the future clinical
diagnosis of HHL.
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