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SUMMARY

CCCTC-binding factor (CTCF) is a conserved zinc finger transcription factor implicated in a wide 

range of functions, including genome organization, transcription activation, and elongation. To 

explore the basis for CTCF functional diversity, we coupled an auxin-induced degron system with 

precision nuclear run-on. Unexpectedly, oriented CTCF motifs in gene bodies are associated with 

transcriptional stalling in a manner independent of bound CTCF. Moreover, CTCF at different 

binding sites (CBSs) displays highly variable resistance to degradation. Motif sequence does not 

significantly predict degradation behavior, but location at chromatin boundaries and chromatin 

loop anchors, as well as co-occupancy with cohesin, are associated with delayed degradation. 

Single-molecule tracking experiments link chromatin residence time to CTCF degradation 

kinetics, which has ramifications regarding architectural CTCF functions. Our study highlights the 

heterogeneity of CBSs, uncovers properties specific to architecturally important CBSs, and 

provides insights into the basic processes of genome organization and transcription regulation.

Graphical Abstract

In brief

Using an inducible CTCF degradation approach, Luan et al. show that sensitivity to degradation of 

CTCF on chromatin is highly variable, reflecting its diverse roles in chromatin architecture and 

transcription.

INTRODUCTION

CCCTC-binding factor (CTCF) is a DNA-binding protein with diverse roles in chromatin 

architecture and gene regulation. The contextual basis for distinct CTCF functions remains 

largely unknown. As an architectural protein in chromatin, one role of CTCF involves 

domain organization. CTCF binding sites (CBSs) are found at chromatin domain 

boundaries, such as topologically associating domains (TADs) and sub-TADs, where CTCF 

is found to function with cohesin, a ring-shaped multi-protein complex (Parelho et al., 2008; 
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Rubio et al., 2008; Wendt et al., 2008). Domain organization has been proposed to result 

from a so-called “loop-extrusion” process, during which cohesin extrudes the chromatid 

until it stalls at an oriented CBS, ultimately stabilizing a chromatin loop (Fudenberg et al., 

2016; Sanborn et al., 2015). CTCF bordered domains can promote chromatin contacts within 

such domains while impeding cross-domain interactions (Dixon et al., 2012; Nora et al., 

2012; Sexton et al., 2012).

Despite the presence of CTCF at nearly 90% of TAD boundaries in mammalian cells (Dixon 

et al., 2012), the majority of CBSs reside within chromatin domains—near enhancers, 

promoters, or even within gene bodies (GBs)— reflecting a wide variety of activities 

including transcription activation, repression, elongation, and pre-mRNA splicing (Phillips 

and Corces, 2009). CTCF also promotes transcription activation directly at gene promoters 

or via fostering of contact with distal enhancers. Studies at single loci, as well as genome-

wide, have implicated CTCF in both transcription initiation and RNA polymerase II 

(RNAPII) pause-release at the promoters, either dependent or independent of its 

architectural involvement (Chernukhin et al., 2007; Laitem et al., 2015; Paredes et al., 2013; 

Peña-Hernández et al., 2015). Within GBs, CTCF has been implicated in modulating 

RNAPII processivity, which, in select cases, has been linked to mRNA splicing efficiency 

(Kang and Lieberman, 2011; Mayer et al., 2015; Ruiz-Velasco et al., 2017; Shukla et al., 

2011; Stadhouders et al., 2012).

The determinants that specify such distinct CTCF functions are still largely unknown. 

Various depletion strategies have been employed to interrogate CTCF requirements in 

genome organization and transcription (Busslinger et al., 2017; Hyle et al., 2019; Khoury et 

al., 2020; Kubo et al., 2021; Nora et al., 2012, 2017; Thiecke et al., 2020; Wutz et al., 2017; 

Zuin et al., 2014). A unifying theme among these studies has been the relatively mild effect 

on gene expression despite significant architectural perturbations, including the weakening 

of TAD boundaries. Despite the important insights gained from these studies, they typically 

involved depletion timescales of greater than 24 h, which might confound primary and 

secondary effects on both architecture and gene expression. Moreover, transcriptional 

changes were assessed by examining steady-state mRNA levels, which are affected by RNA 

processing and turnover. Finally, it has been noted that removal of CTCF from chromatin 

does not occur uniformly or completely (Hyle et al., 2019; Khoury et al., 2020; Kubo et al., 

2021; Nora et al., 2017), and CBSs that persist tend to be located at domain boundaries. The 

molecular and functional basis for these observations is unknown.

Here, we combined short-timescale CTCF depletion (Nishimura et al., 2009) with genome-

wide CBS profiling, PRO-seq (Kwak et al., 2013; Mahat et al., 2016b), and single-molecule 

tracking (SMT) (Manzo and Garcia-Parajo, 2015) to dissect CTCF function in relation to 

genomic contexts. We found that after initiating CTCF degradation, the chromatin 

persistence patterns at CBSs were highly variable, and that variation was not predicted by 

CTCF motif sequence alone. Persistent CBSs, often detected at chromatin boundaries and 

colocalized with cohesin, were associated with but not entirely predicted by strong initial 

signal intensities. Based on PRO-seq, acute CTCF loss resulted in only modest changes in 

transcriptional initiation, pause-release, and elongation. Even though in GBs, CBSs were 

found at sites of RNAPII stalling, unexpectedly, the CTCF motif itself appeared to sustain 
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stalling even upon CTCF depletion. Finally, SMT uncovered a correlation between CTCF 

persistence and residence times on chromatin, which has implications regarding the 

functional diversity of CBSs.

RESULTS

Highly variable CTCF persistence on chromatin following auxin-mediated degradation

To investigate the roles of CTCF in chromatin architecture and transcription, we fused AID 

and mCherry proteins at the C terminus of endogenous CTCF in an established mouse 

erythroblast cell line, G1E-ER4 (Weiss et al., 1997), via CRISPR/Cas9-facilitated genome 

editing (Zhang et al., 2019). We stably integrated a TIR-expressing construct that allows for 

rapid and global CTCF degradation via auxin-dependent proteasomal targeting (Figure 1A) 

(Morawska and Ulrich, 2013; Nishimura et al., 2009). We hereafter refer to this cell line as 

“CTCF-AID-mCherry+TIR.” The modified cells grew and differentiated normally, 

suggesting that CTCF function was not measurably perturbed (not shown), even though the 

steady-state levels of the fusion protein were somewhat lower compared to the endogenous 

CTCF in the parental cells, similar to what has been reported (Nora et al., 2017).

Within 1 h of exposure to auxin, CTCF levels became virtually undetectable by western blot 

of whole cell lysates (Figure 1A). Levels remained low (<1%) for any duration of treatment 

(Figure S1A), even when examining extracts enriched for nuclear or chromatin-associated 

proteins (Figure S1B). Therefore, we were surprised that chromatin immunoprecipitation 

sequencing (ChIP-seq) uncovered persistence of a fraction of CTCF peaks in some cases 

even up to 24 h, albeit at reduced intensities (Figure 1B). ChIP-qPCR at representative sites 

in which the signal was normalized to input chromatin confirmed these results, thus 

excluding potentially confounding effects of library normalization in ChIP-seq experiments. 

Additionally, ChIP-seq libraries at all time points were normalized to input-calibrated ChIP-

qPCR of 22 sites that comprised varying signal intensities and degradation dynamics, using 

a linear regression model (Figure S1C; Table S1; see Method details) (Behera et al., 2019; 

Shao et al., 2012; Xiang et al., 2020). We further verified that the presence of persistent 

CBSs was not a clonal artifact by performing CTCF ChIP-qPCR in an independent clonal 

line and observed similar degradation patterns (Figure S1D; Table S2). Finally, persistent 

sites were not due to non-specific antibody recognition, as confirmed by anti-mCherry ChIP-

seq, with control immunoglobulin G (IgG) ChIP-seq and chromatin input serving as negative 

controls (Figure S1E).

To begin to dissect the basis for non-uniform CBS degradation patterns, we first used two 

orthogonal methods to place the CBSs into categories based on their sensitivity to 

degradation. First, we employed the model-based, unsupervised clustering method Mclust 

(Medvedovic et al., 2004), which placed the 38,844 CBSs into six clusters (Figure 1C). The 

clusters differed in the rate and completeness of decay, with cluster 6 showing consistently 

slower rates than the rest. The initial binding intensity at 0 h also distinguished several 

clusters, but it was not the sole determinant of cluster placement, as clusters 5 and 6 were 

still partitioned separately when matched for initial binding intensities (Figure S1F; see 

Figure 1B for examples).
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To ensure that our categorizations were robust, we also classified the CBSs by fitting their 

degradation kinetics to an exponential decay (ED) function (Figure 1D). The decay of most 

CBSs fits closely to ED (R2 > 0.7; Figure S1G). For a significant number of CBSs, the initial 

signal intensity assumed a linear relationship with the decay coefficient -λ (Figure 1D, the 

“rapidly degraded”), which directly resulted from virtually complete degradation by 4 h of 

auxin treatment (see mathematical proof in Method details). However, a distinct set of CBSs 

exhibited slower rates of decay, as shown by the points above the linear zone (Figure 1D, 

“cluster III”). After further stratifying the “rapidly degraded” CBSs by their initial binding 

enrichment, which followed a bi-modal distribution spanning a wide range, we obtained 

three ED-based clusters in total (Figure 1D). The CBSs in the six clusters from Mclust were 

largely placed into analogous clusters by the ED analysis (Figure S1H). Thus, two 

fundamentally different approaches placed CBSs into clusters based on their auxin-induced 

degradation kinetics.

In prior CTCF-AID studies in murine embryonic stem cells (mESCs), degradation-resistant 

CBSs were also seen but not further classified (Kubo et al., 2021; Nora et al., 2017). Since a 

large fraction of CBSs is tissue invariant, we were able to reprocess ChIP-seq datasets with 

our pipeline and found that the most persistent and enriched sites in erythroid cells (Mclust-

based cluster 6) were also the most conserved and most persistent in the mESCs (Figure 

S1I). We also noticed that the removal of CTCF from chromatin appeared to be more 

complete in G1E-ER4 cells compared to mESCs, the reasons for which are unknown. A 

similar conclusion could be drawn when we made comparisons with a recent study that 

identified persistent CBSs after prolonged RNA interference (RNAi)-mediated depletion in 

two human cell lines (Khoury et al., 2020) (Figure S1J).

Together, these results indicate that degradation dynamics of CBSs are highly variable in a 

manner not solely accounted for by binding intensity, and are shared across species/cell 

types and different depletion modalities. This heterogeneity may reflect functional and/or 

location-dependent differences in CTCF chromatin binding. Additionally, our clustering 

strategies allow for a more refined stratification of CBSs that may be applicable to any 

chromatin-associated protein.

Characteristics of persistent CBSs

The amount of CTCF binding and resistance to degradation may be impacted by motif 

sequence, location, chromatin modifications, and contextual transcription factors (Behera et 

al., 2018; Ghirlando and Felsenfeld, 2016; Nakahashi et al., 2013; Plasschaert et al., 2014; 

Rhee and Pugh, 2011; Zuin et al., 2014).

Overall, we observed remarkable similarity between all clusters in motif sequence with 

minor differences in FIMO (find individual motif occurrence) scores (Figures 2A, S2A, and 

S2B). No significant difference was observed in the average number of high-confidence 

motifs under CBSs in each cluster (not shown). As upstream and downstream sequences 

flanking the core motif have been proposed to affect the affinity of CTCF to chromatin 

(Boyle et al., 2011; Kim et al., 2007; Nakahashi et al., 2013; Rhee and Pugh, 2011; Schmidt 

et al., 2012), they may also modulate CTCF degradation kinetics. We classified all CBS 

clusters based on the presence/absence of these motifs as previously described (Nakahashi et 
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al., 2013) and noticed a paucity of destabilizing downstream (D) motifs at persistent CBSs, 

suggesting that reduced chromatin binding may partially facilitate CTCF degradation 

(Figure S2C).

MEME-ChIP further revealed a distinguishing feature in cluster 6, which was an A/T-rich 

sequence located within ~200 bp of more than 60% of the CBSs (Figure S2D). We tested the 

role of this sequence in CTCF persistence through CRISPR/Cas9-mediated genome editing. 

We selected a ~100-bp-long A/T-rich sequence within the silent Myrip gene that has 

multiple strong/persistent CBSs nearby (Figures S2E and S2F). Homozygous deletion of this 

element led to no significant changes in either CTCF binding intensity or degradation 

kinetics, nor did it affect local transcription (Figures S2G and S2H). The biological 

significance of this element, if any, remains an open question.

We next investigated the genomic distributions and histone marks of persistent CBSs. 

Notably, sites with delayed degradation kinetics exhibited striking differences from others, 

with less representation in introns and increased presence at enhancers, in accordance with 

the corresponding histone modifications (Figures 2B and S2I). The differences were robust 

even when CBS signal intensities were matched, suggesting that they were not dependent 

upon initial binding enrichment.

We have previously shown that a subset of CBSs was retained on chromatin during mitosis, 

an interval during which most nuclear factors are evicted from chromatin (Zhang et al., 

2019). We noted a striking correlation between CTCF retention on mitotic chromatin and 

resistance against degradation (p < 0.0001, Chi-squared test), even when comparing clusters 

5 and 6 that have comparable CBS intensities (Figure 2C and S2J). A significant shift in the 

cell cycle profile was not observed and therefore does not account for this observation 

(Figure S2K). These results suggest that CBS degradation variability can be linked to 

specific genomic contexts.

Persistent CBSs are associated with chromatin loops and domain boundaries

One of CTCF’s functions is to facilitate the formation of long-range chromatin loops and 

enforce domain boundaries. We assessed whether CBS persistence is related to any of these 

functions by analyzing our recently generated Hi-C data in G1E-ER4 cells (Zhang et al., 

2019). We observed a significantly greater proportion of persistent CBSs at loop anchors, 

with persistence correlating with the number of looping interactions (Figures 2D, S2L, and 

S2M). We further parsed out so-called structural loops, as defined here by long-range 

contacts that are flanked by CBSs on both anchors, and enhancer-promoter loops with CBSs 

on just one or no anchor. The most persistent CBSs appeared to engage in structural loop 

interactions more frequently than the others (Figure S2N). The strength of structural loop 

interactions also correlated with the persistence of CBSs on both sides (Figures 2E and 

S2O).

Given that convergently oriented CBSs often function as boundaries for loop-extruding 

cohesin, a process essential for long-range looping interactions and domain formation, we 

assessed cohesin enrichment in relation to CBS degradation kinetics. Cohesin sub-unit 

Rad21 co-localized extensively with CBSs genome wide, with signal intensity scaling with 
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that of co-occupying CTCF before and after CTCF depletion (Figures 2F and S2P). 

Interestingly, Rad21 enrichment was greatest at persistent CBSs, even when comparing 

clusters 5 and 6 that had comparable CTCF binding intensities at 0 h. This suggests that 

cohesin binding correlates not only with CTCF enrichment, but also with persistence against 

degradation.

To test if increased Rad21 occupancy at persistent CBSs translates into greater domain 

boundary strength, we measured insulation scores (ISs) from Hi-C experiments (Mizuguchi 

et al., 2014; Zhang et al., 2019). Persistence of CBSs inversely correlated strongly with ISs 

(lower IS reflecting fewer cross-domain contacts), with cluster 6 exhibiting the strongest 

domain insulation (Figures 2G and S2Q). Our findings are consistent with a recent report 

showing that CBSs that persist following RNAi-mediated CTCF targeting are enriched at 

cell-type invariant loops and chromatin domain boundaries (Khoury et al., 2020).

In sum, CTCF resistance to AID-mediated degradation is associated not only with binding 

intensity, but also with additional features that relate to chromatin context, such as loop 

formation and chromatin domain boundaries. The molecular basis for CBS persistence is 

unknown but might be linked to chromatin binding dynamics. This possibility is further 

addressed below.

Effects of CTCF degradation on nascent transcription

Prior studies using mRNA-seq or micro-arrays that reported only limited transcriptional 

changes upon CTCF depletion were confounded by RNA stability and did not provide 

insights into fine-scale transcriptional dynamics. Therefore, we performed PRO-seq (Kwak 

et al., 2013; Mahat et al., 2016b) to provide a readout of actively transcribing RNAPII after 4 

h of auxin treatment, which is significantly shorter than in similar studies and is expected to 

minimize secondary effects (Figure 3A). Cells lacking TIR treated with auxin served as a 

control. A total of 10,748 transcripts were identified, corresponding to 9,497 genes. To 

examine CTCF involvement in transcription initiation, pause-release, and elongation, we 

counted total reads over the promoter (−50 to +150 bp relative to Refseq-annotated 

transcription start sites [TSSs]) and GB (+200 bp relative to TSS to −500 bp relative to 

transcription end site [TES]) and calculated pausing index (PI) (log-transformed TSS/GB 

read densities) (Figure 3A).

We first investigated changes in GBs as it translates into transcriptional output. Similar to 

previous studies, we observed only 54 significantly upregulated (false discovery rate [FDR] 

< 0.05 and fold change > 2) and 68 downregulated (FDR < 0.05 and fold change < 0.5) 

transcripts, accounting for 1.1% of the total number of active transcripts (Figure 3B). Auxin 

non-specific changes were minimal (3 genes upregulated). Changes in transcription 

initiation and pause-release were similarly limited (Figure 3B). We further confirmed a lack 

of transcriptional changes at the c-Myb locus after CTCF depletion, where the CBS in its 

first intron was proposed to facilitate RNAPII elongation via distal connections with 

upstream enhancers (Stadhouders et al., 2012) (Figure S3A). Auxin-mediated CTCF 

degradation led to no significant changes in PRO-seq signal (Figure S3A). CRISPR/Cas9-

mediated CBS deletion also resulted in no significant transcription perturbation (Figures 

S3B–S3D). Overall, we conclude that CTCF depletion does not widely perturb transcription 
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initiation, pause-release dynamics, or transcription elongation. It remains possible that 

residual CTCF binding maintains some important functions, which could only be assessed 

genome wide if complete degradation of CTCF were achievable or via local elimination of 

CBSs.

RNAPII stalls at CBSs in a CTCF-dispensable manner

The apparent lack of CTCF degradation on all transcription parameters was unexpected in 

light of previous literature. However, when quantifying 3′ PRO-seq signals around CBSs 

within highly transcribed GBs, we observed significant enrichment specifically at forward-

oriented CTCF motifs, suggestive of RNAPII stalling (Figures 3C and 3D) and consistent 

with a prior study (Mayer et al., 2015). We first asked whether the PRO-seq signal 

enrichment was indeed due to stalling (i.e., accumulation at the 3′ end only) or to internal 

transcription initiation at the CBSs. In the latter case, 5′ PRO-seq signals would be expected 

to cluster at the initiation sites on both strands (i.e., bidirectional transcription) (Core et al., 

2008; Kapranov et al., 2007; Seila et al., 2008). Neither was observed in our data, arguing 

against this possibility (Figure S3E). This result left us with the conundrum as to why CBSs 

might cause RNAPII stalling while CTCF degradation had little global impact on elongation. 

To test whether CTCF causes local RNAPII stalling, we examined PRO-seq signals at the 

CBSs following CTCF degradation. Surprisingly, we found stalling at the CBSs remains 

fully intact despite ChIP-seq-validated loss of CTCF binding (Figures 3C, 3D, and S3F).

We further examined RNAPII stalling globally with respect to CTCF signal intensities and 

CBS persistence. The degree of RNAPII stalling was independent of the initial levels of 

CTCF binding (Figure S3F) and not predicted by CBS persistence category (not shown). 

Moreover, similar degrees of stalling still occurred at high-confidence CTCF motifs that 

were devoid of measurable CTCF binding under any condition (Figures 3E, 3F, and S3G). In 

all cases, however, the orientation of the CTCF motif was critical, and stalling was enriched 

at the G-rich section and an upstream C of the motif (Figure S3H). The amount of stalled 

RNAPII further correlated with the level of sequence resemblance to the canonical CTCF 

motif (Figure S3I). Overall, oriented CTCF motifs appear to mediate RNAPII stalling 

independent of CTCF binding.

CTCF binding is not impaired by elongating RNAPII

While we saw little evidence to suggest that CTCF affects RNAPII processivity, we asked 

whether, conversely, RNAPII might affect CTCF occupancy. Globally, there was no anti-

correlation between PRO-seq signal and CTCF binding enrichment or persistence in the 

presence of auxin (Figures 3G and S3J). Overall, there were few significant changes in 

intragenic CTCF binding after transcription inhibition with 5,6-dichloro-1–D-ribofuranosyl-

benzimidazole (DRB) (5 h; 11 gains/0 loss; 9,134 sites total; FDR < 0.05 & fold change > 2) 

and triptolide (7 h; 3 gains/0 loss; FDR < 0.05 & fold change > 2) (Figures 3H, S3K, and 

S3L). It thus suggests that globally, RNAPII does not displace CTCF in this cell system, 

even though there have been reported cases where transcription promotes or compromises 

CTCF occupancy (Heinz et al., 2018; Saldaña-Meyer et al., 2019).
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In sum, these surprising results suggest RNAPII can stall at oriented CTCF motifs in a 

manner ostensibly independent of CTCF binding. Multiple possibilities might account for 

this observation. First, other DNA-binding proteins might compensate for CTCF function by 

occupying the entire CTCF motif (Kaaij et al., 2019; Loukinov et al., 2002) or sub-segments 

of it. These factors would have to function in an orientation-dependent manner. Second, the 

DNA sequence itself may present a hindrance to RNAPII processivity. Poly-G sequences 

have been reported to stall RNAPII via RNA:DNA hybrid formation (Belotserkovskii et al., 

2010; Chen et al., 2017; Mischo et al., 2011; Skourti-Stathaki et al., 2011; Watts et al., 2019; 

Yonaha and Proudfoot, 1999). However, in most cases, stalling is expected to occur several 

base pairs downstream after the G-rich sequence exits from RNAPII, which is different from 

our observation where stalling occurs at G-rich positions. Additionally, GC-rich non-

template DNA strands may form secondary structures to mediate RNAPII pausing (Szlachta 

et al., 2018), although it does not appear to explain our data based on preliminary secondary 

structure analysis (not shown). Third, nucleotide availability may affect RNAPII 

processivity. Promoter-proximal pausing has been found to preferentially occur during the 

incorporation of CTP (Gressel et al., 2017; Tome et al., 2018), which is the least abundant 

nucleotide, followed by GTP (Traut, 1994). Similarly, in GBs, it may take longer for 

RNAPII to sample via diffusion the less abundant nucleotides that comprise the CTCF 

motifs. The global lack of a stalling function by CTCF nevertheless does not preclude such a 

role at individual loci in select circumstances (Shukla et al., 2011). One conclusion from 

these results is that the occurrence of CTCF at a stalling site does not automatically allow 

inferences about CTCF actually functioning there. This serves as a reminder to exert caution 

when linking transcription factor binding to a particular phenotype and stresses the 

importance of using acute degradation systems in such cases.

CBS persistence is linked to residence time on chromatin

The loop-extrusion model posits that CTCF functions as a barrier to the cohesin-driven 

chromatid extrusion process. Our results indicate that CBSs with delayed degradation 

kinetics are associated with high cohesin co-occupancy, are enriched at chromatin 

boundaries, and are linked to long-range chromatin contacts. This, in turn, might require 

distinct chromatin-binding properties compared to CBSs at other locations. We hypothesized 

that resistance to degradation is a function of longer residence times, such that stable on-

chromatin association with architectural complexes limits the accessibility of degradation 

machineries. We thus set out to test this hypothesis via 2D SMT at 0 h and 24 h of auxin 

treatment. The residence time estimated at 0 h would reflect global average binding kinetics 

and may exhibit a wide distribution, while that after auxin treatment would be enriched for 

persistent sites and may shift toward the longer spectrum.

We fused AID-HaloTag to endogenous CTCF via CRISPR/Cas9 engineering and labeled 

cells with HALO-ligand-Janelia Fluor 549 dye (JF549) (Grimm et al., 2015, 2016; Hansen 

et al., 2017) (Figure 4A). ChIP-seq confirmed that the HaloTag did not significantly alter 

CTCF degradation behavior even though baseline levels of the fusion protein were 

somewhat lower than CTCF lacking AID, as has been observed previously (Nora et al., 

2017) (Figure 4B). To minimize bias associated with under-sampling after CTCF depletion, 

we optimized the concentrations of JF549 to sparsely label a similar density of molecules 
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with similar signal-to-noise ratios (SNRs) across conditions (Figure S4A). Similar to flow 

cytometric observations (Figure S1A), quantification of SMT signal densities per cell 

showed homogeneous and near-complete (>99.9%) CTCF depletion after 24 h auxin 

treatment (Figure S4B; Table S4).

To calculate residence times of the chromatin-bound fraction, we employed a low-excitation 

and slow-tracking (2 Hz with a long camera integration time of 500 ms) modality to motion-

blur all freely diffusing molecules. We estimated the average residence times to be 15–20 s 

at baseline, which shifted toward longer times (on average, by 3–8 s) after CTCF depletion 

across all biological replicates and different imaging settings (Figures 4C and S4C–S4F). Of 

note, our long residence times are lower than previously reported (Agarwal et al., 2017; 

Hansen et al., 2017) and are likely underestimates due to significant photo-bleaching, thus 

blunting true differences between conditions. Additionally, given that SMT results are 

heavily dependent on experimental conditions and cell type, and are influenced by laser 

power and photobleaching, comparisons under the same experimental conditions (as was 

done here) are more meaningful than between studies.

Our results show that CTCF residence time correlates with resistance to degradation, which, 

as shown above, is also correlated with boundary and looping function. To be clear, we are 

not suggesting that CTCF is capable of stable chromatin binding for hours to still be 

detectable at later time points by ChIP-seq. In fact, our SMT data suggest that chromatin 

binding is highly dynamic even at persistent CBSs. The longer residence times may 

nevertheless confer protection against degradation, although the mechanism is unknown. It 

is tempting to speculate that chromatin-binding dynamics are functionally linked to higher 

order chromatin organization. Based on predictions from the loop-extrusion model 

(Fudenberg et al., 2016; Sanborn et al., 2015), prolonged chromatin residence may facilitate 

cohesin blockade and contribute to loop formation and boundary strength. This is 

substantiated by the increased cohesin colocalization, more frequent/stronger loop 

interactions, and greater insulation capacity observed at the persistent CBSs. Finally, we 

speculate that residence time and on/off rates both contribute to binding enrichment 

measured in ChIP-seq. While longer residence time may account for high ChIP-seq signal 

intensities at persistent CBSs, more frequent/rapid binding may account for those that are 

equally enriched but rapidly degraded. Overall, our SMT results suggest the chromatin-

binding behavior of CTCF is diverse, the biological significance of which warrants future 

investigation.

In sum, the experimental and computational strategies complementing the transient 

depletion system of CTCF provide new insights into CTCF’s variable behavior on chromatin 

and its diverse roles in transcription and genome organization. We envision that such studies 

can be broadly applied to untangle the functional diversities of other nuclear factors.

STAR★METHODS

RESOURCE AVAILABILITY

Lead contact—Further information and requests for resources and reagents should be 

directed to and will be fulfilled by the Lead Contact, Gerd A. Blobel.
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Materials availability—All unique/stable reagents generated in this study are available 

upon request to the lead contact.

Data and code availability—All datasets reported in this paper are available at the Gene 

Expression Omnibus with accession number GEO: GSE150418.

The code used for ChIP-seq normalization can be accessed through: https://github.com/

guanjue/CTCF_Auxin_clustering

EXPERIMENTAL MODEL AND SUBJECT DETAILS

G1E-ER4 is an established murine erythroblast cell line (Weiss et al., 1997). G1E-ER4 cells 

were grown in IMDM+15% FBS, penicillin/streptomycin, Kit ligand, monothioglycerol and 

erythropoietin in a standard tissue culture incubator at 37C with 5% CO2. Cells were 

maintained at density below 1million/ml at all times.

To increase CRISPR editing efficiency at the poly-A/T region and c-Myb locus, we 

established a Cas9-TagBFP expressing G1E-ER4 cell line. Specifically, G1E-ER4 cells were 

infected with EFS-Cas9-P2A-TagBFP retrovirus. To engineer EFS-Cas9-P2A-TagBFP 

construct, TagBFP was amplified from pKLV-U6gRNA-EF(BbsI)-PGKpuro2ABFP (RRID: 

Addgene_62348) and cloned into an optimized lentiviral EFS-Cas9-P2A-Puro expression 

vector in place of Puro via In-Fusion cloning system (Clontech: #638909). Following 

infection, cells were expanded for 2-3 days, with cells expressing top 1%–5% BFP signal 

selected by a Beckman Coulter Moflo Astrios sorter.

All sgRNA encoding oligonucleotides were inserted into a retroviral U6-sgRNA-PGK-GFP 

expression vector (Stonestrom et al., 2015) using a BsmBI restriction site. A Myrip-A/

T_Mut (+/−) single-cell clone was generated by co-transfecting Cas9-TagBFP expressing 

G1E-ER4 cells with two guide RNA plasmids, followed by single-cell clone screening and 

genotyping by Sanger sequencing. The heterozygous clones were then edited a second time 

with the same guide RNA plasmids, generating both homozygous and WT clones (where the 

unedited allele possibly served as a repair template). After single-cell screening, a 

homozygous clone, Myrip-A/T_Mut (−/−), and a WT clone, Myrip-A/T_WT (+/+), were 

selected and confirmed by Sanger sequencing. We limited comparison to these three single-

cell clones as they were derived from the same parental cell, thus minimizing clonal 

variation common in CRISPR editing experiments. Myb-CTCF_Mut cell lines were 

generated by co-transfecting Cas9-TagBFP expressing G1E-ER4 cells with two guide RNA 

plasmids and then sorted, screened, and sequenced as above. CTCF ChIP-qPCR was 

additionally performed to confirm CTCF binding disruption.

CTCF-AID-HaloTag+TIR cell line was generated by co-transfecting WT G1E-ER4 cells 

with 18ug pX330-GFP-sgCTCF (spCas9 with CTCF sgRNA) and 6ug of donor template 

amplified from a Ctcf-Halo-mAID donor template (RRID: Addgene_113103), followed by 

screening described above. Single-cell clones were subsequently transfected with MigR1-

osTIR1-9Myc-GFP and expanded, with cells exhibiting top 1%–5% GFP signals selected 

via a Beckman Coulter Moflo Astrios sorter.
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METHODS DETAILS

Cell culture and maintenance—G1E-ER4 cell culture has been described previously 

(Weiss et al., 1997). Auxin was added at 1mM.

Retroviral infection of murine cells—To generate G1E-ER4 cells stably expressing 

Cas9-TagBFP, cells were infected with EFS-Cas9-P2A-TagBFP retrovirus. Virus was 

produced in HEK293T cells grown in DMEM supplemented with 10% Fetal Bovine Serum, 

2% penicillin/streptomycin, 1% L-glutamine, 100 μM sodium pyruvate, to 90% confluence 

on day of transfection. Vector EFS-Cas9-P2A-TagBFP was mixed in a 4:3:2 ratio with 

packaging plasmids, PAX2, and VSVG envelope plasmid, respectively, in 500 μL OPTI-

MEM (ThermoFisher Scientific, Cat#31985070), and added to 500 μL of 160 μg/ml 

polyethylenimine (PEI, Polysciences Cat#23966) in OPTI-MEM for precipitation. The 

mixture was added to cells drop-wise and incubated at 37°C. Media was changed 6h post-

transfection. Viral supernatant was harvested 24h and 48h post-transfection and pooled. For 

retroviral infection, 1 million G1E-ER4 cells were plated in 6-well plates with 1mL of media 

and 1mL of viral supernatant, supplemented with 8 μg/ml polybrene and 10mM HEPES 

buffer. Spin-infections were carried out at 3,200 rpm for 1.5h at room temperature. 

Following infection, cells were re-suspended in fresh media and expanded for sorting.

CRISPR/Cas9-mediated genome editing—We employed CRISPR/Cas9-mediated 

homology-mediated repair (HDR) to fuse AID and HaloTag sequences at the C terminus of 

endogenous Ctcf. The HDR donor template was a gift from Janet Rossant (RRID: 

Addgene_113103) (Gu et al., 2018), with a 2.9kb region amplified by a pair of primers 

encompassing the AID-HaloTag sequence and 800-950 bp homology arms on both ends. 

The gRNA-containing plasmid was previously used to engineer CTCF-AID-mCherry+TIR 

(Zhang et al., 2019). Specifically, 18ug of gRNA-containing plasmid and 6ug of gel-purified 

linear HDR donor template were co-transfected into 3 million G1E-ER4 cells with Amaxa II 

electroporator (Lonza; program G-016) and Amax II Cell Line Nucleofector Kit (R) (Lonza, 

VCA-1001). Transfected cells were cultured in antibiotic-free medium for 72h and briefly 

labeled with JF5490-conjugated HALO-ligand before sorting via a Beckman Coulter Moflo 

Astrios sorter. Single-cell clones were then expanded for 5-7 days, followed by colony 

screening and genotyping by Sanger sequencing. Positive clones were subsequently 

expanded and transfected with a MigR1-osTIR1-9Myc-GFP construct, with those expressing 

top 1%–5% GFP signals selected via a Beckman Coulter Moflo Astrios sorter.

To delete A/T-rich sequences at Myrip locus (Figure S2D) and CBS in the first intron of c-
Myb (Figure S3B), two gRNA-containing plasmids targeting each end of the sequences were 

co-transfected into Cas9-TagBFP expressing G1E-ER4 cells (see Experimental models and 

subject details), followed by sorting and screening as detailed above. All guide RNA 

sequences were picked using CRISPR design tool (https://zlab.bio/guide-design-resources) 

(Cong and Zhang, 2015).

Western blotting—Cells were washed once with PBS, pelleted, snap-froze in liquid 

nitrogen and stored at −80°C. Two million cells were resuspended in 100 μL lysis buffer (20 

mM Tris-HCl, 150 mM NaCl, 1 mM EDTA, 1mM EGTA, 1% Triton X-100, 1x complete 
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protease inhibitor (Roche)), and sonicated for 10 minutes total ON time with pulses of 15 s 

ON and OFF, and 40% amplitude with QSONICA 800R (Qsonica). Sub-cellular 

fractionation was accomplished using Subcellular fractionation kit (ThermoFisher; 

Cat#78840). The samples were run on 4%–15% Mini-PROTEAN® TGXTM Precast Gels 

(Bio-Rad), and transferred onto nitrocellulose membranes at 100 V for 45 min. The 

membranes were rinsed with 1x TBST and blocked with 5% dry milk at room temperature 

for 1h. After washing with TBST, membranes were incubated with anti-CTCF antibody 

(Millipore, 07-729) (1:1,000), anti-Rad21 antibody (Bethyl Laboratories; A302-583A) 

(1:1,000), anti-H3 histone antibody (Cell signaling; 9715) (1:10,000), and anti-β-Actin-

Peroxidase antibody (Millipore; A3854) (1:10,000) diluted in blocking buffer overnight at 

4°C. Subsequently, membranes were washed 3 times in TBST at room temperature for 

10min, then incubated with secondary antibody, goat anti-Rabbit IgG (Bio-Rad) (1:10,000), 

in blocking buffer at room temperature for 1h. After washing 3 times in TBST, proteins of 

interest were detected using Pierce ECL Western Blotting Substrate (ThermoFisher; 32109).

Cell-cycle analysis by DAPI staining—Cells were pelleted and washed once in PBS. 

One million cells were resuspended in 500ul ice-cold PBS and then added to 4.5 mL of ice-

cold methanol. Cells were kept at −20°C for 1h. Cells were then pelleted at 1200 rpm for 3 

min at 4°C and resuspended in 0.5mL 0.1% Triton X-100 in PBS containing 20ng/ml DAPI. 

Afterward, cells were transferred on ice and used directly for flow cytometry. Cell-cycle 

quantification was performed using Flowjo software fitted with the Dean-Jett Fox (DJF) 

model.

ChIP-seq—Chromatin immunoprecipitation (ChIP) was performed as previously described 

(Letting et al., 2004). Antibodies include: CTCF (Millipore; 07-729), Rad21 (Bethyl 

Laboratories; A302-583A), mCherry (Abcam; Ab167453), RNAPII (Cell Signaling; 

Cat#14958), IgG from rabbit serum (Sigma; 15006). Quantitative polymerase chain reaction 

(qPCR) was performed using Power SYBR Green kit (Invitrogen; 4368577) with signals 

detected by ViiA7 System (Life Technologies). ChIP-seq libraries were prepared using 

Illumina’s TruSeq ChIP sample preparation kit (Illumina, Cat#IP-202-1012) according to 

manufacturer’s specifications, with the addition of size selection (left side at 0.9x, right side 

at 0.6x) using SPRIselect beads (Beckman Coulter, Cat#B23318). Library size was 

determined (average 351 bp, range 333-372 bp) using the Agilent Bioanalyzer 2100, 

followed by quantitation using real-time PCR using the KAPA Library Quant Kit for 

Illumina (KAPA Biosystems; Cat#KK4835). Libraries were then pooled and sequenced 

(1x75bp) on the Illumina NextSeq 500 platform according to manufacturer’s instructions. 

Bclfastq2 v 2.15.04 (default parameters) was used to convert reads to fastq.

PRO-seq—PRO-seq experiments were performed as previously reported (Mahat et al., 

2016b) with modifications. For each library, 50 million cells were used together with 2 

million Drosophila Schneider 2 (S2) cells added as spike-in to control for potential global 

bias associated with library scaling. After 0h and 4h auxin treatments cells were collected 

simultaneously and processed in pairs. Instead of collecting and storing cells in storage 

buffer at −80°C and resuming run-on experiments later by adding 2x nuclear run-on (NRO) 

buffer as described in the original protocol, we directly resuspended freshly prepared nuclei 
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into storage buffer/2x NRO buffer mixed in 1:1 ratio to start nuclear run-on immediately 

after collection. All four biotin-NTPs were supplied at equal ratio to achieve single-

nucleotide resolution. To facilitate the removal of PCR duplicates, we added random 

hexamers to the 5′ end of the VRA3 RNA adaptor during 3′ adaptor ligation as the unique 

molecular index (UMI). Reads with the same UMI were collapsed into one. We selected 

fragments longer than 140bp from the PCR-amplified library. Size-selected libraries were 

pooled and sequenced (2x75bp) on the Illumina NextSeq 500 platform according to 

manufacturer’s instructions to a depth of ~100 million/library.

Single-molecule tracking—CTCF-AID-HaloTag+TIR cells were labeled with JF 549 

conjugated HALO-ligand for 30min, followed by 3 washes with warm PBS. Cells were 

resuspended in warm phenol red-free media containing 5ug/ml Hoechst 33342 

(bisBenzimide H 33342 trihydrochloride, Sigma-Aldrich, ref 14533) and seeded on glass 

bottom wells (Thermal Fisher Scientific, 150682) that had been pre-coated with poly-D-

Lysine (1:10) (Millipore, A-003-E) overnight at 4°C.

Imaging was performed using temperature-controlled Oxford Nanoimager microscope 

(ONI) equipped with four lasers at 405 nm, 470 nm, 561 nm and 647 nm wavelength, a high 

numerical aperture (NA) objective (100X, 1.4NA oil) and a high quantum efficiency (QE) 

scientific complementary metal-oxide semiconductor (sCMOS) detector. This camera and 

objective combination provide an effective pixel size of 116 nm. The microscope is also 

equipped with a perfect focus system (PFS) that maintains the focus with nanometer 

precision during the acquisition.

To avoid any misinterpretation due to the motion of cells over the acquisition times (250 s), a 

snapshot of the chromatin-stained nucleus (Hoechst 33342) was taken before and after the 

SMT acquisition. We used the 405 nm laser at very low power with 2 s of camera integration 

time, to avoid stressing the live cells. Only those cells with minimal change in nuclear shape 

and position were considered for the analysis. Those snapshots allow us to segment the 

trajectories and only analyze those ones that are inside the cell nuclei.

We tuned the fluorophore concentration to achieve a sparse subset of labeled molecules that 

are not spatially overlapping, similar number of molecules per frame and similar SNR values 

for the localizations. We used 5 pM for 0h condition and of 100 nM for 24h condition. For 

both conditions, we illuminated the samples with the 561 nm laser (Nanoimager) and used 

HILO illumination (Tokunaga et al., 2008) for enhancing the SNR of the localizations. We 

acquired 500 frames with a camera exposure time of 500 ms (camera frame rate of 2 Hz), of 

a 50 × 80 μm field of view. We additionally acquired 700 frames with lower laser power 

with results shown in Figures S4E and S4F.

It is known in the field of SMT, and we have observed it in our experiments, that residence 

time measurements are sensitive to the experimental conditions. In particular, 

photobleaching, focal plane, and non-homogeneous illumination can have a strong impact 

on the estimated absolute values. Thus, we performed the experiments by pairs of replicates 

imaged on the same day under the same conditions (see Figure 4C).
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QUANTIFICATION AND STATISTICAL ANALYSIS

ChIP-seq peak calling—Bowtie 1.1.0 was used to align sequences (Langmead and 

Salzberg, 2012) to the mm9 reference genome. Reads with more than one mismatch or 

multiple alignments were excluded. Significantly enriched regions were called using 

MACS2 version 2.1.0 (Zhang et al., 2008) with the following parameters: p = 10−5, extsize = 

300 and local lambda = 100,000 using whole-cell extract input controls. Reads for the 

bigwigs were RPM normalized.

We subsequently pooled peaks from all ChIP-seq libraries together to obtain a full list of 

CBSs. If the distance between two peak midpoints was ≤ 250bp, they were merged as one by 

bedtools (Quinlan, 2014). All merged peaks were further standardized to 500bp. Further, 

peaks located at regions known to be enriched with non-specific binding were removed 

(Xiang et al., 2019).

Adjusting variation of local background in ChIP-seq—We normalized the read 

counts of the IP sample to the corresponding IgG control sample so that the background 

signals in the IP sample and the control sample were comparable. This step was achieved by 

using bamCompare in deeptools with the option scaleFactorsMethod set to SES (Diaz et al., 

2012). The SES is a commonly used method to normalize IP sample against control. It first 

identifies the non-peak region in the ChIP-seq data. It then calculates a scaling factor to 

equalize the average read counts in the nonpeak regions. The variation of the local 

background signal in IP sample was adjusted by taking the ratio between the normalized 

read counts per bp in IP sample λobs,i and the MACS background read counts per bp in IgG 

control sample λlocal,i.

RCi = λobs, i − λlocal, i,

The RCi is used as the ChIP-seq signal hereafter.

Normalizing ChIP-seq against reference ChIP-qPCR data—We recently found that 

ChIP-seq data could be retroactively normalized using a panel of ChIP-qPCR data to 

overcome global bias as a result of ChIP-seq library scaling (Behera et al., 2019). We 

adopted a similar strategy here with 22 genomic regions of various binding intensities and 

degradation dynamics selected as our reference region (Figure S1C; Table S1). Diffbind was 

used to call peaks from CTCF ChIP-seq data at 6 time points after auxin treatment (Stark 

and Brown, 2017). We first scaled ChIP-qPCR results up to levels comparable to those in 

ChIP-seq using the following formula:

qPCRj, scale_up = (qPCRj, raw − M_qPCR) SD_qPCR ∗ SD_RC + M_RC,

where M_qPCR and SD_qPCR are the mean and the standard deviation of qPCR signals of 

the reference regions, M_RC and SD_RC of corresponding ChIP-seq read counts (RC). We 

then applied a regression model (Shao et al., 2012; Xiang et al., 2020) to calculate the 

scaling factor β.
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qPCRscale_up = β × RC,

We did not include an intercept in this model as this would artificially increase the 

background signals for some regions.

Factor β was then used to normalize all ChIP-seq libraries.

RCi, qPCRnorm = β × RCi,

where the RCi is the raw ChIP-seq signal in CBS i, the RCi,qPCRnorm is the normalized 

ChIP-seq signal. The performance of this normalization strategy was evaluated by the R2 

between biological replicates and showed significant improvement (data not shown).

Unsupervised clustering of CBSs based on retention dynamics—To cluster 

CBSs based on their signal trend after auxin treatment, we applied the Gaussian Mixture 

Modeling (GMM) for Model-Based Clustering (Mclust) (Medvedovic et al., 2004). We 

decided to use this approach because the CBS signals at different time points usually 

correlate with each other. Compared with other commonly used unsupervised clustering 

methods such as K-means and hierarchical clustering method, the multivariate Gaussian 

Mixture Model used in this approach can incorporate the signal correlation into the 

clustering step.

When directly using the signal strength to cluster the CBSs, the average signal intensity 

usually becomes the main factor to decide the output clusters. To address this issue, we first 

used DESeq2 to transform qPCR normalized read counts to the Ward statistics (Love et al., 

2014).

Wald_Stati, t =
logFCi, t

logFC_SEi, t

where the logFCi,t is the log fold-change between the read counts at t hour and the read 

counts at 0 hour, the logFC_SEi,t is the standard error of the log fold-change in CBS i. This 

transformation can first change the signal intensity of CBSs to the signal difference. It can 

also make the right-skewed CTCF signal become similar to the normal distribution, which 

better fits the assumption of the Mclust model.

To ensure reproducibility, we ran Mclust on the Ward statistics 30 times. The number of 

clusters was first determined by a Bayesian Information Criterion (BIC). In each round, the 

clusters were ranked based on their average signal at 0 hour. CBSs consistently grouped into 

the same clusters (≥15 rounds) were kept as peaks with robust clusters. The rest were 

“rescued” by assigning them to the closest reproducible clusters (Xiang et al., 2018).

Modeling degradation dynamics and clustering CBSs based on an 
exponential decay model—To model the degradation dynamics of CBSs, we applied a 

canonical exponential decay (ED) model to fit the signals of CBSs across all time points. We 
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chose this model because most of the CBSs follow an exponential decay pattern by 

calculating R2 for the exponential model fitting (Figure S1D; more details below). From a 

time-series data, the ED model incorporates two parameters, an initial signal at 0 hour 

(RCi,t0) and a decay rate (−λ) that reflects retention dynamics. For a CBS i, we first learned 

the RCi,t0 from the data and then the ED model can be written as formula (1).

RCi, t = RCi, t0 × e−λ × t, (1)

where RCi,t is the qPCR normalized read counts in CBS i at time point t. After a log 

transformation, the −λ can be learned by a linear model.

log(RCi, t + ε) = − λ × t + log(RCi, t0 + ε), (2)

where the coefficient of the linear model is the decay rate −1, the ε is an added small 

number to avoid log transformation of zero values. The −λ and the corresponding R2 were 

calculated by a lm function in R package. We observed for the majority of the CBSs, decay 

rate, −λ, assumed a linear relationship with the initial binding intensity, log(RCi,t0 + ε) 

(Figure 1D). This indicates that these CBSs were close to being completely degraded after 

4h. We show our proof in the next section below. Interestingly, many CBSs had slower rates 

of decay as shown by the points above the linear zone. To separate the more persistent CBSs 

from the rest, we used a locally estimated scatterplot smoothing (LOESS) regression model 

to fit the data in an iteratively matter. For each iteration, CBSs with significantly higher −λ 
(p ≤ 1e−3) were removed from the model fitting. When the iteratively fitted LOESS model 

converged, we used the local average −λ and the 3.1 (p = 1e−3) standard deviation to 

identify the most persistent sites (Cluster III). We observed that the initial signal intensity of 

the rapidly degraded CBSs showed a bimodal distribution (Figure 1D). We thus applied 

Gausian mixture model to the signal intensities, stratifying the rapidly degraded CBSS into 

two clusters (Clusters I and II).

Proof that the linear relationship between decay rate and initial binding 
intensities was due to complete degradation by 4h—Let RCt0 and RCt4 denote the 

signals in a certain CBS at 0h and 4h, and −λ denote decay rate. When the signals after 

auxin treatment follows an exponential decay model, the RCt0 and −λ will have the 

following relationship:

RCt4 = RCt0 × e−λ × t4 (1)

−λ = log(RCt4 + 1) − log(RCt0 + 1)
t4 (2)

For the non-persistent CBSs, the majority of signal will be lost at the second time point t4 

(4h). Thus, log(RCt4 + 1) will become close to 0.

log(RCt4 + 1) ≈ 0 (3)
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−λ = 1
t4 × log(RCt0 + 1) (4)

Since t4 is a constant, there is a linear relationship between the decay rate −λ and the initial 

signal intensity log(RCt0).

Interrogate sequence features of CBSs—We analyzed sequence features underlying 

CBSs of each cluster. We investigated enriched motifs within each clusters using MEME-

ChIP (Machanick and Bailey, 2011). We further measured the similarity of sequences in 

each cluster to the canonical CTCF motif using FIMO (Grant et al., 2011). FIMO computes 

a p value for a given sequence based on its similarity at each position to the reference 

sequence. For each peak, we chose the highest −log10 p value as its FIMO score, which 

ranged from 1.8 to 10.6 in our datasets. We compared FIMO scores between clusters by two-

sample t-test.

PRO-seq

Alignment: Raw data of each PRO-seq library included 98 to 169 millions of 75-base long 

paired end reads. FLASH2 (Magoč and Salzberg, 2011) was used to merge overlapping read 

pairs originated from short RNA fragments. Consensus reads of merged pairs, which 

accounted for about 78%–85% of total reads and had 37-51 bases of average length among 

libraries, were saved as single end reads in a new fastq file. Unmerged read pairs were saved 

in their original format as two fastq files. Seqtk (https://github.com/lh3/seqtk/blob/master/

README.md) was run to trim the 6-base UMI from the beginning of each single end read 

and the first read of the paired end reads.

To align trimmed reads, reference genomes, UCSC mouse mm9 and fly dm6, were 

downloaded from iGenomes (https://support.illumina.com/sequencing/sequencing_software/

igenome.html). The two genomes were combined into a hybrid genome. Single and paired 

end reads were separately aligned to the hybrid genome using BWA-MEM (Li and Durbin, 

2010). Only primary alignments with mapq score ≥ 20 and without INDEL were reported 

and saved in bam files. Duplicated reads with the same UMI and aligned to the same 

genomic loci were removed. They accounted for 1.4%–7.0% of aligned reads among all 

libraries. Overall, 43%–58% of the total reads were aligned, with 1.4 to 3.8% of them 

aligned to the fly genome. The percentage of fly transcripts were similar across all libraries, 

indicating that there was no significant global transcriptomic changes after CTCF depletion. 

Reads exclusively aligned to fly and mouse genomes were split and separately processed 

through the following steps and single and paired end reads aligned to the same genome 

were combined into the same bam files.

Transcription quantification: Reads aligned to reference genome were mapped to known 

RefSeq transcripts and genes, including both of their exons and introns, for quantitative 

analysis. Reads mapped to multiple genes were not counted and those mapped to sense and 

antisense strands of the same genes were counted separately. The dREG program was run to 

identify divergent transcription patterns, a feature characteristic of active TSSs and 
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enhancers (Danko et al., 2015). Active genes were defined as transcribing in a divergent 

manner at the promoter, as recognized by dREG program (Mahat et al., 2016a), and with GB 

read counts exceeding a pre-determined threshold (see below for threshold setting).

RefSeq TSSs within 50bp of each other were combined into unique TSS loci, and only TSS 

loci not overlapping with any other genes or sharing a gene with other TSSs were selected. 

An arbitrary window of −50 to +150 bp relative to Refseq-annotated TSS was used to 

represent transcription initiation. A window of +200bp relative to TSS to −500 bp relative to 

annotated TES was selected to represent transcription in the gene body. We observed length-

adjusted GB read counts to follow a bimodal distribution. The lower limit of the right 

population was used as a threshold to call active genes. Differential expression analysis was 

analyzed using paired DESeq2 method (Love et al., 2014). Significant upregulation was 

identified as FDR < 0.05 & fold-change > 2; significant downregulation as FDR < 0.05 & 

fold-change < 0.5.

TSS-proximal pausing index calculation: Read counts of TSSs and GBs were normalized 

and log2-transformed separately using the Rlog method. Normalized GB data were further 

adjusted by effective lengths as read densities. At least 6 total TSS reads and 12 gene body 

reads were required to be included in downstream analysis to robustly quantify pause release 

dynamics. Pausing index was calculated as log2(TSS/GB read densities). The paired Limma 

method was used to test differences in PIs between conditions. Limma was used instead of 

DESeq as the data were not integers. Significant upregulation was identified as FDR < 0.05 

& fold-change > 0; significant downregulation as FDR < 0.05 & fold-change < 0.

Intragenic PRO-seq quantification: The canonical PWM (point-weigthed matrix), 

MA0139.1, of CTCF binding was downloaded from Jasper (http://jaspar.genereg.net/matrix/

MA0139.1/). Motifs matching this PWM were searched in mm9 and scored by the 

matchPWM method (Wasserman and Sandelin, 2004). About 87% of the CTCF binding 

sites had at least one CTCF motif scored higher than 75 within 100 bases around their 

center.

A total of 6926 CTCF binding sites were located within the gene bodies of 3680 actively 

transcribed genes. Each of these binding sites was paired with CTCF motif with high score 

(mean = 82.3) in its proximity (0 to 250 bases, median = 27 bases). About half of these 

motifs had the same orientation as the direction of transcription. For the control group, 

11626 motifs with similar matching scores, but no CTCF occupancy were selected from the 

same set of active genes. Intragenic pausing index at CTCF motifs was calculated as the 

log2-ratio of reads mapped to [+25, +75] bases over reads mapped to [−50, −1] bases relative 

to the motifs. Group differences in PI were tested by paired Limma. Relative enrichment 

(Figure S3C) is calculated as the number of 3′ reads at each base divided by the total 

number of 3′ reads mapped to the 19bp motif. For example, if there were 100 3′ reads 

mapped to the motif and 10 reads at the 6th base, the relative enrichment at this position is 

19*(10/100) = 1.9.
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SMT

Tracking: First, the images were segmented based on the nuclei regions obtained from 

Hoechst 33342 fluorescence signal. The tracking step was performed individually nucleus 

by nucleus. For both the localization and tracking steps, we used TrackMate software 

(Tinevez et al., 2017). For the localization, we selected the LoG detector with sub-pixel 

localization, an intensity threshold of 20, which minimizes false positives, and an estimated 

blob diameter of 580 nm (corresponding to 5 pixels). For the tracking, we used the Simple 

LAP tracker algorithm with a maximum jump from frame-to-frame of 400 nm, a maximum 

closing gap of 4 frames and a maximum closing jump of 200 nm. The lists of trajectories 

were saved for each nucleus as an .xml file. The number of trajectories in each replicate 

ranged from 2459 to 12056.

Residence times: We calculated the residence times of chromatin-bounded CTCF from the 

SMT trajectories. We considered that a one-frame localization is a binding event that last 

500 ms. We first converted the distribution of track durations into the survival fraction of 

molecules defined by 1-CDF (1 – Cumulative Distribution Function) of the track lengths. 

Then, we fitted a two-component exponential decay function:

F (t) = f ⋅ e−k1 ⋅ t + (1 − f) ⋅ e−k2 ⋅ t,

where f is the fraction belonging to each population, k1 the short-live component associated 

with unspecific chromatin binding and k2 the long-live component associated with specific 

chromatin binding. k1 and k2 are rate contants with s−1 units. In addition, we estimated the 

photobleaching rate by fitting an exponential decay function to the evolution of the number 

of localizations over time during the experiment (Mazza et al., 2012):

N(t) = A ⋅ e−kb ⋅ t

We used that value to perform a correction to the measured residence times. The corrected 

long-lived residence times can be obtained from the following relation:

k2 = kcorrected + kb,

where k2 is the dissociation rate constant estimated directly from the experimental data, kb is 

the photobleaching kinetics rate and kcorrected is the dissociation rate after correction. Note 

that k is in s−1 units and the residence times are inversely proportional.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Highlights

• Marked variability in CTCF persistence on chromatin upon auxin-mediated 

degradation

• Sites associated with persistent CTCF binding tend to be architectural

• SMT reveals prolonged chromatin residence time at persistent CTCF binding 

sites

• RNA polymerase II stalling occurs at oriented CTCF motifs independently of 

bound CTCF
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Figure 1. Highly variable CTCF persistence on chromatin following auxin-mediated degradation
(A) Left: experimental design. Right: anti-CTCF western blot at indicted time points after 

auxin treatment. See also Figures S1A, S1B, and S4B and Table S4.

(B) A browser-track view of examples showing variability in CBS persistence. n = 2 

biological replicates. Arrows highlight similarly enriched CBSs with different degradation 

dynamics.
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(C) Line plot showing changes in binding enrichment of all CBSs grouped by Mclust-based 

clusters over time. Data were graphed as log-transformed normalized read counts under the 

peak.

(D) Left: illustration of ED-based clustering workflow. Right: line plot shows binding 

enrichment of ED-based clusters over time. Data were graphed as log-transformed 

normalized read counts under the peak.
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Figure 2. Characteristics of persistent CBSs
(A) Position weight matrix (PWM) of CTCF motif in Mclust-based clusters. See also Figure 

S2A.

(B) Genome distribution and histone marks of Mclust-based groups. See also Figure S2I.

(C) Percentage of each Mclust-based cluster retained on mitotic chromatin. p value was 

calculated from Chi-squared test. See also Figure S2J.

(D) Fraction of CBSs in each Mclust-based cluster engaging in indicated numbers of looping 

interactions. See also Figure S2M.
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(E) Heatmap showing averaged loop intensity of structural loops stratified by anchor clusters 

(after intensity matching). See also Figure S2O.

(F) Row-linked heatmaps showing CTCF and Rad21 ChIP-seq RPMs after 0 h, 4 h, 12 h, 

and 24 h auxin treatment at CBSs over 4 kb genomic interval in 10-bp bins, grouped by 

Mclust-based clusters. See also Figure S2P.

(G) Mean (±SEM) IS of Mclust-based clusters centering on CBSs over 0.2-Mb genomic 

interval. See also Figure S2Q.

Clusters 5 and 6 were intensity matched.
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Figure 3. Effects of CTCF depletion on nascent transcription
(A) PRO-seq experimental and analytical strategy

(B) MA plots illustrating changes in GB, TSS, and PI.

(C) Row-linked heatmaps show 3′ PRO-seq read counts centered on predicted CTCF motifs. 

Left: 0 h; right: 4 h. CBSs were oriented in the same direction as transcription. See also 

Figures S3E and S3F.

(D) Same analysis as (C), but at CBSs positioned in the opposite orientation as transcription. 

See also Figures S3E and S3F.
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(E and F) Same analysis as (C) and (D), but at high-confidence CTCF motifs devoid of 

CTCF binding. See also Figures S3E and S3G.

(G) Scatterplot plotting CTCF binding intensity against PRO-seq signal counts over CBSs, 

with each Mclust-based cluster distinguished by color. NoTx, no auxin treatment. See also 

Figure S3J.

(H) Row-linked CTCF ChIP-seq heatmaps before and after triptolide and DRB treatment, 

ranked by mean intensity in the control group. All heatmaps were plotted with the same 

scale.

Luan et al. Page 32

Cell Rep. Author manuscript; available in PMC 2021 March 27.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 4. CBS persistence correlates with residence time on chromatin
(A) SMT experimental design.

(B) Row-linked heatmap showing CTCF ChIP-seq RPMs of all sites in CTCF-AID-mCherry

+TIR and CTCF-AID-HaloTag+TIR cell lines before and after auxin treatment, grouped by 

Mclust-based clusters.

(C) Residence times before and after 24 h auxin treatment across three biological replicate 

pairs. Error bars denote 95% confidence interval. See also Figures S4C, S4D, and S4F.

Luan et al. Page 33

Cell Rep. Author manuscript; available in PMC 2021 March 27.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Luan et al. Page 34

KEY RESOURCES TABLE

REAGENT or RESOURCE SOURCE IDENTIFIER

Antibodies

Anti-CTCF antibody, rabbit polyclonal Millipore 07-729; RRID: AB_441965

Anti-mCherry antibody, rabbit polyclonal Abcam Ab167453; RRID: AB_2571870

Anti-Rad21 antibody, rabbit polyclonal Abcam Ab992; RRID: AB_2176601

Anti-β-Actin-Peroxidase antibody, mouse monoclonal Millipore A3854; RRID: AB_262011

Anti-Rpb1 NTD (D8L4Y) antibody, rabbit monoclonal Cell Signaling 14958; RRID: AB_2687876

Anti-H3 antibody, rabbit polyclonal Cell Signaling 9715; RRID: AB_2687876

Chemicals, peptides, and recombinant proteins

Indole-3-acetic acid sodium salt Sigma-Aldrich I5148-2G

Protein A agarose beads ThermoFisher Cat#15918014

Protein G agarose beads ThermoFisher Cat#15920010

iScript Reverse Transcription Supermix BioRad Cat#1708841

Trizol ThermoFisher Cat#15596026

Power SYBR Green PCR Master Mix ThermoFisher Cat#4367660

Janelia Fluor® 549 HaloTag® Ligand Promega Cat#GA1110

Critical commercial assays

Subcellular Protein Fractionation Kit ThermoFisher Cat#78840

QIAGEN PCR Purification Kit QIAGEN Cat#28106

QIAGEN RNeasy Kit QIAGEN Cat#74106

TruSeq ChIP Sample Preparation Kit Illumina Cat# IP 202-1012

Phusion High-Fidelity PCR Master Mix ThermoFisher Cat#F531S

NEBNext DNA Library Prep Master Mix for Illumina New England BioLabs Cat#E6040S

NEBNext Multiplex Oligos for Illumina Set1 New England BioLabs Cat#E7335S

Cell Line Nucleofector Kit R Lonza Cat#VVCA-1001

In-Fusion® HD Cloning Plus Clontech Cat#638909

Micro Bio-Spin P-30 Gel Columns, Tris Buffer (RNase-free) Bio-Rad Cat#7326250

Deposited data

CTCF ChIP-seq Nora et al., 2017 GSE98671

CTCF ChIP-seq Kubo et al., 2021 GSE94452

CTCF ChIP-seq Khoury et al., 2020 GSE125641

CTCF (biotin) ChIP-seq Nakahashi et al., 2013 GSE33819

Hi-C (late G1) Zhang et al., 2019 GSE129997

Raw and processed sequencing data This paper GSE150418

Experimental models: cell lines

G1E-ER4 Michell J. Weiss Lab Weiss et al., 1997

CTCF-AID-mCherry+TIR Gerd A. Blobel Lab Zhang et al., 2019

Oligonucleotides
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REAGENT or RESOURCE SOURCE IDENTIFIER

ChIP-qPCR primers This paper Tables S1 and S2

RT-qPCR primers This paper Table S3

Myrip-A/T gRNA #1: TCCTGAAAATAAGACACCCC This paper NA

Myrip-A/T gRNA #2: CAGATATTAAAGCATCCCAG This paper NA

Myb-CBS gRNA #1: TGACTATTGACTGCCCCCTG This paper NA

Myb-CBS gRNA #2: ACAAACCCCCCTCCCTCTCG This paper NA

CTCF sgRNA:GCATGATGGACCGGTGATGC Zhang et al., 2019 N/A

Recombinant DNA

pX330-GFP-sgCTCF (spCas9 with CTCF sgRNA) Gerd A. Blobel Lab Zhang et al., 2019

Ctcf-Halo-mAID donor Addgene RRID: Addgene_113103

MigR1 guide RNA GFP Gerd A. Blobel Lab Stonestrom et al., 2015

EFS-Cas9-P2A-TagBFP This paper GenBank: MW079340

MigR1-osTIR1-9Myc-GFP This paper GenBank: MW079339

pKLV-U6gRNA-EF(BbsI)-PGKpuro2ABFP Addgene RRID: Addgene_62348

Software and algorithms

FlowJo FlowJo LLC https://www.flowjo.com/

R (R Core Team, 2014) http://www.R-project.org/

ggplot2 Wickham, 2016

FIMO Grant et al., 2011 https://meme-suite.org/meme/doc/
fimo.html

MEME-ChIP Machanick and Bailey, 2011 https://meme-suite.org/tools/meme-chip

ImageJ Schneider et al., 2012 https://imagej.nih.gov/ij/

MACS2 Zhang et al., 2008 https://github.com/macs3-project/MACS/

BedTools Quinlan, 2014 https://bedtools.readthedocs.io/en/latest/

DESeq2 Love et al., 2014 https://bioconductor.org/packages/release/
bioc/html/DESeq2.html

FLASH2 Magoč and Salzberg, 2011 http://www.cbcb.umd.edu/software/flash

Seqtk https://github.com/lh3/seqtk/blob/
master/README.md

https://github.com/lh3/seqtk

matchPWM Wasserman and Sandelin, 2004 N/A

ViennaRNA Lorenz et al., 2011 N/A
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