
 

 

Since January 2020 Elsevier has created a COVID-19 resource centre with 

free information in English and Mandarin on the novel coronavirus COVID-

19. The COVID-19 resource centre is hosted on Elsevier Connect, the 

company's public news and information website. 

 

Elsevier hereby grants permission to make all its COVID-19-related 

research that is available on the COVID-19 resource centre - including this 

research content - immediately available in PubMed Central and other 

publicly funded repositories, such as the WHO COVID database with rights 

for unrestricted research re-use and analyses in any form or by any means 

with acknowledgement of the original source. These permissions are 

granted for free by Elsevier for as long as the COVID-19 resource centre 

remains active. 

 



Medical Image Analysis 67 (2021) 101824 

Contents lists available at ScienceDirect 

Medical Image Analysis 

journal homepage: www.elsevier.com/locate/media 

Joint prediction and time estimation of COVID-19 developing severe 

symptoms using chest CT scan 

Xiaofeng Zhu 

a , 1 , ∗, Bin Song 

b , 1 , Feng Shi c , Yanbo Chen 

c , Rongyao Hu 

a , d , Jiangzhang Gan 

a , d , 
Wenhai Zhang 

c , Man Li c , Liye Wang 

c , Yaozong Gao 

c , Fei Shan 

e , ∗, Dinggang Shen 

c , f , g , ∗

a Center for Future Media and school of computer science and technology, University of Electronic Science and Technology of China, Chengdu 611731, China 
b Department of Radiology, Sichuan University West China Hospital, Chengdu 610041, China 
c Department of Research and Development, Shanghai United Imaging Intelligence Co., Ltd., Shanghai 200232, China 
d School of Natural and Computational Sciences, Massey University Auckland, Auckland 0745, New Zealand 
e Department of Radiology, Shanghai Public Health Clinical Center, Fudan University, Shanghai 201508, China 
f School of Biomedical Engineering, ShanghaiTech University, Shanghai 201210, China 
g Department of Brain and Cognitive Engineering, Korea University, Seoul 02841, Republic of Korea 

a r t i c l e i n f o 

Article history: 

Received 2 May 2020 

Revised 23 August 2020 

Accepted 25 September 2020 

Available online 10 October 2020 

Keywords: 

Coronavirus disease 

CT Scan data 

Feature selection 

Sample selection 

Imbalance classification 

a b s t r a c t 

With the rapidly worldwide spread of Coronavirus disease (COVID-19), it is of great importance to con- 

duct early diagnosis of COVID-19 and predict the conversion time that patients possibly convert to the 

severe stage, for designing effective treatment plans and reducing the clinicians’ workloads. In this study, 

we propose a joint classification and regression method to determine whether the patient would develop 

severe symptoms in the later time formulated as a classification task, and if yes, the conversion time will 

be predicted formulated as a classification task. To do this, the proposed method takes into account 1) 

the weight for each sample to reduce the outliers’ influence and explore the problem of imbalance clas- 

sification, and 2) the weight for each feature via a sparsity regularization term to remove the redundant 

features of the high-dimensional data and learn the shared information across two tasks, i.e., the classi- 

fication and the regression. To our knowledge, this study is the first work to jointly predict the disease 

progression and the conversion time, which could help clinicians to deal with the potential severe cases 

in time or even save the patients’ lives. Experimental analysis was conducted on a real data set from 

two hospitals with 408 chest computed tomography (CT) scans. Results show that our method achieves 

the best classification ( e.g., 85.91% of accuracy) and regression ( e.g., 0.462 of the correlation coefficient) 

performance, compared to all comparison methods. Moreover, our proposed method yields 76.97% of ac- 

curacy for predicting the severe cases, 0.524 of the correlation coefficient, and 0.55 days difference for 

the conversion time. 

© 2020 Elsevier B.V. All rights reserved. 
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. Introduction 

Coronavirus disease (COVID-19) is an infectious disease caused 

y the severe-acute respiratory symptom Coronavirus 2 (SARS- 

ov2), and has resulted in more than 1.3 million confirmed cases 

nd about 75k deaths worldwide as of April 7, 2020 ( JHU, 2020 ).

ue to its rapid spread, infection cases are increasing with the high 

atality rate ( e.g., up to 5.7%). Statistical models and machine learn- 
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ng methods have been developing to analyze the transmission 

ynamics and conduct early diagnosis of COVID-19 ( del Rio and 

alani, 2020; Li et al., 2020b ). For example, ( Wu et al., 2020 ) em-

loyed the susceptible-exposed-infectious-recovered model to esti- 

ate the number of the COVID-19 cases in Wuhan based on the 

umber of exported COVID-19 cases which moved from Wuhan to 

ther cities in China. 

The increasing number of confirmed COVID-19 cases results 

n the lack of the clinicians and the increase of the clinicians’ 

orkloads. Many laboratory techniques have been used to con- 

rm the suspected COVID-19 cases by clinicians ( Jung et al., 

020 ), including real-time reverse transcription polymerase chain 

eaction (RT-PCR) ( Corman et al., 2020; Ai et al., 2020 ), non- 

CR tests ( e.g. , isothermal nucleic acid amplification technology 
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2 https://www.webmd.com/lung/news/20200324/the-other-side-of-covid-19- 

milder- cases- recovery#1 . https://www.businessinsider.com/coronavirus-80- 

percent- cases- are- mild- 2020- 2 . 
 Craw and Balachandran, 2012 )), non-contrast chest computed to- 

ography (CT) and radiographs ( Lee et al., 2020 ), and so on. It

s well known that manual identification of COVID-19 is time- 

onsuming and increases the infection risk of the clinicians 

 Kong and Agarwal, 2020 ). Moreover, laboratory tests are usually 

rohibited for all suspected cases due to the limitation of the 

est kits ( Kong and Agarwal, 2020; Ng et al., 2020 ). Also, RT-PCR 

as been widely used to confirm COVID-19, but easily results in 

ow sensitivity ( Chaganti et al., 2020 ). As a good alternative, arti- 

cial intelligence techniques on the available data from laboratory 

ests have been playing important roles on the confirmation and 

ollow-up of COVID-19 cases. For example, ( Alom et al., 2020 ) em- 

loyed the inception residual recurrent convolutional neural net- 

ork (CNN) and transfer learning on X-ray and CT scan images 

o detect COVID-19 and segment the infected regions of COVID- 

9. ( Ozkaya et al., 2020 ) first applied CNN to fuse and rank deep

eatures for the early detection of COVID-19, and then used sup- 

ort vector machine (SVM) to conduct binary classification using 

he obtained deep features. 

Imaging data is playing an important role in the diagnosis of 

ll kinds of pneumonia diseases including COVID-19 ( Shi et al., 

020a ), so CT has been popularly used and applied to help mon- 

tor imaging changes and measure the disease severity such as 

n China ( Zhao et al., 2020; Chaganti et al., 2020 ). For example,

 Chaganti et al., 2020 ) designed an automated system to quan- 

ify the abnormal tomographic patterns appeared in COVID-19 and 

 Li et al., 2020a ) employed CNNs with the imaging features of ra-

iographs and CT images for identifying COVID-19. 

In this work, we investigate a new early diagnosis method to 

redict whether the mild confirmed cases ( i.e., non-severe cases) 

f COVID-19 would develop severe symptoms in the later time and 

stimate the time interval. However, it is challenging due to many 

ssues, such as small infected lesions in the chest CT scan at the 

arly stage, appearances similar to other pneumonia, the data set 

ith high-dimensional features and small-sized samples, and im- 

alanced group distribution. 

First, the infected lesions in the chest CT scan at the early stage 

re usually small and their appearances are quite similar to that 

f other pneumonia. Given the early stage of COVID-19 with mi- 

or imaging signs, it is difficult to predict its future progression 

tatus. Conventional severity assessment methods can easily dis- 

inguish a severe sign of the image from the mild sign, since the 

hanges of CT data are correlated with the disease severity, e.g., the 

ung involvement and abnormalities increase while the symptoms 

ecome severe. However, the infected volume of the non-severe 

OVID-19 cases is usually mild. For example, ( Guan et al., 2020 ) 

howed that 84.4% of non-severe patients had mild symptoms and 

ore than 95% severe cases had severe symptoms on CT changes. 

n the other hand, the clinicians have few prior knowledge about 

hether or when the non-severe cases convert to severe cases, so 

arly diagnosis and conversion time prediction could reduce the 

linicians’ workloads or even save patients’ levies. 

Second, the collected data set usually has a small number of 

amples ( i.e. , small-sized samples) and high-dimensional features. 

ue to all kinds of reasons, such as data protection, data security, 

nd the scenario of acute infectious diseases, a small number of 

ubjects are available for early diagnosis of COVID-19. The limited 

amples or subjects are difficult to build an effective artificial intel- 

igence model. Moreover, high-dimensional features for each imag- 

ng data are often extracted, by considering to capture the com- 

rehensive changes of the disease. Hence, both of scenarios often 

esult in the issue of over-fitting and the issue of curse of dimen- 

ionality ( Hu et al., 2020; Zhu et al., 2014 ). 

Third, the class or group distribution of the data set is gener- 

lly imbalanced. In particular, the number of severe cases is much 

maller than the number of non-severe cases, e.g. , about 20% re- 
2 
orted 

2 Such a scenario poses a challenge for most classification 

ethods because they were designed under the assumption that 

ach class has an equal number of samples ( Adeli et al., 2020 ). As

 result, previous classification techniques output poor predictive 

erformance, especially for the minority class ( Adeli et al., 2020; 

hu et al., 2020 ). 

In this work, we propose a novel joint regression and classifica- 

ion method to identify the severe COVID-19 cases from the non- 

evere cases and predict the conversion time from a non-severe 

ase to the severe case in a unified framework. Specifically, we em- 

loy the logistic regression for the binary classification task and 

he linear regression for the regression task. Moreover, we employ 

n � 2,1 -norm regularization term on both the classification coeffi- 

ient matrix and the regression coefficient matrix to consider the 

orrelation between the two tasks as well as select the useful fea- 

ures for disease diagnosis and conversion time prediction. We fur- 

her design a novel method to learn the weights of the samples, 

.e., automatically learning the weight of each sample so that the 

mportant samples have large weights and the unimportant sam- 

les have small or even zero weights. Moreover, the samples with 

ero weights in each class are excluded to the process of the con- 

truction of the joint classification and regression, thus the prob- 

em of imbalance classification can be solved. 

Different from previous literature, the contribution of our pro- 

osed method is listed as follows. 

First, our method considers the issues, including imbalance 

lassification, feature selection, and sample weight, in the same 

ramework. Moreover, our method takes into account the corre- 

ation between the classification task and the regression task. In 

he literature, few study has focused on exploring the above is- 

ues simultaneously. For example, the studies separately conduct 

eature selection ( Zhu et al., 2017b ) and sample weight ( Hu et al.,

020; Zhu et al., 2019 ), while ( Zhu et al., 2014 ) proposed to con-

uct joint classification and regression. Recently, a few studies si- 

ultaneously conduct feature selection and sample selection ( Adeli 

t al., 2020; Hu et al., 2020 ). 

Second, a few machine learning methods were proposed to con- 

uct the diagnosis of COVID-19 disease. For example, ( Tang et al., 

020 ) employed random forest to detect the severe cases from the 

onfirmed cases based on the CT scan data. ( Shi et al., 2020a ) con-

ucted the same task by a two-step strategy, i.e., automatically cat- 

gorizing all subjects into groups followed by random forests in 

ach group for classification. However, previous literature did not 

ake into account any of the above issues. Recently, deep learning 

echniques ( Alom et al., 2020; Ozkaya et al., 2020; Li et al., 2020a )

ave been employed to conduct early diagnosis of COVID-19, but 

acking the interpretability. To our knowledge, this is the first study 

imultaneously detecting the severe cases and predicting the con- 

ersion time, which have widely applications because the severe 

ases could endanger patients’ lives and correctly predicting of the 

onversion time makes the clinicians take care the patients early 

r even save the patients’ lives. 

. Related work 

AI technologies have widely been applied in the study of 

OVID-19 disease with the medical imaging data including X-ray 

nd Computed Tomography (CT), in the applications of segmenta- 

ion ( Fan et al., 2020; Xie et al., 2020b ) and diagnosis ( Kang et al.,

020; Ouyang et al., 2020 ). In this study, we give a brief review of

he COVID-19 diagnosis and prognosis. 

https://www.webmd.com/lung/news/20200324/the-other-side-of-covid-19-milder-cases-recovery#1
https://www.businessinsider.com/coronavirus-80-percent-cases-are-mild-2020-2
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Table 1 

Demographic information of all subjects. The numbers in parentheses denote the 

number of subjects in each class. It is noteworthy that 52 cases were converted to 

severe on average 5.64 days and 34 cases were severe at admission. 

Severe cases Non-severe cases 

(86) (322) 

Female/male 35/51 160/162 

Age 55.43 ± 16.35 49.30 ± 15.70 
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Fig. 1. The visualization of the segments of a chest CT scan image, i.e., 5 lung lobes 

(left) and 18 pulmonary segments. 
In the past few months, a large number of computer-aided di- 

gnosis methods have been designed for the COVID-19 diagno- 

is. For example, ( Chen et al., 2020 ) and ( Bhandari et al., 2020 )

mployed the logistic regression model to conduct COVID-19 dis- 

ase diagnosis. ( Hassanien et al., 2020 ) proposed to first use the 

ulti-level threshold method to pre-process the images of COVID- 

9 patients, and then utilize SVM to distinguish the COVID-19 pa- 

ients from normal cases. ( Shaban et al., 2020 ) proposed a hy- 

rid feature selection method to find informative features from 

hest CT images before using the kNN classifier to conduct COVID- 

9 disease diagnosis. Considering that deep learning methods al- 

ays outperform traditional machine learning methods in real ap- 

lications, ( Song et al., 2020 ) proposed a CT diagnosis system 

ased on the ResNet model to identify COVID-19 patients from 

ealthy people. ( Fan et al., 2020 ) proposed to first employ a deep

egmentation network to automatically identify infected regions 

n chest CT scans, and then conduct the COVID-19 diagnosis by 

 semi-supervised way. ( Xie et al., 2020b ) designed two diverse 

elational U-networks to segment pulmonary lobes with CT im- 

ges to output the high-level convolution features for COVID-19 

iagnosis. 

Considering the fact that mild patients may quickly deteriorate 

nto the severe/critical stage, it is crucial to predict the develop- 

ent of patients disease. To do this, machine learning methods 

ave widely been proposed to construct predict models to evaluate 

atients’ conditions. For example, ( Yan et al., 2020 ) employed the 

GBoost classifier to select informative features first and then pre- 

ict the survival rates as well as the maximum number of days for 

evere patients. ( Chakraborty and Ghosh, 2020 ) proposed to fore- 

ast the number of daily confirmed COVID-19 patients from differ- 

nt countries and ( Salgotra et al., 2020 ) designed a gene expres- 

ion programming-based method to predict the number of con- 

rmed COVID-19 patients. ( Petropoulos and Makridakis, 2020 ) em- 

loyed the exponential smoothing method to forecast the con- 

rmed COVID-19 cases and ( Xie et al., 2020a ) proposed a mul- 

ivariable logistic regression model to predict the inpatient mor- 

ality of the COVID-19 patients. In addition, deep learning meth- 

ds are also investigated to design prediction model. For example, 

 Arora et al., 2020 ) employed the recurrent neural network and the 

ong-short term memory (LSTM) network to predict the number 

f confirmed COVID-19 cases in India. ( Ibrahim et al., 2020 ) pro- 

osed a LSTM model to forecast the number of infected COVID-19 

ases. 

The literature demonstrated that each task can provide the 

omplementary information to other tasks in multi-task learning 

 Zhu et al., 2014 ), so the framework integrating the classification 

ask with the regression task has been designed to conduct diag- 

osis analysis as well as forecast the disease trend in the future. 

or example, ( Wang et al., 2020 ) proposed a fully deep learning 

ethod on the original chest CT images to conduct the COVID-19 

iagnosis and the prognostic analysis. ( Bai et al., 2020 ) proposed 

 LSTM model to identify the severe patients and predict the pa- 

ients with potential malignant progression ( Bai et al., 2020 ). How- 

ver, to the best of our knowledge, this work is the first study to 

imultaneously distinguish the severe cases from the mild cases 

nd predict the conversion time from the mild cases to the severe 

ases. 

. Materials and image preprocessing 

This study investigated the chest CT images of 408 confirmed 

OVID-19 patients. The demographic information is summarized in 

able 1 . If a patient has multiple scans over time, the first scan is

sed. All CT images was provided by Shanghai Public Health Clin- 

cal Center and Sicuan University West China Hospital. Informed 

onsents were waived and all private information of patients was 
3 
nonymized. Moreover, the ethics of committees of these two in- 

titutes approved the protocol of this study. 

All patients were confirmed by the national centers for disease 

ontrol (CDC) based on the positive new Coronavirus nucleic acid 

ntibody. Moreover, patients with large motion artifacts or pre- 

xisting lung cancer conditions on the CT scans were excluded 

rom this study. 

.1. Image acquisition parameters 

All patients underwent the thin-section CT scan by the scanners 

ncluding SCENARIA 64 from Hitachi, Brilliance 64 from Philips, 

CT 528 from United Imaging. The CT protocol is listed as follows: 

V: 120, slice thickness: 1-1.5 mm, and breath hold at full inspi- 

ation. More details about both the image acquisition and the im- 

ge pre-processing can be found in ( Shan et al., 2020; Shi et al., 

020a ). Moreover, we used the mediastinal window (with window 

idth 350 hounsfield unit (HU) and window level 40 HU) and the 

ung window (with window width 1200 HU and window level-600 

U) for reading analysis. 

.2. Image pre-processing 

We utilized the disease characteristics, i.e., infection locations 

nd spreading patterns, to extract handcrafted features of each 

OVID-19 chest CT image. To do this, we used the COVID-19 chest 

T analysis tool developed by Shanghai United Imaging Intelligence 

o. Ltd., and followed the literature ( Shan et al., 2020 ) to calculate

he quantitative features. 

First, the COVID-19 chest CT analysis tool designed a deep 

earning method named VB-net to automatically segment infected 

ung regions and lung fields bilaterally. The infected lung regions 

ere mainly related to manifestations of pneumonia, such as mo- 

aic sign, ground glass opacification, lesion-related signs, and inter- 

obular septal thickening. 

Second, after the segmentation process, the lung fields included 

he left lung and the right lung, 5 lung lobes, and 18 pulmonary 

egments, as shown in Fig. 1 . Specifically, the left lung included 

uperior lobe and inferior lobe, while the right lung included su- 

erior lobe, middle lobe, and inferior lobe. Moreover, the left lung 

as 8 pulmonary segments and the right lung has 10 pulmonary 
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egments. As a result, we had 26 regions of interest (ROIs) for each 

T images. 

Third, we partitioned each segment to five parts based on 

he HU ranges, i.e. , H U [ −∞ , −700] , H U [ −70 0 , −50 0] , H U [ −50 0 , −20 0] ,

U [ −200 , 50] , and HU [50, ∞ ] . Specifically, HU [ −∞ , −700] indicates the 

arts with the HU range between −∞ and -700, HU [ −70 0 , −50 0] 

ndicates the parts with the HU range between -700 and -500, 

U [ −50 0 , −20 0] indicates the parts with the HU range between -500 

nd -200, HU [ −200 , 50] indicates the parts with the HU range be- 

ween -200 and 50, and HU [50, ∞ ] indicates the parts with the HU 

ange between 50 and ∞ . As a result, each CT image was parti-

ioned to 130 parts ( i.e., 390 = 26 ∗ 5 ). 

In this study, we extracted three kinds of handcrafted features 

rom each part, i.e., density feature, volume feature, and mass fea- 

ure. Specifically, we obtained the volume feature as the total vol- 

me of infected region and the density feature by calculating the 

veraged HU value within the infected region. We further fol- 

owed ( Song et al., 2014 ) to define the mass feature to simul-

aneously reflect the volume and density of subsolid nodule be- 

ause the mass feature has been demonstrated to have potentially 

uperior reproducibility to 3D volumetry, i.e., Mass = (Density + 

0 0 0) × V olume × 0 . 001 . 

Finally, each CT image is represented by 390-dimension hand- 

rafted features in this study. 

. Method 

In this paper, we denote matrices, vectors, and scalars, re- 

pectively, as boldface uppercase letters, boldface lowercase let- 

ers, and normal italic letters. Specifically, we denote a matrix as 

 = [ x 1 , . . . , x n ] . The i -th row and j -th column of X are denoted as

 

i and x j , respectively. We further denote the Frobenius norm and 

he � 2,1 -norm of a matrix X as ‖ X ‖ F = 

√ ∑ 

i ‖ x i ‖ 2 2 
= 

√ ∑ 

j ‖ x j ‖ 2 2 

nd ‖ X ‖ 2 , 1 = 

∑ 

i ‖ x i ‖ 2 = 

∑ 

i 

√ ∑ 

j x 
2 
i j 
, respectively. We also denote

he transpose operator, the trace operator, and the inverse of a ma- 

rix X as X 

T , tr ( X ), and X 

−1 , respectively. 

.1. Sparse logistic regression 

In the classification problem, given the feature matrix X ∈ R 

d×n 

ncluding n samples x i ∈ R 

d ( i = 1 , . . . , n ) and their corresponding

abels y i ∈ {−1 , +1 } , the logistic regression is employed to distin-

uish the severe cases ( i.e., y i = +1 ) from the confirmed COVID-19

ases ( i.e., y i = −1 ). Specifically, by denoting w ∈ R 

d as the coeffi-

ient vector, the logistic loss function is defined as 

in 

w 

n ∑ 

i =1 

log (1 + exp(−y i (w 

T x i ))) + λ1 ‖ w ‖ 

2 
2 (1) 

here λ1 is a tuning parameter, and the � 2 -norm regularization 

erm on the coefficient vector w is used to control the complexity 

f the logistic regression. Eq. (1) conducts the classification task 

ithout taking into account the issues, such as feature selection, 

ample weight, and imbalance classification. 

First, in real applications, clinicians have prior knowledge on 

he regions of the CT scan data which are possible related to the 

isease, but we cannot only extract the features from these re- 

ions because they may cooperate with other regions to influence 

he disease. As a result, we extract the features from all imaging 

ata to obtain the high-dimensional data, which captures the com- 

rehensive changes of confirmed COVID-19 cases but increases the 

tore and computation costs as well as easily results in the issue 

f curse of dimensionality ( Zhu et al., 2020b; Shen et al., 2020 ).

o address this issue, we design machine learning models to au- 

omatically recognize the features related to the disease by taking 
4 
nto account the correlation among the features. Specifically, we 

eplace the � 2 -norm on the coefficient vector w ( i.e., ‖ w ‖ 2 2 ) by the

 1 -norm ( i.e., ‖ w ‖ 1 and ‖ w ‖ 1 = 

∑ d 
i =1 | w i | ), which outputs sparse

lements to make the corresponding features ( i.e., the rows in X ) 

ot involving the classification task, i.e., 

in 

w 

n ∑ 

i =1 

log (1 + exp(−y i (w 

T x i ))) + λ2 ‖ w ‖ 1 (2) 

here λ2 is a tuning parameter. 

.2. Balanced and sparse logistic regression 

In binary classification, the issue of imbalance classification eas- 

ly results in the classification results bias to the majority class, 

.e., outputting high false negatives. In the literature, both re- 

ampling methods and cost-sensitive learning methods ( Zhu et al., 

019 ) have been used for solve the issue of imbalance classifica- 

ion. 

Recently, robust loss functions has been widely designed to re- 

uce the influences of outliers by taking into account the sam- 

le weight in robust statistics ( Zhu et al., 2020b ). Specifically, ro- 

ust loss functions use a weight vector α ∈ R 

1 ×n to automatically 

utput small weights to the samples with large estimation errors 

nd large weights to the samples with small estimation errors. As 

 consequence, the samples with large estimation errors are re- 

arded as outliers and their influences are reduced. In the litera- 

ure, a number of robust loss functions have been developed, in- 

luding � 1 − � 2 function, Cauchy function, and Geman–McClure es- 

imator, and so on ( Hu et al., 2020; Zhu et al., 2020a ). However,

he robust loss function was not designed to explore the issue of 

he imbalance classification. 

In this paper, motivated by the robust loss functions assign- 

ng weights to the samples, we propose a new method to as- 

ign a weight to each sample as well as to solve the problem 

f imbalance classification. By regarding that different samples 

ave different contributions to the construction of the classifica- 

ion model, our method expects to assign large weights to the im- 

ortant samples and small weights to the unimportant samples. 

oreover, by regarding of the problem of imbalance classification, 

ur method expects to set different numbers of zero weights to 

ifferent classes so that there is a balance of the sample number 

etween the positive class and the negative class. To do this, we 

mploy an � 0 -norm constraint on the weight vector α to have the 

ollowing loss function: 

min 

α, w 

n ∑ 

i =1 

αi log (1 + exp(−y i (w 

T x i ))) + λ2 ‖ w ‖ 1 

.t., ‖ α−1 ‖ 0 = k − and ‖ α+1 ‖ 0 = k + (3) 

here α−1 indicates the weight set of all negative samples and 

+1 indicates the weight set of all positive samples. The con- 

traint ‘ ‖ α−1 ‖ 0 = k −’ indicates that the number of non-zero ele-

ents in the negative class is k −. Specifically, after receiving the 

stimation value for each sample, i.e., log(1 + exp (−(y i w 

T x i ))) , we

rst sort the estimation values of all samples in the same class 

ith an increase order, and then keep the original weights to 

he weights of the k − negative samples with the smallest estima- 

ion values and 0 to the weights of the left negative samples. In 

his way, either the negative samples or the positive samples with 

ero weights will not be involved the process of the classification 

odel. 

Our method in Eq. (3) has at least two advantages, i.e., auto- 

atically selecting important samples ( i.e., reducing the influence 

f the outliers) to learn the classification model and adjusting the 

umber of selected samples for each class by tuning the values 
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f k − and k + ( e.g., k − = k + ) to solve the imbalance classification

roblem. In particular, our method in Eq. (3) employs the � 0 -norm 

onstraint for each class to output exactly predefined non-zero ele- 

ents. On the contrary, self-paced learning uses the � 1 -norm con- 

traint for all samples or other robust loss functions ( Zhu et al., 

020b; Hu et al., 2020 ) to estimate the sample weight without 

uaranteeing the exact number of non-zero elements. As a re- 

ult, compared to self-paced learning only considering the sample 

eight to reduce the influence of outliers, our method takes into 

ccount the sample weight to remove outliers not to involve the 

rocess of the model construction as well as solve the problem of 

mbalance classification. 

.3. Joint logistic regression and linear regression 

Besides distinguishing the severe cases from the non-severe 

ases, predicting the conversion time converting a non-severe case 

o a severe case is also important because it may be related to the 

atients’ lives. To do this, a naive solution is to separately conduct 

 classification task to diagnose the severe cases and a regression 

ask to predict the conversion time. Obviously, the separate strat- 

gy ignores the correlation among two tasks. In this paper, by re- 

arding the prediction of conversion time as a regression task, we 

efine a ridge regression to linearly characterize the correlation be- 

ween the feature matrix X and the vector of the conversion time 

 ∈ R 

1 ×n by 

in 

v 
‖ v T X − z ‖ 

2 
2 + λ3 ‖ v ‖ 

2 
2 (4) 

here v ∈ R 

d is the coefficient vector for the regression task and 

3 is a tuning parameter. 

Similar to the classification task in Eq. (3) , the regression task 

n Eq. (4) still needs to consider the issues, such as feature selec- 

ion, sample weight, and imbalance classification. Moreover, in this 

tudy, we conduct joint classification and regression ( i.e., multi- 

ask learning) by simultaneously considering a classification task 

nd a regression task in the same framework. We expect that each 

ask could obtain information from another task so that the model 

ffectiveness of each of them can be improved by the shared infor- 

ation. Specifically, we employ the � 2,1 -norm regularization term 

ith respect to both the variable w and the variable v to obtain 

he following objective function: 

min 

α, w , v , β

n ∑ 

i =1 

αi log (1 + exp(−y i (w 

T x i ))) 

+ γ ‖ β(v T X − z ) ‖ 

2 
2 + λ‖ [ w , v ] ‖ 2 , 1 

.t., ‖ α−1 ‖ 0 = k − and ‖ α+1 ‖ 0 = k + , 

 β−1 ‖ 0 = k − and ‖ β+1 ‖ 0 = k + (5) 

here β ∈ R 

1 ×n is the sample weight vector for the regression 

ask and [ w , v ] ∈ R 

d×2 . γ and λ are tuning parameters. ‖ [ w, v ] ‖ 2,1 

ndicates that the selected features are obtained by the classifi- 

ation and regression model. Moreover, the selected features are 

heir shared or common information benefiting each of them 

 Evgeniou and Pontil, 2004 ). 

Eq. (5) needs a tuning parameter γ to have a magnitude or 

mportance trade-off between two tasks. However, the process of 

uning parameter is time-consuming and needs prior knowledge. 

n this work, we use a squared root operator on the second term 

f Eq. (5) to automatically obtain their weights. It is noteworthy 

hat we keep the parameter λ to be tuned because it controls the 

parsity of the term ‖ [ w, v ] ‖ 2,1 and the sparsity will be changed

ased on the data distribution ( Evgeniou and Pontil, 2004; Zhu 

t al., 2017a ). Hence, the final objective function of our proposed 
5 
oint classification and regression method is: 

min 

α, w , v , β

n ∑ 

i =1 

αi log (1 + exp(−y i (w 

T x i ))) 

+ 

√ 

n ∑ 

i =1 

βi ‖ v T x i − z i ‖ 

2 
2 

+ λ‖ [ w , v ] ‖ 2 , 1 

.t., ‖ α−1 ‖ 0 = k − and ‖ α+1 ‖ 0 = k + , 

 β−1 ‖ 0 = k − and ‖ β+1 ‖ 0 = k + (6) 

To solve the optimization problem in Eq. (6) , i.e., optimizing the 

ariables v and β, we compute the derivatives of the square root 

n Eq. (6) and obtain the following formulation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

min α, w , v , β

∑ n 
i =1 αi log (1 + exp(−y i (w 

T x i ))) ( 7a ) 

+ γ
∑ n 

i =1 βi ‖ v T x i − z i ‖ 

2 
2 + λ‖ [ w , v ] ‖ 2 , 1 

s.t., ‖ α−1 ‖ 0 = k − and ‖ α+1 ‖ 0 = k + , 

‖ β−1 ‖ 0 = k − and ‖ β+1 ‖ 0 = k + 

γ = 

1 

2 
√ ‖ β(v T X −z ) ‖ 2 

2 

. ( 7b ) 

The values of γ in Eq. (7b) is automatically obtained without 

he tuning process and can be regarded as the weight of the tasks. 

pecifically, if the prediction error is small, the value of γ is large, 

.e., the regression task is more important than the classification 

ask. Hence, the optimization of the value of γ automatically bal- 

nces the contributions of two tasks. As a result, the optimization 

f Eq. (6) is changed to optimize Eq. (7a). 

.4. Optimization 

In this paper, we employ the alternating optimization strategy 

 Bezdek and Hathaway, 2003 ) to optimize the variables w, α, v , 

nd β, in Eq. (7a). We list the pseudo of our optimization method 

n Algorithm 1 and report the details as follows. 

Algorithm 1: The pseudo of our optimization method. 

1 Input : X ∈ R 

d×n , y ∈ R 

1 ×n , z ∈ R 

1 ×n , and λ. 

2 Output : w ∈ R 

d , v ∈ R 

d , α ∈ R 

1 ×n , and β ∈ R 

1 ×n . 

1: Random initialize D ∈ R 

d×d ; 

2: while Eq.(6) not converge do 

3: Update w via Eq.(11); 

4: Update v via Eq.(15); 

5: Update α via Eq.(16); 

6: Update β via Eq.(17); 

7: Update D by [ w , v ] ; 

8: Update γ by Eq.(7b); 

9: end while 

(i) Update w by fixing α, β and v 

After other variables are fixed, the objective function with re- 

pect to w in Eq. (7a) becomes 

in 

w 

n ∑ 

i =1 

αi log (1 + exp(−y i (w 

T x i ))) + λtr(w 

T Dw ) (8) 

here D ∈ R 

d×d is a diagonal matrix and the value of its i -th di-

gonal element is 1 
2 ‖ [ w , v ] i ‖ 2 . To solve the imbalance classification 

roblem, we set k − = k + = k to obtain 2 k samples for the training

rocess. Hence, Eq. (8) becomes 

in 

w 

2 k ∑ 

i =1 

αi log (1 + exp(−y i (w 

T x i ))) + λtr(w 

T Dw ) . (9) 
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Table 2 

The summarization of all methods. The first block and the second block, respec- 

tively, list the classification methods and the regression methods, while all multi- 

task methods are listed in the third block. Note that, FS: feature selection, SW: sam- 

ple weight, IMB: imbalance classification, CLASS: classification, and REG: regression. 

Methods FS SW IMB CLASS REG 

SVM ( Chang and Lin, 2011 ) 
√ 

L1SVM ( Chang and Lin, 2011 ) 
√ √ 

Random forest ( Liaw and Wiener, 2002 ) 
√ √ 

SFS ( Adeli et al., 2020 ) 
√ √ √ √ 

Ridge regression 
√ 

L1SVR ( Chang and Lin, 2011 ) 
√ √ 

Lasso ( Tibshirani, 1996 ) 
√ √ 

Random forest ( Liaw and Wiener, 2002 ) 
√ √ √ 

MSFS ( Zhu et al., 2014 ) 
√ √ √ 

Hyperface ( Ranjan et al., 2017 ) 
√ √ 

COVID-CAPS ( Afshar et al., 2020 ) 
√ √ √ 

CNNE ( Duan et al., 2018 ) 
√ √ 

Proposed 
√ √ √ √ √ 
By setting y i ∈ {−1 , 1 } and h w 

(x i ) = 

1 
1+ exp(−(w 

T x i )) 
, Eq. (9) be-

omes 

min 

w 

2 k ∑ 

i =1 

αi 

(
−1 + y i 

2 

log(h w 

(x i )) −
1 − y i 

2 

log(1 − h w 

(x i )) 
)

+ λtr(w 

T Dw ) . (10) 

In this paper, we employ the Newton’s method ( Liu and No- 

edal, 1989 ) to minimize Eq. (10) by the following update rules 

 = w − aB 

−1 (11) 

here a ∈ R 

d and B ∈ R 

d×d are defined as 
 

a = 

∑ 2 k 
i =1 αi (h w 

(x i ) − 1+ y i 
2 

) x i + 2 λDw 

B = 

∑ 2 k 
i =1 αi h w 

(x i )(1 − h w 

(x i )) x i x 

T 
i 

+ 2 λD 

(12) 

(ii) Update v by fixing α, β and w 

The objective function with respect to v in Eq. (7a) is 

in 

v 

n ∑ 

i =1 

βi ‖ v T x i − z i ‖ 

2 
F + 

λ

γ
tr(v T Dv ) . (13) 

By letting G = [ β1 x 1 , . . . , βn x n ] ∈ R 

d×n and m =
 β1 z 1 , . . . , βn z n ] ∈ R 

1 ×n , we have 

in 

v 
‖ v T G − m ‖ 

2 
2 + 

λ

γ
tr(v T Dv ) (14) 

Eq. (14) has a closed-form solution, i.e., 

 = (GG 

T + 

λ

γ
D ) −1 Gm (15) 

(iii) Update α and β by fixing v and w 

By denoting the estimation value of the classification task for 

he i -th sample as l i 
1 

= log (1 + exp(−y i w 

T x i )) ( i = 1 , . . . , n ), we sort

he values l i 
1 

( i = 1 , . . . , n ) with an increase order for each class to

enote the weight set of k negative samples with the smallest es- 

imation values as I − = { ̂  α−
[1] 

, . . . , ˆ α−
[ k ] 

} (where ˆ α−
[ i ] 

< ˆ α−
[ j] 

if [ i ] < [ j ])

nd the weight set of k positive samples with the smallest estima- 

ion values as I + = { ̂  α+ 
[1] 

, . . . , ˆ α+ 
[ k ] 

} (where ˆ α+ 
[ i ] 

< ˆ α+ 
[ j] 

if [ i ] < [ j ]), and

hen we have 

ˆ [ i ] = 

{
α j [ i ] ∈ I − ∪ I + and [ i ] �� j 
0 others 

(16) 

here { 1 , . . . , n } is the index of the original order before the sort-

ng and { [1] , . . . , [ n ] } is the index of the increase order after the

orting. [ i ] �j indicates that the j -th index in the original order is

atched with the [ i ]-th index in the increase order. 

By denoting the estimation value of the regression task for the 

 -th sample as l i 
2 

= ‖ v T x i − z i ‖ 2 2 
( i = 1 , . . . , n ), we sort the values l i 

2 
 i = 1 , . . . , n ) with an increase order for each class to denote the

eight set of k negative samples with the smallest estimation val- 

es as Q − = { ̂  β−
[1] 

, . . . , ˆ β−
[ k ] 

} (where ˆ β−
[ i ] 

< 

ˆ β−
[ j] 

if [ i ] < [ j ]) and the

eight set of k positive samples with the smallest estimation val- 

es as Q + = { ̂  β+ 
[1] 

, . . . , ˆ α+ 
[ k ] 

} (where ˆ β+ 
[ i ] 

< 

ˆ β+ 
[ j] 

if [ i ] < [ j ]), and then

e have 

ˆ 
[ i ] = 

{
β j [ i ] ∈ Q − ∪ Q + and [ i ] �� j 
0 others 

(17) 

.5. Convergence analysis 

Algorithm 1 involves to optimize five variables ( i.e., w, α, v, β, 

nd γ ). By denoting w 

t , αt , v t , βt , and γ t , respectively, as the t -

h iteration results of w, α, v, β, and γ , we denote the objective 

unction value of the t -th iteration of Eq. (6) as J ( w 

t , αt , v t , βt , γ t ).
6 
By fixing αt , v t , βt , and γ t , we employ the Newton’s method to 

ptimize w and the Newton’s method can achieve the convergence, 

o we have 

(w 

t+1 , αt , v t , β
t 
, γ t ) ≤ J(w 

t , αt , v t , β
t 
, γ t ) (18) 

The optimizations of the variables ( i.e., α, v, β, and γ ) have 

losed-form solutions, so we have 

(w 

t+1 , αt+1 , v t , β
t 
, γ t ) ≤ J(w 

t+1 , αt , v t , β
t 
, γ t ) (19)

(w 

t+1 , αt+1 , v t+1 , β
t 
, γ t ) ≤ J(w 

t+1 , αt+1 , v t , β
t 
, γ t ) (20)

(w 

t+1 , αt+1 , v t+1 , β
t+1 

, γ t ) ≤ J(w 

t+1 , αt+1 , v t+1 , β
t 
, γ t ) (21)

(w 

t+1 , αt+1 , v t+1 , β
t+1 

, γ t+1 ) ≤ J(w 

t+1 , αt+1 , v t+1 , β
t+1 

, γ t ) . (22)

By integrating the inequalities, i.e., Eqs. (18) - (22) , we obtain 

(w 

t+1 , αt+1 , v t+1 , β
t+1 

, γ t+1 ) ≤ J(w 

t , αt , v t , β
t 
, γ t ) . (23) 

According to Eq. (23) , the objective function values in 

q. (6) gradually decrease with the increase of iterations un- 

il Algorithm 1 converges. Hence, the convergence proof of 

lgorithm 1 to optimize Eq. (6) is completed. 

. Experiments 

We experimentally evaluated our method, compared to state- 

f-the-art classification and regression methods, on a real COVID- 

9 data set with the chest CT scan data, in terms of binary classi- 

cation and regression performance. 

.1. Experimental setting 

We selected SVM and Ridge regression, respectively, as the 

aseline methods for the classification task and the regression task. 

ther comparison methods include � 1 -SVM (L1SVM) ( Chang and 

in, 2011 ), random forest ( Liaw and Wiener, 2002 ), Sample- 

eature Selection (SFS) ( Adeli et al., 2020 ), � 1 -SVR ( Chang and

in, 2011 ) (L1SVR), Least Absolute Shrinkage and Selection Op- 

rator (Lasso) ( Tibshirani, 1996 ), Matrix-Similarity Feature Selec- 

ion (MSFS) ( Zhu et al., 2014 ), and three deep learning methods 

 e.g., Hyperface ( Ranjan et al., 2017 ), COVID-CAPS ( Afshar et al.,

020 ), and CNN combine with Extreme learning machine (CNNE) 

 Duan et al., 2018 )). We summarize the details of all comparison 

ethods in Table 2 . It is noteworthy that random forest can be 

sed for feature selection, sample selection, and imbalance clas- 

ification. However, in this study, we only used random forest to 

onsider the problem of imbalance classification. 
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Table 3 

Classification results (%) of three methods. Proposed W/O Regression indicates 

Eq. (3) . 

Methods SFS ( Adeli et al., 2020 ) Proposed w/o Regression Proposed 

Accuracy 78.18 ± 3.71 83.25 ± 2.44 85.69 ± 2.20 

Sensitivity 50.65 ± 6.33 70.73 ± 3.36 76.97 ± 3.36 

Specificity 86.31 ± 2.69 86.60 ± 3.45 88.02 ± 1.45 

AUC 73.88 ± 6.66 81.74 ± 3.30 85.91 ± 2.27 

t
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s

w

In our experiments, we repeated the 5-fold cross-validation 

cheme 20 times for all methods to report the average re- 

ults as the final results. In the model selection, we set λ ∈ 

 10 −3 , 10 −2 , . . . , 10 3 } in Eq. (6) , and fixed k = 50 for solving the

roblem of imbalance classification for our method. We followed 

he literature to set the parameters of the comparison methods so 

hat they outputted the best results. 

The evaluation metrics include accuracy, specificity, sensitivity, 

nd area under the ROC curve (AUC) for the classification task, 

s well as correlation coefficient (CC) and root mean square error 

RMSE) for the regression task. 

.2. Classification results 

We report the classification performance and the Receiver Op- 

rating Characteristic (ROC) curves, respectively, of all methods in 

ig. 2 and Fig. 3 . We also report the classification performance 

f our proposed method using single-task learning and multi-task 

earning in Table 3 . Based on the results, we conclude our obser- 

ations as follows. 
Fig. 2. Classification results of all methods. 

Fig. 3. ROC curves of all methods. 
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7 
First, it could be observed that the proposed method achieved 

he best classification performance, followed by Hyperface, COVID- 

APS, CNNE, MSFS, SFS, L1SVM, Random forest, and SVM. Specif- 

cally, our proposed method improves on average by 32.80% and 

.61%, respectively, compared to the worst comparison method 

 i.e., SVM) and the best comparison methods ( i.e., Hyperface), in 

erms of all four evaluation metrics. The reason is the fact that 

ur method takes into account the issues in the same framework, 

uch as feature selection removing the redundant features, sample 

eight reducing the influence of the outliers, imbalance classifica- 

ion reducing the issue of high false negatives, and joint classifi- 

ation and regression utilizing the share information between two 

asks to improve the model effectiveness of each of them. 

Second, it is important to conduct dimensionality reduction 

including feature selection) for analyzing the high-dimensional 

ata, which easily results in the issue of curse of dimensionality 

 Shen et al., 2020 ). In the literature, many studies showed that 

he classification model on the high-dimensional data will output 

ow performance ( Zhu et al., 2014 ). Fig. 2 verified the above state- 

ent. In our experiments, only SVM does not consider the issue 

f high-dimensional data and achieves the worst classification per- 

ormance. More specifically, the best comparison method ( i.e., Hy- 

erface) improves by 26.32% and the worst comparison method 

 i.e., Random forest) improves by 4.52%, for all evaluation metrics, 

ompared to the baseline SVM. 

Third, it is useful to use joint classification and regression 

ramework for detecting the severe cases from mild confirmation 

ases. As shown in Table 3 and Fig. 2 , our proposed method con- 

ucting joint classification and regression achieves better classifica- 

ion performance, compared to the single-task based classification 

ethods, e.g., random forest, L1SVM, SFS, and SVM. Moreover, the 

ethods ( e.g., MSFS, Hyperface, COVID-CAPS, and our method) are 

oint models. However, our method outperforms other joint mod- 

ls since our proposed method takes into account one more con- 

traint. In particular, we conducted single-task classification using 

q. (3) , i.e., our proposed method without considering the regres- 

ion task, Proposed w/o Regression in Table 3 . As a result, Proposed 

/o Regression outperforms SFS since both of them take into ac- 

ount three following constraints, such as feature selection, sample 

eight, and imbalance classification. 

.3. Regression results 

We evaluated the regression performance through the predic- 

ion of conversion time from the non-severe case to the severe 

ase. We reported the regression results ( i.e., correlation coefficient 

CC) and RMSE) of all methods in Table 4 and scatter plots of all

ethods in Fig. 4 . 

First, the regression performance of the methods without di- 

ensionality reduction ( e.g., Ridge regression) is worse than the 

ethods with dimensionality reduction, e.g., Lasso, L1SVR, MSFS, 

yperface, COVID-CAPS, CNNE, and our proposed method. More- 

ver, our method outperforms the traditional machine learning 

ethods such as Ridge regression, L1SVR, Lasso, Random forst, and 

SFS. For example, our method receives the best performance for 

orrelation coefficient ( e.g., 0.462) and RMSE ( e.g., 7.351). However, 
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Fig. 4. Scatter plots and the corresponding correlation coefficients (CCs) of all methods for predicting the severe cases. 

Table 4 

Regression results of all methods. 

Methods CC RMSE 

Ridge regression 0.329 ± 0.158 20.02 ± 9.724 

L1SVR ( Chang and Lin, 2011 ) 0.351 ± 0.085 10.49 ± 2.072 

Lasso ( Tibshirani, 1996 ) 0.354 ± 0.165 9.92 ± 9.571 

Random forest ( Liaw and Wiener, 2002 ) 0.406 ± 0.188 13.22 ± 6.762 

MSFS ( Zhu et al., 2014 ) 0.408 ± 0.092 9.29 ± 1.104 

Hyperface ( Ranjan et al., 2017 ) 0.470 ± 0.026 7.58 ± 0.719 

COVID-CAPS ( Afshar et al., 2020 ) 0.467 ± 0.023 7.89 ± 0.451 

CNNE ( Duan et al., 2018 ) 0.459 ± 0.033 8.61 ± 0.084 

Proposed 0.462 ± 0.056 7.35 ± 1.087 
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Fig. 5. The variations of the objective function values of Eq. (6) at different 

iterations. 
ome deep learning methods ( e.g., Hyperface and COVID-CAPS) are 

etter than our proposed method a little bit, in terms of correla- 

ion coefficient. 

Second, similar to the results of the classification task, the 

esults of the regression task show the advantages of the con- 

iderations, such as feature selection, sample weight, imbalance 

lassification, and joint classification and regression. In particular, 

ur proposed method considering all four considerations improves 

.054 and 1.940, respectively, in terms of correlation coefficient 

nd RMSE, compared to MSFS which takes two considerations into 

ccount, such as feature selection, and joint classification and re- 

ression. 

.4. Ablation analysis 

In this section, we evaluate the effectiveness of each part in our 

roposed joint model by analyzing the following scenarios, i.e., the 
8 
ffectiveness of each part in the joint model, the parameter sensi- 

ivity of λ in Eq. (6) , and the convergence analysis of Algorithm 1 .

s a result, we report the results of our proposed method only 

onducting the classification task ( i.e., Proposed w/o Regression in 

q. (3) ) in Table 3 and the results of our proposed method only 

onducting the regression task ( i.e., Lasso) in Table 4 . We also list

he variations of all evaluation metrics on our proposed method 

ith different values of λ in Table 5 and the variations of the ob- 

ective function values of Eq. (6) in Fig. 5 . 

Based on Tables 3 and 4 , our joint model separately consider- 

ng either the classification task or the regression task outperforms 

ome comparison methods. For example, Proposed w/o Regression 

s better than SFS, which was designed to conduct the classifica- 
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Table 5 

The results of all evaluation metrics with different values of λ. 

λ Accuracy Sensitivity Specificity AUC CC RMSE 

0.001 81.59 ± 1.79 75.92 ± 2.09 83.11 ± 2.19 82.99 ± 3.43 0.423 ± 0.026 9.58 ± 0.719 

0.01 83.57 ± 2.21 78.31 ± 2.31 84.98 ± 1.91 83.28 ± 4.14 0.451 ± 0.053 8.88 ± 1.217 

0.1 82.15 ± 2.08 73.16 ± 2.83 84.56 ± 2.89 83.21 ± 3.55 0.449 ± 0.043 8.11 ± 1.191 

1 84.57 ± 3.25 77.11 ± 3.06 86.75 ± 2.85 84.65 ± 3.74 0.428 ± 0.039 9.35 ± 1.084 

10 85.69 ± 2.20 76.97 ± 3.36 88.02 ± 1.45 85.91 ± 2.27 0.462 ± 0.056 7.35 ± 1.087 

100 84.21 ± 2.74 77.12 ± 3.50 86.11 ± 3.06 83.65 ± 4.52 0.448 ± 0.071 7.68 ± 1.464 

1000 83.44 ± 3.74 78.53 ± 3.55 84.55 ± 2.80 83.78 ± 3.82 0.439 ± 0.081 8.49 ± 1.641 
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Table 6 

Regions distribution at different HU ranges for the top selected regions. 

Hu ranges left lung (6) right lung (16) 

[ −∞ , −700] 0 2 

[ −70 0 , −50 0] 1 8 

[ −50 0 , −20 0] 2 5 

[ −200 , 50] 1 0 

[50, ∞ ] 2 1 

o

s
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p  

m

t  

m
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m

ion task only. Lasso outperforms two classic regression methods, 

.e., Ridge regression and L1SVR. This demonstrates that our joint 

odels work well even they conduct one task only. 

Table 5 shows that the proposed method is sensitive to the pa- 

ameters’ setting since different values of λ lead to different per- 

ormances. This indicates importance of turning the parameter for 

ur proposed method. To do this, the cross-validation scheme is a 

ood method for tuning the parameter. For example, the best per- 

ormance for both the classification task and the regression task 

an be easily obtained while setting λ = 10 by the 5-fold cross- 

alidation scheme. 

We proposed Algorithm 1 to optimize our objective function 

q. (6) and theoretically proved its convergence. We experimen- 

ally verified the convergence of Algorithm 1 by investigating the 

ariations of the objective function values of Eq. (6) at differ- 

nt iteration times. We reported the results in Fig. 5 while set- 

ing the stop criteria of Algorithm 1 as 
|| ob j(t+1) −ob j(t) || 2 

2 
ob j(t) 

≤ 10 −4 , 

here obj ( t ) is the objective function value of Eq. (6) in the t -

teration. We have two observations from Fig. 5 . On one hand, 

lgorithm 1 sharply reduced the objective function values in the 

rst several iterations and then began to be stable. On the other 

and, Algorithm 1 achieves its convergence within tens of itera- 

ion times. Hence, Algorithm 1 solving our objective function in 

q. (6) achieves fast convergence. 

. Discussion 

.1. Imbalance classification 

In the classification task, our method investigates the issues, 

.e., feature selection, sample weight, imbalance classification, and 

oint classification and regression. As a result, our method outper- 

orms all comparison methods only focusing on part of four issues. 

oreover, our solution for each issue is shown reasonable and fea- 

ible. An interesting question is which issue dominates the COVID- 

9 analysis with chest CT scan data. There is not theoretical an- 

wer. However, based on our experimental results, the problem of 

mbalance classification should be the first issue to be considered 

ue to the following reasons. 

First, it is necessary to take into account the problem of im- 

alance classification. In our experiments, random forest outper- 

orms L1SVM ( e.g., improving by 6.84% on average for all evalua- 

ion metrics) because random forest considers the problem of im- 

alance classification and L1SVM takes into account the issue of 

igh-dimensional data. Moreover, the only difference between SFS 

nd MSFS is that SFS considers the problem of imbalance classifi- 

ation and MSFS conducts a joint classification and regression. As a 

esult, SFS beats MSFS a little bit, i.e., 1.26% improvement in terms 

f all evaluation metrics. 

Second, in Fig. 2 , the sensitivities of the methods ( e.g., SVM, 

1SVM, and MSFS) are low, e.g., 23.86%, 26.73%, and 47.45% respec- 

ively. The reason is that their classifiers could directly predict the 

amples of the minority class with the label of the majority class 

o output high accuracy, e.g., 67.35%, 75.26%, and 86.31%, respec- 

ively. On the contrary, the methods ( e.g., random forest, SFS, and 
9 
ur Proposed w/o Regression) consider the issue of imbalance clas- 

ification to output the high sensitivities, e.g., 49.61%, 50.65%, and 

0.73%, respectively. 

.2. Top selected regions 

In this section, we list the top selected features ( i.e., the chest 

egions) of our proposed method in Table 6 , which could help the 

linicians to improve the efficiency and the effectiveness of the dis- 

ase diagnosis. To do this, we first obtained the totally selected 

umber for each feature across 100 experiments, i.e., repeating the 

-fold cross validation scheme 20 times, and then reported top 22 

elected features ( i.e., regions), each of which was selected at least 

0 out of 100 times. We list our observations as follows. 

First, most selected features ( i.e., 17 out of 22) are in the HU 

ange of [ −70 0 , −20 0] , corresponding to the regions of ground

lass opacity which has been demonstrated related to the sever- 

ty of COVID-19 ( Tang et al., 2020 ). Second, the region number in

he right lung is larger than the number in the left lung, i.e., 16 vs.

. The possible reason is that the virus might easily infect the re- 

ions in the right lung ( Shi et al., 2020b ). Third, we extracted 3

inds of handcrafted features, i.e., the density features, the mass 

eatures, and the volume features, from each part. Moreover, the 

ass feature is related to both the density feature and the volume 

eature. Based on the results, our method selected 4 and 7 density 

eatures, respectively, from the left lung and the right lung, and 2 

nd 6 mass features, respectively, from the left lung and the right 

ung. However, our method only selected 3 volume feature from 

he right lung. Hence, we would have the conclusion that the den- 

ity feature is the most important in our experiments, followed by 

he mass feature and the volume feature. 

.3. Importance of prediction and time estimation of severe cases 

To our knowledge, this study is the first work to simultaneously 

redict and estimate the conversion time of COVID-19 developing 

o severe symptoms using the chest CT scan data. 

First, our method obtains higher sensitivity, i.e., 76.97%, com- 

ared to ( Tang et al., 2020 ), i.e., 74.5% of sensitivity. That is, our

ethod achieves higher accuracy for classifying the severe cases 

han ( Tang et al., 2020 ). The reason could contribute to that 1) our

ethod designs a novel solution for the problem of imbalance clas- 

ification, and 2) the regression information in our proposed joint 

odel improves the classification performance. 
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Second, as shown in Fig. 4 , the correlation coefficient ( i.e. , 

.524) between our predictions and the corresponding ground 

ruths for the severe cases is larger than the value ( i.e., 0.462) in

able 4 which measures the correlation between our predictions 

nd the corresponding ground truths for all subjects. Moreover, 

ur proposed method yields the averaged conversion time ( i.e. , 

.59 ± 0.223 days, which has 0.55 days different from the ground 

ruth of the conversion time, i.e., 5.64 ± 4.30 days) from all non- 

erve cases to the severe stage, with the least estimation error 

 i.e., 6.01 ± 1.22), compared to all comparison methods. The 

ossible reason should be that the classification information could 

mprove the effectiveness of the regression task in our proposed 

oint model. Hence, our proposed method imply that our proposed 

ethod is good at predicting the conversion time from the non- 

evere stage to the severe stage. In real applications, correctly clas- 

ifying severe cases is more important than correctly classifying 

he non-severe cases because the former could reduce the clini- 

ians workloads. In particular, the correct prediction of the conver- 

ion time could help the clinicians designing effective treatment 

lan for the potential severe cases in time or even save the pa- 

ients’ lives. 

.4. Limitations 

Recently, many studies focused on the study of early diagnosis 

f COVID-19. For example, ( Shi et al., 2020a ) conducted binary clas- 

ification on 1658 confirmed cases and 1027 community acquired 
ig. 6. Ratios of infected volumes in the HU ranges of [-70 0,-50 0] and [-50 0, -20 0], wh

ases. 

10 
neumonia cases to achieve 90.7% of sensitivity and 87.9% of accu- 

acy. ( Tang et al., 2020 ) focused on detecting 121 non-severe cases 

rom 55 severe cases to yield 74.5% of sensitivity and 87.5% of ac- 

uracy. Compared to ( Tang et al., 2020; Shi et al., 2020a ), this study

nly yielded an accuracy of 85.91%, which seems lower than that 

eported in previous work. However, the task in this paper tried to 

olve is more different, as we predict whether the patient would 

evelop severe symptoms from the mild symptoms. This would re- 

ult in the problem of imbalance classification since only a small 

ortion of patients would convert severe based on the prevalence 

ate. First, the problem of imbalance classification of our data set is 

ias, i.e., 86 severe cases vs. 322 non-severe cases. This makes diffi- 

ult to construct effective classification models. Second, the differ- 

nce of infected volumes between the severe cases and the non- 

evere cases is small, as shown in Fig. 6 , while the corresponding 

ifference is distinguished in ( Tang et al., 2020 ), thus the latter can 

asily conduct classification. With the increase of available the data 

f severe cases, the accuracy of our method could be further im- 

roved. In our future work, we plan to generate new samples for 

he minority class to lessen the problem of imbalance classifica- 

ion, as well as design new deep transfer learning methods using 

ther data sources ( e.g., X-ray data) to solve the issue of small- 

ized sample and high-dimensional features. 

This study only focused on binary classification, i.e., severe cases 

s. non-severe cases. In our future work, we plan to conduct multi- 

lass classification on four types of COVID-19 diagnosis, i.e., mild, 

ommon, severe, and critical. 
ere patient IDs 1–322 are non-severe cases and patient IDs (323–408) are severe 
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. Conclusion 

In this paper, we proposed a new method to jointly conduct 

isease identification and conversion time prediction, by taking 

nto account the issues, such as high-dimensional data, small-sized 

ample, outlier influence, and imbalance classification. To do this, 

e designed a sparsity regularization term to conduct feature se- 

ection and learn the shared information between two tasks, and 

roposed a new method to take into account the sample weight 

nd the issue of imbalance classification. Finally, experimental re- 

ults showed that our proposed method achieved the best perfor- 

ance for detecting the severe case from non-severe cases and the 

onversion time from the mild confirmed case to the severe case 

ith the CT data in a real data set, compared to the comparison 

ethods. 

In the future, we can use registration techniques ( Luan et al., 

008; Fan et al., 2007; Xue et al., 2006 ) to align the longitudinal

mages of the same patients for more accurate measurement of lo- 

al infection changes for helping patient management. 
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