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Abstract
Introduction: Policy discussions reference ideas of informed and active users of e‐
health services who gain agency through self‐management, choice and care deliv‐
ered outside clinical settings. In this article, we aim to problematize this association 
by “thinking with” material from multiple disciplines to generate higher order insights 
to inform service development, research and policy.
Methods: Drawing on meta‐narrative review methods, we gathered perspectives 
from multiple disciplines using an iterative process of expert consultation to identify 
seminal papers citation mapping, synthesis and peer review.
Results: We identify six relevant paradigms from sociology, philosophy, health ser‐
vices research, public health, the study of social movements and computer studies. 
Bringing these paradigms together illuminates the contrasting epistemological and 
ontological framings that co‐exist in this area, including competing conceptualiza‐
tions of e‐health technologies as: neutral tools for service delivery, mediators within 
complex and unpredictable clinical interactions and as agents in their own right.
Discussion: There is a need for e‐health policy to recognize many human and non‐
human actors, the blurred boundaries between them and the unpredictable and 
evolving interactions that constitute engagement with e‐health care. Established 
models for e‐health service development and policy making are not designed for this 
landscape. There is nothing to be gained by asking whether e‐health, in general, ei‐
ther “increases” or “decreases” agency. Rather specific types and aspects of e‐health 
have diverse effects and can be simultaneously enabling and disempowering, and be 
differentially experienced by differently positioned and resourced actors.
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1  | INTRODUC TION

E‐health “the use of information and communications technolo‐
gies in support of health”1 is associated with ideas about agency in 
health care. Policy discussions often assume that increased access 
to health information, new strategies for communication between 
health‐care users/providers and new tools for self‐management will 
change clinical relationships2 with predictions that e‐health will gen‐
erate more informed users who more actively manage their health 
care.3 In this paper, we problematize these assumptions about e‐
health and agency by deploying a meta‐narrative review approach 
in conjunction with consideration of the example of online sexual 
health services, thereby providing a richer policy‐relevant account of 
the possible relationships between e‐health and the agency of both 
users and providers of services. Our prompt to investigate these 
questions was the experience of a four‐year evaluation of e‐sexual 
health services,4-8 where agency emerged as an important construct 
in conversations from initial funding applications and through ser‐
vice development and delivery.4 Online sexual health services offer 
sexual health information, testing and treatment for sexually trans‐
mitted infections (STIs) with tests sent home, samples collected by 
the service user and posted to the laboratory and results sent by 
text message.5 In the United Kingdom, these are increasingly com‐
missioned by the National Health Service and are free at the point 
of use. The case for the development of these services is strongly 
linked to ideas of engaged users actively managing their care by 
informing themselves, testing themselves and treating themselves 
within online services.4

In the United Kingdom, ideas about informed and active health‐
care users feature strongly within policy discourses, with the right to 
be involved in planning and making health care‐related decisions set 
out in the Health and Social Care Act9 and the NHS Constitution.10 
These documents specify the importance of shared decision making 
and choice in health care. Government policy links the discourse on 
the active health‐care user with predictions that e‐health will sup‐
port this process; for example, NHS Digital, the national informa‐
tion and technology partner, aims to develop digital strategies that 
“put people in charge of their own health and care”.11 In this way, 
e‐health services are closely linked with ideas about agency, through 
self‐management, choice and the delivery of care within non‐clinical 
settings.

Despite its importance in policy discourse, the argument for a 
link between e‐health and agency is far from straightforward. For 
example, as well as providing opportunities for information and 
self‐care, e‐health services may constrain agency by requiring new 
skills and additional work from health service users, facilitate clini‐
cal intrusion into private spaces and reduce choice as face‐to‐face 
care is withdrawn.2,12-14 E‐health services may similarly constrain the 
agency of clinicians, challenging their control of the process of care 
delivery through remote consultations or computer algorithms that 
make diagnoses and recommend care options.15

The proposed relationship between e‐health and active health 
service users and providers is complex and requires critical review. 

Whilst the notion of “agency” has emerged as central in the devel‐
opment of online sexual health services and as a useful construct 
through which to ask planning and evaluative questions, it is a 
problematic construct itself. Agency has specific meanings within 
different paradigms, and here, we rely on its simplest sense, that 
is, the “ability to act.” We are aware, for example, of its relation to 
ideas about human self‐determination from a range of contrasting 
perspectives, such as Christian theology, humanist philosophy and 
neoliberal political movements. Within some paradigms, agency has 
been assigned to some individuals, some animals and some actors 
and not others.16,17 Within sociology, agency it is often used in rela‐
tion to structures that might determine or limit the ability to act, and 
within philosophy, intentionality to act is an important factor. In bio‐
medical discourses, agency may be used in reference to shared de‐
cision making in health care19 possibly with a requirement to engage 
even when engagement is not wanted.20 We have used the notion 
of “agency,” rather than the more specific idea of “empowerment” 
as the focus of this analysis—even though the latter is often used in 
health‐care research and policy—both because it is more descrip‐
tively and normatively open‐ended and because it is more commonly 
applied to non‐humans including digital technologies. For an analysis 
that focuses on e‐health care, this breadth seems important. The 
complexities surrounding the idea of agency point to the relevance 
of “standing back” from dominant health policy discourses and em‐
bracing broader lenses and perspectives in our exploration of the 
association between agency and e‐health care. In what follows we 
use a meta‐narrative review approach to “think with” material from a 
wide range of paradigms to generate higher order insights to inform 
service development, research and policy21 and to apply these to a 
current example to illustrate and develop the findings.

2  | METHODS

In accordance with our aim to “think with” material from a wide range 
of paradigms to generate higher order insights on the relationship 
between e‐health and agency, we completed a meta‐narrative re‐
view, including illustrating and developing emerging insights with ex‐
amples from online sexual health services. A meta‐narrative review 
considers a topic from multiple paradigms, collating ideas through 
a process of comparison across disciplines.22 E‐health technologies 
are complex interventions involving multiple actors with complex 
behaviours in open systems. Meta‐narrative review is one way to 
make sense of them by developing narratives that map relevant 
thinking across disciplines—developing new insights through com‐
paring and contrasting approaches to the same topic.21 Teasing out 
the storylines of different research traditions and evaluating them 
in their own terms it asks: what different research traditions might 
be relevant to this issue? How is the topic conceptualized in each 
tradition? What are the key theories? What are the preferred study 
designs and ways of knowing? What are the main empirical findings? 
It incorporates six principles: pragmatism—include what makes most 
sense for the intended audience; pluralism—look at the topic from 
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F I G U R E  1   Process of paradigm 
selection

EXPERT 
CONSULTATION

Seminal papers Concepts from 
seminal papers and 
expert consulta�on

Concepts added 
through cita�on 
mapping and expert 
consulta�on

Final paradigm 
selec�on

David Armstrong
Agency in clinical 
consulta�ons (24)

Bio-ethics of autonomy 
in clinical rela�onships

Communica�on skills 
and processes in health 
care rela�onships

Self-efficacy and the 
health belief model
within health promo�on

Adherence and 
concordance with 
clinical advice (28

The sick role (27

Self-management and 
self-care (29, 32, 33,

Nego�a�ng explanatory 
frameworks within 
consulta�ons (30)

Implica�ons of e-health 
care for the changing 
nature of 
clinician/pa�ent 
rela�onships (39, 

Sociology of agency 
in clinical 
interac�ons

Deborah Lupton
Digital health (25)

Imposing order on 
disorderly bodies

Prosump�on

Par�cipatory 
surveillance

Perpetua�on of 
norma�ve stereotypes

Emphasis on personal 
responsibility for health 
coinciding with 
reduc�on in public 
sector services

Personalised medicine

Techno-dependency and 
ubiquitous compu�ng 
(Industry literature)

Shared informa�on as a 
form of resistance (53, 
54, 55)

The challenges of 
regula�on of computer 
driven health 
interven�ons built on 
big data (57, 58

Health ac�vism as a 
social movement

Regula�on and 
governance of new 
technologies in 
health care

David Nicolini
Time and space of 
telemedicine (14)

Asynchronicity E-health relies on work 
by pa�ents and 
therefore exposes the 
tension implied in ideas 

Health service 
research on the 
agency of clinicians 

Re-thinking clinical 
prac�ce under new 
condi�ons of work

Re-distribu�on of work 
between humans and 
non-humans

Restoring accountability 
in e-health se�ngs

Re-configura�on of 
power rela�onships in e-
health

of the ac�ve pa�ent (39,

Creates new 
opportuni�es for 
resistance away from 
the medical gaze

Disrupted rou�nes (40, 
41)

The nature of medical 
work and the way it is 
structured by 
technologies (42, 43, 44, 
45, 46)

Human/computer 
interfaces (61, 62, 63, 
64)

as they create and 
inhabit new roles 
created by e-health 
care

Agency within 
human/computer 
interfaces

Trish Greenhalgh
Use and non-use of 
telemedicine 
services (26)

E-health care as a source 
of efficiency

Expanding demand from 
long term condi�ons

Bricolage and the 
adapta�on of health 
care technologies

Readiness to hand and 
the social implica�ons of 
the material features of 
technologies

Assump�ons about the 
transference of medical 
management to home 
se�ngs

End of interface stability 
– changing boundaries 
between humans and 
computers.

Socio-technical design 
(37,38)

The disposi�on of things 
(49)

Human technology (non-
digital) interac�ons (47, 
48)

Assemblages as a way to 
think about health (50, 
51, 52)

Philosophy of 
human technology 
rela�ons

Stretching clinical 
prac�ce in �me and 
space
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TA B L E  1   Examples illustrating the relevance of the summary narratives to online sexual health services

Summary narrative Example

1. The sociology of agency within clinician‐patient interactions 
and the impact of e‐health care on these.

1. Online contraceptive services seek to increase access to “the pill” by 
removing the need to engage with a clinical consultation. Users take on new 
responsibilities, inputting their medical histories and measuring and reporting 
their blood pressure. Clinicians develop new versions of clinical presence and 
relationships remotely including building trust, communicating risk, checking 
understanding and identifying and responding to inaccurate information. This 
may require communication through multiple media (text message, telephone) 
outside clinical spaces and normal opening hours. Users must decide whether 
and how to acquire the new skills required, manage related risk (eg deciding 
whether to report it accurately) and controlling what happens to their data.

2. Health services research on the impact of e‐health care and 
the agency of clinicians within health systems

2. Pre‐exposure Prophylaxis for HIV (PReP) is taken before sex that might pose 
a risk of HIV infection. The lack of public funding for PrEP in the UK engaged 
the historically important HIV advocacy community whose activism has 
tempered as HIV treatments improved. PrEP activists set up systems to 
privately purchase medication online forming new alliances with clinicians 
who provide monitoring and support but are not funded to treat. Clinicians 
adopted new roles in response—advocating for PrEP and adapting their 
services to provide monitoring and support. The fact that people can 
purchase generic medications from outside the UK online, but health‐care 
organizations cannot, created new clinical relationships in which clinicians 
were not the gatekeepers for medication.

3. Philosophy of human‐technology relations. 3. A hypothetical user, travelling home from work on the bus who receives her 
positive sexual health test from the online service by text message, can be 
described with reference to a combination of actors that interact in a specific 
time and place including: the settings on her phone that specify how much of 
the text message is visible immediately; the phone itself including properties 
such as battery life; the ability of those sitting close by to see the message; 
her predictions of their response; her experience of the infection as 
potentially stigmatizing, the information provided online, whether there is a 
clinic on the way home that she can visit for treatment and the algorithm that 
offers her online help. In this narrative, the possibilities of, and her experi‐
ences of, her agency at this moment will be constructed from all of these 
elements.

4. Health activism as a social movement. 4. A self‐managed approach to sexual health testing is increasingly taken for 
granted, acceptable and may increase testing rates. However, policies of 
self‐management can create new dilemmas for services. When people were 
offered a choice between free online HIV tests—one using a self‐sampling 
method where they take their own blood test and send it to the laboratory 
for processing and one requiring self‐testing where the test is completed at 
home, two thirds chose self‐testing (ie a completely self‐managed testing 
process) but only 57% of them reported their result to the service providing 
the test. This seems to be a clear “advance” for self‐management, but also 
represents a potential risk for HIV surveillance.

5. Regulation and Governance of new technologies in health 
care.

5. The Quality Care Commission(CQC) in England is concerned with the 
verification of identity and the assessment of competence to complete online 
medical histories prior to online prescriptions, particularly in services, such as 
sexual health services where there was no existing offline relationship such 
as might be the case in general practice. Prompts for CQC inspectors visiting 
digital services include: “How does the provider protect against patients using 
multiple identities?” and “How does the provider determine the patient's 
location at the start of consultations.” Appropriate answers to these 
questions in sexual health services are far from obvious and are being 
debated as standards and guidelines are written.

(Continues)
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multiple perspectives; historicity—map changes in thinking within 
each discipline over time; contestation—conflicting thinking from dif‐
ferent research traditions can generate higher order insights; reflex‐
ivity—reviewers should continually reflect on the emerging findings; 
peer review—emerging findings should be discussed with external 
audiences.22,23 Meta‐narrative review is a two‐stage process. The 
first stage aims to map and summarize paradigms that offer relevant 
thinking, and the second is to compare and contrast these to gener‐
ate higher order insights.

Our mapping phase is described in Figure 1 and was informed 
by a process of expert consultation within anthropology, sociology, 
applied philosophy, health‐care policy, health services research 
and e‐health services to identify seminal papers and their impli‐
cations. The seminal papers that emerged were as follows: David 
Armstrong's work on agency24; Deborah Lupton's work on digi‐
tal health25; David Nicolini's work on the time and space of tele‐
medicine14; and Trish Greenhalgh's work on the use/non‐use of 
telehealth care.26 We used citation mapping and ongoing expert 
consultation to identify the concepts underpinning this work and 
to explore new ones. In each case, we evaluated research papers in 
terms of their ability to generate new thinking on the relationship 
between agency and e‐health care. We then summarized the results 
of our searches within six paradigms and generated a summary nar‐
rative within each.

During the synthesis phase, we built an over‐arching narrative 
to generate a rich picture of the topic from multiple perspectives 
and tested this through a process of peer review by individual spe‐
cialists in sociology, improvement science, anthropology and two 
presentations of early thinking to academic audiences with discus‐
sion. This process generated a focussed comparative summary of 
different research traditions to generate new insights on the topic 
in question.22,23

We identified and illustrated emerging higher order insights by 
considering the contribution of each paradigm to thinking about e‐
health care through examples from our sexual health case study. The 
examples were informed by one author's (PB) experience of 5 years 
of development and evaluation of an online sexual health service. 
This process shows how a service can be re‐framed by “thinking 
with” each of the multiple paradigms we present and enables explo‐
ration of the implications of this approach.

3  | RESULTS

First, we present six summary narratives that emerged as impor‐
tant for our analysis. In each case, their potential relevance for 
online sexual health services is used to help identify and illus‐
trate insights (see Table 1). Following this, the narratives are col‐
lated with some points of connection and contrast indicated. The 
process of synthesis—especially the drawing out of tensions and 
higher order insights—is completed in the discussion section and 
illustrated with a summary of their implications for online sexual 
health services.

3.1 | The sociology of agency within clinician‐
patient interactions and the impact of e‐health care 
on these

This narrative is drawn from qualitative study of consultations re‐
ported within medical sociology and medical anthropology. Agency 
is increasingly referenced within research on clinical consultations 
from the 1950s24 with the potential of e‐health care to influence this 
referenced from the early 1980s.

Early analyses of clinician‐patient interactions in the sociol‐
ogy of health and illness sometimes indicated a helpless, techni‐
cally incompetent patient whose emotional involvement clouded 
their decision‐making capacities.27 Increasing acknowledgement 
of the importance of self‐care and evidence of poor compliance 
with clinical advice24 were important in re‐framing consultations 
as “patient‐centred”,28 with patients as experts29 and consultations 
as negotiations.30 This shift was associated with the development 
of self‐management programmes that overtly value the knowledge 
that comes from living with a long‐term condition29 and references 
to shared decision making in policy documents such as the UK 
Health and Social Care Act.9 Despite this discourse, patient ad‐
vocates have argued that the implementation of shared decision 
making in clinical practice has been slow31,32 despite training and 
resources to support change.33 More foundationally, Foucauldian‐
inspired readings of self‐management have highlighted the ways in 
which the agency of both patients and clinicians, rather than being 
understood in contrast to governance, can be harnessed as a form 
of governance.25,34

Summary narrative Example

6. Agency within human/computer interfaces 6. In online sexual health service development, the valuing of user experience 
in the testing and modification of early prototypes through continued cycles 
of “build, test, learn” has had positive impacts on the engagement with online 
sexual health testing. The “tone of voice” of each communication; the way 
text messages are displayed; the ability to move between different media for 
communication with clinicians all influence the emotional experience of 
engagement and communicate the values of the service (Howroyd, 2017). 
This is particularly important in a service which involves the exchange of 
sensitive information and where service access may be experienced as 
stigmatizing.

TA B L E  1   (Continued)
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Computers, visible in consultations from the early 1980s, gen‐
erated three‐way conversations. This had effects on clinical dis‐
courses, for example increased “doctor‐centred” speech 35; the 
structure of consultations, for example reduced opportunities for 
direct observation or examination 36; the information used for clini‐
cal care, for example biometric data collected through self‐monitor‐
ing 25; and the time and space of clinical interactions, for example 
more frequent, shorter interactions outside clinical spaces.14 A 
review of the impact of e‐health care on clinician‐patient relation‐
ships concludes that the varied impacts may include the replacing 
or disturbing of clinician‐patient relationships, strengthening pa‐
tient participation or demanding more intense or more frequent 
participation.2

The complexities and uncertainties entailed by re‐worked clin‐
ical‐patient relationships, including new forms of patient participa‐
tion, can be seen in online sexual health services (see Table 1). Here, 
there is no neat “transfer” of agency from clinicians to patients, nor 
is there a frictionless and “tidy” partnership; rather everyone has to 
develop and apply new forms of agency and “gains” of agency for 
patients entail “costs.”

3.2 | Health services research on e‐health 
care and the agency of clinicians

This narrative draws on mixed‐method studies within health ser‐
vices research on the development and implementation of e‐health 
care within health delivery organizations. The focus on the effect 
of e‐health on the agency of clinicians provides a counterpoint to 
the focus on the agency of service users. This literature describes 
human‐technology relations within organizations as a product of 
both linear, designed and predictable relationships as well as com‐
plex and emerging ones.37,38 Clinicians as both developers and users 
of e‐health interventions may support or constrain implementa‐
tion39-41 with clinical roles challenged by e‐health care that is po‐
tentially less messy and inconsistent.41 Technologies also construct 
professional experience,42 for example, through remote communica‐
tion or monitoring devices.39 Theories of technology adoption map 
influences on uptake such as: perceived usefulness/ease of use43; 
the social capital that comes from adoption44,45; and ability to influ‐
ence implementation45 to predict clinician engagement as users or 
supporters of use by others.46 The sexual health example of online 
pre‐exposure prophylaxis shows how “unmanageable” policy devel‐
opments led to emerging roles for clinicians that then could become 
the basis for a degree of clinical ownership and planning. As well as 
being designers and users of e‐health services, clinicians (and their 
roles and agency) are also shaped by, or “products” of, e‐health care 
with clear implications for online sexual health services (see Table 1, 
Example 2).

3.3 | Philosophy of human‐technology relations

This narrative, drawing on the philosophy of technology with par‐
ticular reference to agency, underscores the mutually constitutive 

nature of humans and technologies. It includes Heidegger's influen‐
tial distinction between technologies as “ready to hand” when their 
usefulness for a task makes their presence and properties invisible 
and “present at hand” when technologies are seen as objects and 
can be examined in their own right along with their specific attrib‐
utes and functionalities. It captures the role of humans in modifying, 
appropriating and combining technologies using them for purposes 
for which they were not designed47 and the role of technologies in 
modifying human behaviour in intended and unintended ways. For 
example, carrying a camera constrains activities because of the need 
to protect it48 and clinical decision aids are specifically designed to 
change professional behaviour in certain ways but also produce 
other effects.42,49

Later twentieth‐century philosophers include a much wider 
range of actors in human‐technology relationships, breaking 
down technologies into their component algorithms, interfaces 
and structures and acknowledging the importance of the places, 
affects, identities and relationships that influence experience of 
interactions.13,50,51 They point to blurred boundaries between hu‐
mans and technologies, as bodies are understood through tech‐
nologies and technologies are given meaning by the way they 
interact with bodies.52 They also introduce ideas of networked 
and unstable relationships involving multiple actors to create a 
particular interaction that may not be repeated and where the 
same actor may have different impacts in different networks.16 
The object of study then becomes the assemblage of objects, ac‐
tors and processes that mediate an experience of e‐health care. 
This is in contrast to the emphasis on socially structured, and more 
fixed, patterns of interactions described in traditional accounts of 
health service user/provider consultations and the impact of tech‐
nologies on them. Example 3 in Table 1 shows the application of 
this thinking to online sexual health services.

3.4 | Health activism as a social movement

This narrative draws on the history of health activism for rights to 
information and technologies to support self‐care. Health activist 
groups have emerged in response to diverse issues including: rights 
to information53; access to new technologies54; and the recognition 
of specific diseases.55 This increases the recognition of the contribu‐
tion that people make to their own health care and, for example, 
strengthens advocacy for shared decision making with people seen 
as experts in their own condition.56 The generation of a group of 
active, engaged e‐patients’ who monitor their own condition, adjust 
their treatments, are networked with each other, access their own 
medical records and online health information is one extension of 
this32 but those who do not have the inclination or skills to actively 
manage their own health may be disadvantaged.25

In this context, e‐patients can be advocates for participatory 
medicine where “patients become potent agents in creating and 
managing their own health in partnership with physicians”.56 Such 
developments can create both opportunities and dilemmas for ser‐
vices (see Example 4, Table 1). Prominent e‐patients like e‐patient 
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Dave (www.epatientdave.com) or Matt Eagles (www.parkinson‐
smovement.com/project/matt-eagles/matt/) use e‐health com‐
munication strategies intensively to connect people with similar 
conditions, creating new repositories of information and discussion.

3.5 | Regulation and Governance of new 
technologies in health care

Here, the emphasis is on the safety of medical devices requiring a 
structured approach to the introduction of new technologies from 
development to routine use. The safety of new technologies is main‐
tained through systematic reviews of the literature, clinical trials, 
regulation of use, surveillance for unforeseen impacts and controlled 
access.57 Technologies are largely treated as discrete entities with 
predictable outcomes.

Given that e‐health care involves new kinds of technologies—
less discrete and predicable—regulatory bodies acknowledge that 
new regulatory models and processes will be required and there is 
a commitment to developing these. They may include the regulation 
of complex “black box” algorithms that manage health‐care decisions 
outside the agency of both clinicians and service users15; artificial 
intelligence technologies that include some elements of unpredict‐
ability; and a need to ensure that the data used to drive these sys‐
tems are legitimately accessed, robust and non‐discriminatory.58 In 
a sense, the whole point of emerging e‐health technologies is that 
they function (or “exercise agency”) in complex and unpredictable 
ways and this raises profound questions about the capacity to reg‐
ulate them, especially by using established templates (see Table 1, 
Example 5).

3.6 | Agency within human/computer interfaces

The impact of poor human/computer interfaces was highlighted in 
the 1970s and early 1980s when it became apparent that systems 
that were considered to be functionally excellent by computer sci‐
entists performed badly in the real world, generating stressed users, 
poor performance and decreased job satisfaction.59 Early research 
to address this focused on the user at a desktop, primarily in an 
office setting, performing well‐defined tasks. It drew on method‐
ologies from engineering and psychology to study barriers to task 
completion that came from suboptimal human/computer communi‐
cation.60 Subsequent research broadened its focus to include group 
working and computer‐mediated social interaction with a blurring of 
boundaries between home and work, between work and non‐work 
and between human and computer. This “second wave” of research 
acknowledged the agency of people as users of computers, the vari‐
ability of their responses and the unplanned and responsive nature 
of most work.61 It refers specifically to the situated nature of human/
computer interaction62 and is associated with a more participatory 
approach to design. A “third wave” of research looks at the inter‐
pretation and construction of meaning and emotion in human‐com‐
puter interaction, the importance of non‐task‐orientated computer 
use,60 the responsiveness of computers to their environments (such 

as phones that know their location), the presence of computers eve‐
rywhere in the Internet of things and machine learning.63,64 This 
paradigm overtly addresses the agency of non‐human actors within 
e‐health care. In this context, any residual associations that equate 
digital technology with “reasoning machines” need to be problema‐
tized and opened up given that some of the key dimensions of human 
actors—for example “style” or “character”—are relevant to technolo‐
gies as they are experienced (see Table 1, Example 6).

3.7 | Combining the narratives and applying them to 
e‐health policy and practice

The process of assembling and drawing together these six short nar‐
ratives highlights the extent to which different currents of research, 
despite substantial overlaps, are built around different framings. In 
particular, different currents tend to construct actors and interac‐
tions differently and place emphasis on different sets of actors and 
interactions. Even a simple map of these ontological and epistemo‐
logical divergencies indicates the diverse ways in which research 
has and might conceptualize the relationship between e‐health and 
agency. Here, in summary, we will highlight three contrasting, con‐
ceptualizations of the relationship.

First, e‐health technologies may be treated as tools to be used 
for specific interactions with planned and predictable outcomes 
which should be developed with evidence and monitored for safety. 
Related research might focus on the impacts of e‐health care on the 
agency of those who interact with them across populations and con‐
texts and develop policy and regulatory frameworks that support 
clinical safety and effectiveness.

Second, e‐health technologies can be seen as mediators between 
service users and clinicians. Here, the focus is on the multifarious ef‐
fects of technologies on: the time, space and content of interactions; 
the media they utilize; the conversations they generate, the values 
they reflect, the emotions they engender, and the way that they dis‐
tribute the work required to become or remain healthy. In this con‐
ceptualization, technologies can be seen as having some “agency” 
but are largely seen as interfaces between the human actors (ser‐
vice providers and users) who remain the focus of the enquiry. This 
means that dyadic (human/health professional) or triadic (human/
computer/health professional) are significant areas for research that 
looks at access, usability and clinical outcomes.

Third, e‐health technologies can be seen as non‐human actors 
(mobile phones, texts messages, user interfaces, algorithms) with 
their own agency contributing to networks that are transient and un‐
predictable. In this analysis, which reflects “new materialist” think‐
ing, the distinctions between different types of actors, for example, 
humans and their condoms, or algorithms and the clinicians who 
wrote them, are less distinct than in the other two conceptualiza‐
tions. In this “post‐human” narrative research shifts from individuals 
or technologies and aims to track the flow of assemblages.

Applying this thinking to digital technologies in sexual health 
care helps to identify and illustrate how these different currents 
of thinking construct different questions for policy makers and 
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providers. E‐sexual health care within the first conceptualization is 
a channel shift of work from clinic to online that empowers users to 
take control of their health. Randomized controlled trial evidence 
supports its impact on uptake of testing,5 and online testing is a tool 
to reduce infections. The questions it raises are about supporting 
and resourcing channel shift, managing demand and understanding 
how service users move between online/offline modalities.

The second conceptualization of the e‐health care/agency rela‐
tionship within online sexual health services focuses on technolo‐
gies as mediators for human relationships including the recognition 
of the affective impacts of online interfaces. It acknowledges that 
computer algorithms and interfaces may be as “judgemental” as clinic 
staff and that online systems may be as rigid as clinic opening times 
for those trying to access care. It seeks to understand how complex 
conversations previously enacted face‐to‐face, such as screening for 
child sexual abuse, are conducted online.65 It questions the changing 
role of clinicians, additional work for users and “intervention‐gener‐
ated inequalities” arising from e‐health services that are more acces‐
sible/acceptable/effective in specific populations.66 This work has 
implications for policy makers, clinical education and training as new 
clinical roles and services are required.

The third conceptualization acknowledges the complexity of 
assemblages within e‐sexual health services. It points to the time, 
place and context‐specific experience of an episode of e‐sexual 
health service care. It offers opportunities to think about the on‐
line interface, its language, the person using it, their partner, the 
algorithm that sits behind it, the marketing that presents it and the 
change in national regulations that support or constrain it. Here, we 
would anticipate learning from and building on the way technolo‐
gies are modified and developed by users gaining new ideas from 
their creativity, expecting the same technology to become a differ‐
ent tool in different contexts and breaking it down into the multiple 
actors that come together for it to function. This conceptualization 
blurs boundaries between people and their phones or their soft‐
ware‐predicted next menstruation and the hormonal changes that 
“deliver” it.

If policy thinking is going to do justice to the richness of e‐
health, it must be informed by, and be capable of moving between 
and across, such contrasting conceptualizations. Doing so entails 
coming to terms with layers of complexity and axes of contest‐
ability. E‐health does not redistribute agency according to “zero‐
sum” rules nor in ways that can be neatly planned or managed by 
policy makers or clinicians; rather many such changes are unpre‐
dictable and emerge from and create new assemblages and forms 
of agency. In addition, emerging landscapes are normatively as 
well as descriptively complex. For example, health systems rightly 
strive to foster and respond to individual and collective patient 
agency but policy makers may need to balance this responsive‐
ness with other public goods. Models of planning or evaluation 
need to be systematic and rigorously evidence‐based but if they 
are purely “technicist”—failing to encompass the aesthetic, affec‐
tive and ethical aspects of e‐health technologies—they will not be 
equal to this task.

4  | DISCUSSION

A meta‐narrative review approach, by highlighting pluralities and 
contestations, has the potential to act as a substantial stimulus to 
thinking about policy and service developments. We would suggest 
that this approach—which encourages a high level of intellectual re‐
flexivity—is a useful complement to making progress within specific 
paradigms, because it supports and encourages scholarly “gestalt 
switches” that reorient agendas. For example, in this case, the ap‐
proach helps dislodge any background assumption—sometimes em‐
bedded in health policy discourses—that e‐health is simply about 
“tools” that enhance the agency of clinicians and empower patients. 
More importantly, it indicates the range of intellectual resources 
needed to do justice to the topic. Opening things up in this way, 
almost by definition, does not provide “easy answers” to policy or 
practice problems, but it provides a more expansive set of possible 
“ingredients” for imagining ways forward.

The limitations of our approach and a challenge within this meth‐
odology in general are the requirement to limit the selection of 
paradigms to make synthesis possible and the necessarily succinct 
summaries of paradigms that inevitably lack detail and risk superfici‐
ality. During the iterative process of selection of paradigms, our core 
concern was to elicit breadth of perspective rather than attempt an 
in‐depth search within any single domain, but we made difficult de‐
cisions to exclude some paradigms, for example, the study of agency 
within economics or some elements within other paradigms, for ex‐
ample, ideas about “the quantified self” in health activism as a social 
movement.

Long established and embedded models are not designed for 
the shifting landscape represented here. For example, existing pub‐
lic health agency structures for the regulation of access to medical 
technologies seem unsuited for a world of expanding access to in‐
formation and technologies for self‐care made possible by e‐health 
services. At a more fundamental level, long‐standing assumptions 
about the nature and locus of agency can be destabilized. Within 
some scholarly currents, agency is routinely ascribed to non‐human 
actors, and this has obvious relevance to any analysis of agency in e‐
health care where technologies delineate what is possible, engineer‐
ing specific clinical pathways and creating new possible identities for 
users.67 This broader ascription of agency is a powerfully genera‐
tive move for re‐conceptualizing questions about the relationship 
between e‐health and agency (even for those who ultimately wish 
to resist this broader reading of agency). For example, it draws at‐
tention to the way that not only human beings but also computers 
(or other facets of ICT) can embody and reproduce purposes, values 
and emotions.

E‐health services have changed relationships in clinical consul‐
tations from intermittent, synchronous and often intense face‐to‐
face consultations to interactions that are: asynchronous in time 
and space; delivered through remote media; include user generated 
data; introduce self‐management technologies; expand clinical inter‐
actions into home settings; and expect active participation by users. 
The assumed increase in agency associated with this development 
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is partly dependent on the move out of the clinical space and away 
from the clinical gaze and the buffering of clinical relationships 
through digital media. However, it has also meant the intrusion of 
health services into new environments where they may monitor 
and record private activities, generating new and personal data that 
could be used within health‐care delivery and beyond. In this way, e‐
health services produce new iterations of important questions about 
respectful and trusting clinical relationships where decision‐making 
processes are negotiated and where there are clear limits on sharing 
of personal information. Much of the literature within health policy 
and practice has framed computers as neutral channels within these 
relationships. However, as just noted, given that computers increas‐
ingly interact with their environments, demonstrate intelligence, 
stimulate emotions and embody values they are no longer (and argu‐
ably never were) neutral channels but responsive, intelligent, value 
laden and emotive actors within clinical relationships.

Clinical and health policy discussions have been slow to acknowl‐
edge the agency of technologies, their affective impacts, the values 
they embody, the instability and blurred boundaries of their relation‐
ships with humans and other actors. Policy that incorporated these 
ideas will need to engage, for example, with the fact that the style 
and character of e‐health interfaces impact on clinicians’ abilities to 
include and exclude specific populations, potentially generate fur‐
ther inequalities in access, and produce new clinical roles that re‐
quire an updated clinical curriculum. These are all clear examples of 
the policy importance of “non‐human agency” in e‐health services. 
They reveal new actors, forces and relationships that might be mo‐
bilized to promote and maintain health,68 and they suggest that sub‐
stantial policy developments will be required in response to e‐health 
services. In addition, guidelines and education on clinical interac‐
tions might also benefit from the representation of technologies as 
actors and a greater acknowledgement of their role in consultations.

There is nothing to be gained simply by asking whether e‐health 
(in general) either “increases” or “decreases” the agency of patients 
or clinicians. Rather we need to consider the complex ways in which 
the agency of relevant human actors can be constructed and in‐
flected by specific types and aspects of e‐health in ways that might 
be simultaneously enabling and disempowering, and which are also 
differentially experienced by differently positioned and resourced 
actors. E‐health services can produce new kinds of freedoms for 
patients, for example with more independent forms of access to 
services beyond clinical environments, but these will also represent 
new forms of intrusion and call for new forms of responsibility. A 
similar “both/and” analysis applies to clinicians—e‐health represents 
an opportunity for more, and more radical, technical innovation for 
clinicians but these same technologies can powerfully structure clin‐
ical experience and even (more or less) displace clinical roles.

This review and discussion suggests an approach to service 
development and evaluation that assumes the presence of many 
human and non‐human actors, blurs the boundaries between them, 
identifies their components and expects unpredictable and evolv‐
ing interactions that will constitute the agency of each. It empha‐
sizes the importance of research on “the thing side,” that is the 

technologies that structure experience of e‐health services67 and 
acknowledges the distributed nature of health decision making that 
goes beyond single consultations and includes many people and 
things.69 This analysis indicates that sustained interdisciplinary re‐
search is required to inform intelligent policy making, including re‐
search to map the agency of technologies within e‐health care and 
to identify the full range of their actions in a given context. It also 
suggests activities within e‐health services that might be helpful 
to broker relationships between the different actors involved. For 
health‐care users, this may include support to understand, modify, 
adapt and possibly reject technologies or their components. For cli‐
nicians, it may include encouragement of a similar expectations of 
negotiation with technologies and training to do this but also new 
clinical roles to support users to do the same.

ORCID

Paula Baraitser   https://orcid.org/0000-0002-3354-6494 

R E FE R E N C E S

	 1.	 World Health Organisation. Resolutions and decisions. 
9th Plenary Meeting; 2005; http://apps.who.int/iris/bit‐
stream/10665/20378/1/WHA58_28-en.pdf. Accessed March 06, 
2018.

	 2.	 Dedding C, van Doorn R, Winkler L, Reis R. How will e‐health affect 
patient participation in the clinic? A review of e‐health studies and 
the current evidence for changes in the relationship between med‐
ical professionals and patients. Soc Sci Med. 2011;72:49‐53.

	 3.	 Eysenbach G. What is e‐health? J Med Int Res. 2001;3:e20.
	 4.	 Baraitser P, Syred J, Spencer‐Hughes V, Howroyd C, Free C, 

Holdsworth G. How online services could work: generating theory 
to support development. BMC Health Serv Res. 2015;15:540.

	 5.	 Wilson W, Morris T, Syred J, et al. e‐STI testing and results ser‐
vice: a single blind randomised controlled trial. PLoS Medicine. 
2017;14:e1002479.

	 6.	 Turner K, Zienkiew A, Syred J, et al. Part of a System: changing place 
of online activity within the sexual health economy. J Med Int Res. 
2018;20:e74.

	 7.	 Barnard S, Free C, Bakolis I, Turner K, Looker K, Baraitser P. 
Comparing the characteristics of users of online service for STI self‐
sampling with clinic users: a cross‐sectional analysis. Sex Transm 
Infect. 2018;94:377‐383.

	 8.	 Rezel E, Free C, Syred J, Baraitser P. SH:24 Online Contraception – 
Innovation to Expand Choice in Access. Poster presented at FSRH 
ASM, Cardiff; 2017.

	 9.	 Department of Health and Social Care. The Health and Social Care 
Act; 2012. http://www.legislation.gov.uk/ukpga/2012/7/contents/
enacted. Accessed October 19, 2018.

	10.	 Department of Health and Social Care. The NHS Constitution for 
England; 2015. https://www.gov.uk/government/publications/
the-nhs-constitution-for-england/the-nhs-constitution-for-en‐
gland. Accessed May 31, 2018.

	11.	 NHS Digital. Personalised Health and Care 2020. National 
Information Board and Department of Health and Social Care; 
2014. https://www.gov.uk/government/publications/person‐
alised-health-and-care-2020. Accessed March 17, 2018.

	12.	 May C, Finch T, Mair F, Mort M. Towards a wireless patient: chronic 
illness, scarce care and technological innovation in the United 
Kingdom. Soc Sci Med. 2005;61:1485‐1494.

https://orcid.org/0000-0002-3354-6494
https://orcid.org/0000-0002-3354-6494
http://apps.who.int/iris/bitstream/10665/20378/1/WHA58_28-en.pdf
http://apps.who.int/iris/bitstream/10665/20378/1/WHA58_28-en.pdf
http://www.legislation.gov.uk/ukpga/2012/7/contents/enacted
http://www.legislation.gov.uk/ukpga/2012/7/contents/enacted
https://www.gov.uk/government/publications/the-nhs-constitution-for-england/the-nhs-constitution-for-england
https://www.gov.uk/government/publications/the-nhs-constitution-for-england/the-nhs-constitution-for-england
https://www.gov.uk/government/publications/the-nhs-constitution-for-england/the-nhs-constitution-for-england
https://www.gov.uk/government/publications/personalised-health-and-care-2020
https://www.gov.uk/government/publications/personalised-health-and-care-2020


     |  847BARAITSER and CRIBB

	13.	 Mol A. Living with Diabetes: care beyond choice and control. 
Lancet. 2009;373:1756‐1757.

	14.	 Nicolini D. Practice as the site of knowing: insights from the field of 
telemedicine. Organisation Sci. 2011;602‐620.

	15.	 Future Advocacy.Ethical, Social and Political Challenges of Artificial 
Intelligence in Health; 2018. https://wellcome.ac.uk/sites/default/
files/ai-in-health-ethical-social-political-challenges.pdf. Accessed 
March 17, 2018.

	16.	 Latour B. Reassembling the Social: An Introduction to Actor‐Network 
Theory. Oxford: Oxford University Press; 1992.

	17.	 Haraway D. The Companion Species Manifesto. Chicago, IL: 
University of Chicago Press; 2003.

	18.	 Cornwall A, Gideon J, Wilson K. Introduction: Reclaiming feminism: 
Gender and neoliberalism. IDS Bull. 2008;39(6):1‐9.

	19.	 Cribb A. Healthcare in Transition: Understanding Key Ideas and 
Tensions in Contemporary Health Policy. Chicago, IL: Polity Press; 
2017.

	20.	 Lupton D. Digital Health: Critical Perspectives. London: Routledge; 
2017.

	21.	 Otte‐Trojel T, Wong G. Going beyond systematic reviews. 
Realist and meta‐narrative reviews. Stud Health Technol Inform. 
2016;222:275‐287.

	22.	 Greenhalgh G, Potts W, Wong G, Bark P, Swinglehurst D. Tensions 
and paradoxes in electronic patient record research: a systematic 
literature review using the meta‐narrative method. Millbank Q. 
2009;87:729‐788.

	23.	 Wong G, Greenhalgh T, Westhorpe G, Buckingham J, Pawson R. 
Rameses publication standards: meta‐narrative review. BMC Med. 
2013;11:20.

	24.	 Armstrong D. Actors, patients and agency: a recent history. Sociol 
Health Illn. 2014;36:163‐174.

	25.	 Lupton D. Quantified sex: a critical analysis of sexual and reproduc‐
tive self‐tracking using apps. Cult Health Sex. 2015;4:440‐453.

	26.	 Greenhalgh T, Wherton J, Sugarhood P, Hinder S, Procter R, Stones 
R. What matters to older people with assisted living needs? A phe‐
nomenological analysis of the use and non‐use of telehealth and 
telecare. Soc Sci Med. 2013;93:86‐94.

	27.	 Parsons T. Illness and the role of the physicians: a sociological per‐
spective. Orthopsychiatry. 1951;21:452‐460.

	28.	 Byrne P, Long B. Doctors talking to Patients. London: HMSO; 1976.
	29.	 Lorig K, Sobel D, Stewart A, et al. Evidence suggesting that a 

chronic disease self management programme can improve health 
status while reducing hospitalization: a randomized controlled trial. 
Med Care. 1999;37:5‐14.

	30.	 Kleinman A. Patients and Healers in the Context of Culture. Berkeley, 
CA: University of California Press; 1980:111.

	31.	 Pilnick A, Dingwall R. On the remarkable persistence of asymme‐
try in doctor‐patient interactions: a critical review. Soc Sci Med. 
2011;72:1374‐1382.

	32.	 Coulter A. Person centred care: what works. Br Med J. 2014. 
https://blogs.bmj.com/bmj/2014/06/16/angela-coulter-person- 
centred-care-what-works/

	33.	 Chambers M. Engaging patients and the public in decision making: 
approaches to delivering this in a complex environment. Health 
Expect. 2017;20:185‐187.

	34.	 Petersen A, Bunton R. Foucault, Health and Medicine. London: 
Routledge; 1997.

	35.	 Mitchell E, Sullivan F. A descriptive feast but an evaluative famine: 
systematic review of published articles on primary care computing 
during 1980–97. Br Med J. 2001;322:279‐282.

	36.	 Cartwright L. Reach out and heal someone: telemedicine and the 
globalization of health care. Health. 2000;4:347‐377.

	37.	 Cherns A. The principles of socio‐technical design. Human Relations. 
1976;29:783‐792.

	38.	 Mumford E. The story of socio‐technical design: reflection on its 
successes, failures and potential. Informat Syst J. 2006; 16:317‐342.

	39.	 May C, Gask L, Atkinson T, Ellis N, Mair F, Esmail A. Resisting and 
promoting new technologies in clinical practice: the case of telep‐
sychiatry. Soc Sci Med. 2001;52:1889‐1901.

	40.	 Edmondson AC, Bohmer RM, Pisano GP. Disrupted routines: team 
learning and new technology implementation in hospitals. Admin Sci 
Q. 2001;46(4):685‐716.

	41.	 Berg M. Rationalising Medical Work. Cambridge, MA: MIT Press; 1997.
	42.	 Timmermans S, Berg M. The practice of medical technology. Sociol 

Health Illn. 2003;25:97‐114.
	43.	 Davis F. Perceived usefulness, perceived ease of use and user ac‐

ceptance of information technology. Millbank Q. 1989;3:319‐339.
	44.	 Rogers E. Diffusion of Innovations. New York: The Free Press; 1995.
	45.	 Azjen I. From intentions to actions: a theory of planned behavior. 

In: Beckmann J, ed. Action Control: From Cognition to Behaviour. 
Springer, Verlag: New York; 1985:11‐39.

	46.	 Oudshoorn N. Diagnosis at a distance: the invisible work of patients 
and healthcare professionals in cardiac telemonitoring technology. 
Sociol Health Illn. 2008;30:272‐288.

	47.	 Levi‐strauss The Savage Mind, Plon, Paris: 1962.
	48.	 Ihde D. Technis and Praxis, Reidel; 1979.
	49.	 Gardner J, Cribb A. The dispositions of things: the non‐human di‐

mension of power and ethics in patient centred medicine. Sociol Illn 
Health. 2016;38:1043‐1057.

	50.	 Deleuze G. Difference and Repetition. London: The Athlone Press; 
1994. Quoted in Duff, 2014.

	51.	 Duff C. Assemblages of Health. Dordrecht, the Netherlands: 
Springer; 2014.

	52.	 Haraway D. A Cyborg Manifesto: Science, Technology, and 
Socialist‐Feminism in the Late Twentieth Century. 1985. The New 
Media Reader. Edited by Noah Wardrip‐Fruin and Nick Montfort. 
MIT Press; 2033:P.35/515.

	53.	 Boston Women’s Health Collective, Our bodies, Ourselves. Boston; 
1971.

	54.	 Colvin C. Evidence and AIDS Activism: HIV scale up and the con‐
temporary politics of knowledge in global public health. Glob Public 
Health. 2014;9:57‐72.

	55.	 Rabeharisoa V. The struggle against neuromuscular diseases in 
France and the emergence of the ‘partnership model’ of patient or‐
ganisations. Soc Sci Med. 2003;57:2127‐2136.

	56.	 Wicks P, Stamford J, Grootenhuis M, Haverman L, Ahmed S. 
Innovations in e‐health. Qual Life Res. 2014;23:195‐203.

	57.	 Mytton O, Velazquez A, Banken R, et al. Introducing new technol‐
ogy safely. BMJ Qual Safety. 2010;19:i1‐i14.

	58.	 Mittelstadt B. Designing the health‐related internet of things: ethi‐
cal principles and guidelines. Information. 2017;8(3):77.

	59.	 Booth P. An Introduction to Human Computer Interaction. Hove, UK: 
Psychology Press; 2014.

	60.	 Harrison S, Tatar D, Sengers S. The Three Paradigms of HCI. 
Paper presented at the ISGCHI Conference on Human Factors in 
Computing Systems San Jose, California, USA; 2007.

	61.	 BØdker S.When Second Wave HCI meets Third Wave Challenges. 
Proceedings of the 4th Nordic Conference on Human‐Computer 
Interaction: Changing Roles; 2006, P1–8.

	62.	 Suchman L. Planned and situated actions: the problem of human‐
machine communication. Palo Alto Research Centre; 1985.

	63.	 Friedman B, Kahn PH, Borning A, Huldtgren A. Value sensitive design 
and information systems. In: Doorn N, Schuurbiers D, van dePoel I, 
Gorman M, eds. Early Engagement and New Technologies: Opening up 
the Laboratory. Philosophy of Engineering and Technology, vol 16. 
Dordrecht: Springer; 2013:55‐97.

	64.	 McCarthy J, Wright P. Technology as experience. Interactions. 
2004;11:42‐43.

https://wellcome.ac.uk/sites/default/files/ai-in-health-ethical-social-political-challenges.pdf
https://wellcome.ac.uk/sites/default/files/ai-in-health-ethical-social-political-challenges.pdf
https://blogs.bmj.com/bmj/2014/06/16/angela-coulter-person-centred-care-what-works/
https://blogs.bmj.com/bmj/2014/06/16/angela-coulter-person-centred-care-what-works/


848  |     BARAITSER and CRIBB

	65.	 Spencer‐Hughes V, Syred J, Allison A, Holdsworth G, Baraitser P. 
Screening for child exploitation in online sexual health services: an 
exploratory study of expert views. J Med Int Res. 2017;19:e30.

	66.	 Veinot T, Mitchell H, Ancker J. Good intentions are not enough: how 
informatics interventions can worsen inequality. J Am Med Inform 
Assoc. 2018;25:1080‐1088.

	67.	 Caronia L, Mortari L. The agency of things: how spaces and arte‐
facts organise the moral order of an intensive care unit. Soc Semiot. 
2015;25:401‐422.

	68.	 Price‐Robertson R, Manderson L, Duff C. Mental ill health, recov‐
ery and the family assembly. Cult Med Psychiatry. 2017;41:407‐430.

	69.	 Rapley T. Distributed decision‐making: the anatomy of decisions in 
action. Sociol Health Illn. 2008;30:429‐444.

How to cite this article: Baraitser P, Cribb A. “Putting people in 
charge of their own health and care?” Using meta‐narrative 
review and the example of online sexual health services to re‐
think relationships between e‐health and agency. Health 
Expect. 2019;22:838–848. https://doi.org/10.1111/hex.12895

https://doi.org/10.1111/hex.12895

