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Introduction
Health professions education is often focused on the 
Assessment of Learning via summative assessments. Health 
programs have various assessment formats for this purpose 
including written exams, simulation-based assessments such as 
Objective Structured Clinical Examinations (OSCEs), and 
workplace-based assessments such as the Mini-CEX.1,2 While 
these formats facilitate assessment across many domains, they 
often place the learner solely as the object of the process, 
instead of recognizing the learner as a user of assessment out-
comes. These commonly used assessment formats may fail to 
provide meaningful and timely feedback that the learner can 
utilize for subsequent clinical encounters. More recently, we are 
recognizing the importance of Assessment for Learning, where 
the learner becomes a more active user of assessment data.3 In 
order to facilitate this transition, health professions programs 
are shifting from infrequent high-stakes assessments to more 
frequent low-stakes assessments. An example of this is the 
transition to Competency Based Medical Education (CBME) 
where the same assessment data are used for both summative 

and formative purposes.4 When formative feedback is timely, 
detailed, and specific, it can guide future learning, motivate 
learners to investigate other resources, and ultimately improve 
overall learning.5,6

Despite recognizing the importance of assessment for 
learning, many programs around the world continue to use 
infrequent higher-stakes assessments such as OSCEs because 
they are more likely to produce reliable results and can be 
organized effectively for larger class sizes.7 However, OSCEs 
are a source of anxiety for learners and a study by Guraya 
et  al8 demonstrated that OSCEs were second only to the 
traditional long case as the most anxiety-provoking assess-
ment amongst various assessment modalities. This anxiety 
around OSCEs is important as anxiety along with limited 
feedback, which is common to OSCEs, can reduce learners’ 
ability to connect their performance on an OSCE to future 
practice.9 The availability of feedback from OSCE is limited 
by slower data turnaround time10 and difficulty in generating 
and providing feedback to learners due to logistical and tran-
scribing issues.11,12
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Recently, many studies have investigated using electronic 
devices to capture OSCE scores (often referred to as eOSCE) 
to overcome the limitations of the traditional OSCEs, and 
potentially invoke behavioural change in learners, such as pro-
actively seeking feedback about their performance and making 
meaningful changes to improve their future performance.

Denison et  al11 collected examiner-recorded comments 
from successive first-year medical school formative and sum-
mative OSCE examinations and found the eOSCE format 
provided more timely feedback that was greater in quantity 
and quality. Munro et  al12 found similar findings in a high-
stakes OSCE. However, these studies are limited in that they 
did not examine if learners used the feedback they were given. 
In contrast, a study by Harrison et al13 had examiners use tab-
lets to assess medical students and record audio feedback dur-
ing an eOSCE. The students were allowed to listen to the 
audio feedback shortly after the examination. When polled 
later in the year, 68% of the students who responded stated 
that they had changed the way they performed a skill based on 
their audio feedback.

Another form of OSCE-related feedback, other than writ-
ten or audio feedback, is providing learners with the actual 
score sheets. A study by Bernard et al14 found that in a forma-
tive OSCE, students variably used feedback in the form of 
score sheet review, but those who did use them for their first 
year OSCE, went on to score better in their second year OSCE. 
A recent study by Daniels et  al15 was conducted using post-
graduate trainees in an Internal Medicine residency program 
who participated in various eOSCE examinations. Following 
the eOSCE, the trainees were able to view examiner comments 
and their score sheets (checklists and rating scales) and then 
were asked to write a learning plan after viewing their score 
sheets and feedback comments. The study found that this pro-
cess led to a change of behaviour specific to the learning plan.

However, providing score sheets with case-specific check-
list items to learners after exams is not always an option for 
programs due to exam security. Therefore, an alternative is to 
provide a score report with information across domains. An 
effective score report should allow learners to make correct 
and appropriate inferences from scores to take further actions, 
and should be easily customizable and automated so that 
learners can receive unique and immediate feedback regarding 
their performance.16 What is not clear from the current body 
of literature is if providing an eOSCE score report with writ-
ten comments without the actual score sheet could contribute 
to a change in behaviour for learners similar to the aforemen-
tioned studies.

The purpose of this study is to develop, implement, and 
evaluate the impact of a score reporting system within an 
eOSCE environment that can provide learners with timely, 
detailed, and focused feedback to facilitate their future learning 
goals, while still maintaining the security and integrity of the 
exam content.

Methods
Study setting

The MD program at the University of Alberta has approxi-
mately 160 students in each year of its four-year program. 
Students take a variety of OSCEs throughout the program, but 
the largest ones are the end-of-Year 2 Physical Exam OSCE 
(12 stations), and the Year 4 Comprehensive OSCE (11 sta-
tions, history or physical exam) that occurs in January of the 
fourth year to allow enough time to remediate those who fail 
the OSCE prior to graduation in May. All OSCEs are scored 
on a locally developed eOSCE system.17

Score Report

Score sheets use a combination of checklist items, focusing pri-
marily on clinically discriminating items,18 as well as rating 
scales adapted from the Medical Council of Canada’s published 
patient rating scales (MCCQE).19 Checklist items for history 
stations that had a diagnostic focus and physical exam stations 
were either tagged to “essential to the case” (items that dis-
criminated between conditions on the differential diagnosis), 
or tagged to “routine” (items all physicians would routinely do 
in that context). History taking stations used rating scales to 
assess Questioning skills, Listening skills, Organization, 
Rapport/Empathy, and Information Giving. Physical Exam 
stations used rating scales for Organization, Attention to 
Patient’s Comfort, and Technical Skills.

Each rating scale was considered a tag and hence history 
taking stations had seven tags (two for the checklist items and 
one for each of the five rating scales), and physical exam sta-
tions had five tags (two for the checklist items and one for each 
of the three rating scales).

To allow an immediate, automated report, we used cut 
points of 1.5 standard deviations (SD) above and below the 
mean. We chose 1.5 SD because when we ran a pilot with old 
test data with 2 SD as the cutoff, very few students would 
receive the feedback message, and so we adjusted it to 1.5 
SD. Students were informed the cut points were norm-refer-
enced for generating the feedback message. When a student 
scored more than 1.5 SD above the mean for a domain, they 
saw a blue box with “Did Very Well, Good Job!”; when a 
student scored less than 1.5 SD below the mean for a domain, 
they saw a yellow box with “Area for Improvement”; when 
the student scored between 1.5 SD below to 1.5 SD above, 
they saw a green box with “On Track”. Students could view 
the score report for individual stations and for domain per-
formance across stations. At the station level, students were 
shown comments provided by the examiner, but the com-
ments were not necessarily related to the domains that were 
flagged based on SD.

The score report was first implemented after the January 
2018 Year 4 OSCE. The score report system was originally 
set for release after students had their official pass/fail marks 
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(which the score report itself does not provide). This was 
done to ensure students interacted with it solely for formative 
purposes but resulted in a four-week delay before the score 
report was released as a committee had to finalize marks given 
the high-stakes nature of this exam. Based on feedback from 
students after the first iteration, we decided to release the 
score report immediately after the subsequent three OSCEs 
before students received their official pass/fail result.

Survey Feedback

In an email that provided instructions on how to access the score 
report, students were provided an information letter and invited 
to fill out a six-item survey built around Kirkpatrick’s20 outcomes 
framework (see Table 1 for the survey questions) administered in 
Google Forms. For each statement, students were asked to rate 
their agreement on a six-point Likert scale: 1=Strongly Disagree, 
2=Disagree, 3=Slightly Disagree, 4=Slightly Agree, 5=Agree, 
6=Strongly Agree. There was also an open text box with the 
prompt “Any comments (good or bad) about the OSCE score 
report?”. There was no incentive provided to complete the vol-
untary survey and the information letter and survey stated clearly 
consent was implicit by submitting the survey.

Focus Group Feedback

Subsequent to the above survey questions, students were invited 
to provide their email address if they were willing to be contacted 
by our research team for a follow-up focus group. A research 
assistant not involved in the education or assessment of the stu-
dents recruited medical students after each OSCE with a small 
lunch as the incentive. An information letter was provided at the 
focus group with time for questions and then written consent 
was collected from each participant including permission to 
record the participants. Focus group participants were asked to 
elaborate on each of the six survey items (see Table 1). Focus 
groups were audio recorded and then transcribed.

Data analysis

Two-tailed independent samples t-tests were conducted using 
SPSS 26.0 (IBM)21 to compare if there was any difference 
between the 2018 and 2019 Year 2 OSCE Score Report survey 
responses, and between the 2018 and 2019 Year 4 OSCE Score 
Report survey responses prior to combining all survey results 
specific to an OSCE. We then used a one-sample t-test to 
compare survey item scores to the neutral Likert scale score of 
3.5 (half way between Slightly Disagree and Slightly Agree). A 
one-tailed independent t-test was conducted to see if Year 2 
students were more likely to act on feedback than Year 4 stu-
dents (our presumption being an OSCE earlier in the program 
would be more likely to be used for further learning). Two 
authors (VJD and GS) conducted a thematic content analysis 
on narrative data from the open-ended survey question and the 
focus group data first by coding independently and then differ-
ences were resolved by consensus.

Ethical review

The University of Alberta Research Ethics Board approved all 
of the above data collection and analysis procedures (reference 
number: Pro00076415; November 17, 2017).

Results
Accessing Score Report

On average, 97% of students viewed their score report with the 
vast majority of views in the first week. In addition to initial 
views, 22% of students came back to their score report more 
than 30 days after being released with some coming back up to 
16 months after the OSCE.

Quantitative Survey Results

Of the 616 students who viewed their score report, 329 (53%) 
responded to the survey with response rates amongst cohorts 

Table 1. Survey statements and Kirkpatrick outcomes.

STATEMENT [SHORT DESCRIPTOR] KIRKPATRICK STAGE

“My OSCE score report provides an accurate reflection of my performance on the Year 4 OSCE.” [Accurate 
Information]

Satisfaction

“My OSCE score report provides me with sufficient information to identify the specific clinical skills domain(s) 
(e.g., organization, questioning skills, etc. . .) in which I did well.” [Identified Strengths]

Satisfaction

“My OSCE score report provides me with sufficient information to identify the specific clinical skills domain(s) 
(e.g., organization, questioning skills, etc. . .) in which I need to improve.” [Identified Areas for Improvement]

Satisfaction

“As a result of viewing my OSCE score report, I am more likely to review one or more content areas.” [Review 
Content]

Action-Knowledge

“As a result of viewing my OSCE score report, I am more likely to change my approach to certain clinical skills 
domain(s) (e.g., organization, questioning skills, etc. . .).” [Change Approach]

Action-Behaviour

“As a result of viewing my OSCE score report, I am more likely to get help from residents and/or attending 
physicians with certain clinical skills domain(s) (e.g., organization, questioning skills, etc. . .).” [Seek Help]

Action-Behaviour
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varying between 41-76% (see Table 2). There was no differ-
ence in average survey responses between the 2018 Year 2 stu-
dents compared with the 2019 Year 2 students (p-values 
ranged 0.4-0.89), nor between the 2018 Year 4 students and 
the 2019 Year 4 students (p-values ranged 0.15-0.86) (see 
Table 3). Therefore, 2018 and 2019 data were combined for 
further analyses comparing Year 2 and Year 4 students. The 
mean agreement with the six statements ranged from 3.9 to 
4.9 and all were statistically significantly different than the 
neutral score on the Likert scale of 3.5 (p<0.001) (see Table 
4). For the three questions related to satisfaction with the 
score report’s accuracy and ability to identify strengths and 

areas for improvement, there was no difference between Year 2 
students and Year 4 students. However, for statements regard-
ing taking action related to seeking out knowledge or chang-
ing behaviour, Year 4 students were statistically less likely to 
use the score report for this purpose.

Thematic Analysis

Out of 329 survey respondents, 193 (59%) left comments in 
the open comment box. We conducted two focus groups after 
each OSCE and across the eight focus groups we had a total of 
30 participants. Initial coding from the focus groups matched 

Table 2. Accessing score reports.

OSCE (YEAR) TOTAL # 
STUDENTS

# STUDENTS WHO 
VIEWED REPORT (%)

# STUDENTS WHO VIEWED 
SCORE REPORT AGAIN 
AFTER 30 D (%)

# STUDENTS WHO 
RESPONDED TO 
SURVEY

Year 2 OSCE (2018) 164 161 (98%) 30 (19%) 77 (48%)

Year 2 OSCE (2019) 155 153 (99%) 23 (15%) 62 (41%)

Year 4 OSCE (2018) 154 144 (94%) 38 (26%) 109 (76%)

Year 4 OSCE (2019) 161 158 (98%) 45 (28%) 81 (51%)

All OSCEs 634 616 (97%) 136 (22%) 329 (53%)

Table 3. Comparison between years.

SURVEY ITEM YEAR 2 2018 
MEAN SURVEY 
RESPONSE (SD)

YEAR 2 2019 
MEAN SURVEY 
RESPONSE (SD)

TWO-TAILED 
t-TEST P

YEAR 4 2018 
MEAN SURVEY 
RESPONSE (SD)

YEAR 4 2019 
MEAN SURVEY 
RESPONSE (SD)

TWO-TAILED 
t-TEST P

Accurate Information 4.82 (0.88) 4.89 (0.70) .62 4.81 (0.57) 4.72 (0.86) .40

Identified Strengths 4.58 (1.27) 4.61 (1.23) .89 4.50 (1.00) 4.60 (1.09) .51

Identified Areas for 
Improvement

4.61 (1.19) 4.44 (1.23) .40 4.36 (1.03) 4.59 (1.17) .15

Review Content 4.61 (1.18) 4.76 (1.17) .46 4.40 (1.20) 4.37 (1.31) .86

Change Approach 4.39 (1.36) 4.50 (1.18) .62 4.10 (1.09) 4.32 (1.29) .21

Seek Help 4.44 (1.32) 4.53 (1.21) .68 3.86 (1.13) 3.90 (1.20) .82

Table 4. Comparison of Year 2 and Year 4 score report perceptions.

SURVEY ITEM YEAR 2 MEAN SURVEY 
RESPONSE (SD)*

YEAR 4 MEAN SURVEY 
RESPONSE (SD)*

ONE-TAILED t-TEST 
FOR YEAR 2 > YEAR 4

Accurate Information 4.85 (0.81) 4.77 (0.71) 0.17

Identified Strengths 4.60 (1.25) 4.55 (1.04) 0.35

Identified Areas for Improvement 4.53 (1.21) 4.46 (1.10) 0.28

Review Content 4.68 (1.18) 4.39 (1.25) 0.02

Change Approach 4.44 (1.28) 4.19 (1.18) 0.04

Seek Help 4.48 (1.27) 3.88 (1.16) <0.01

*Note all mean scores were statistically significantly different than the neutral score of 3.5 on the Likert scale (P < .001).
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those from the survey comments so all narrative data were 
combined for the thematic analysis. Our thematic analysis 
identified five themes (note comments are annotated based on 
year of administration and level of OSCE such that 2019-Yr-2 
indicates a comment came from the 2019 administration of the 
Year 2 Physical Exam OSCE):

Theme 1: Timeliness of feedback mostly appreciated. Many stu-
dents commented on the positive aspect of immediate score 
report feedback.

I love that . . . it's in the same day, so I can vividly remember what 
went on in each station. And you know, sometimes it's just good to get 
that immediate feedback. Then you can actually reflect and say 'yeah, ok, 
that makes sense so going forward, I'm going to pay attention to these 
two or these three [comments]. . .. (2018-Yr-2)

. . . I think that kind of reinforced those stations as, yes, that’s something 
I should work on, going forward, more strongly than if it was just wait 
until the end of the week, then you get your score report. (2019-Yr-2)

Conversely, another student indicated that feedback was 
more useful to look at later and not immediately after the exam.

I wish I had been prepared for the fact that it was mostly constructive 
criticism, because it was tough to look at it right before bed and then try 
to fall asleep, but then when I looked at it the second time, a week or so 
later, when I was ready for the feedback, then that was a lot more help-
ful. (2019-Yr-4)

Theme 2: Timing of the OSCE may impact utilization of feed-
back. While students liked the immediate feedback, another 
theme identified was the timing of the OSCE as a barrier to 
utilizing the feedback. For some, it was not close enough to 
when they would apply it.

. . .even if I did have some areas that . . . were not [on track], I would 
probably not think about it for the rest of the summer, and by the time 
that the new year rolls around (laughs). . .. (2019-Yr-2)

For others, receiving the feedback during a stressful period 
was a barrier to using it.

I think it could be used as a tool, later on. Right away, no, ‘cause, contex-
tually, our week – that week was so kooky busy that, we had other acute 
f ires to kind of put out and exams to write, but I think if there had been 
a latent area that had been flagged or something, then it could have been 
useful to, go back and have that to look back on. (2019-Yr-2)

I felt like there were definitely areas of improvement for me, but I don’t 
know what the right timing is or if there is a right timing, but the tim-
ing of the OSCE and the feedback and [residency interviews] and f in-
ishing clerkship . . . there is no way I was going to review anything 
related to the OSCE now. (2019-Yr-4)

Theme 3: Comments are useful when they are specif ic and correlate 
to either the domain flags and/or and perceived OSCE experi-
ence. Students provided examples of specific comments they 
were provided and why they were useful.

. . .I had the one comment ‘don’t lift your f ingers in a lymph node exam’, 
– but because that was a really specif ic comment –then I’m like, okay, 
maybe I could ask someone to show me how to do a lymph node exam 
again (2019-Yr-4)

For some students, the lack of specificity was an issue.

I scored low on the [. . .] station for specif ic questions pertinent to that 
case, but there were no comments on my OSCE letter describing the 
specif ics of that. I was actually most keen to see what those specif ics were 
that I missed, but couldn't f ind them anywhere. I'm not sure if releasing 
the check lists would help with that, but at the very least, examiners 
should be writing comments for each station, especially if there are short 
comings. (2018-Yr-4)

. . .not so much like 'don't flag me' but if I'm flagged, it would be helpful 
to have a little bit of more clarity of what I can work on. Like, bruise my 
ego, that's f ine, but just help me with what to f ix so that I can go work 
on it. (2018-Yr-2)

Students acknowledged when the feedback comments were 
congruent with the score report and their perceived OSCE 
experience, they were much more likely to utilize the feedback 
to improve clinically. Statements like these were more common 
from Year 2 students.

. . .[if ] the notes or the comments that were given were kind of incon-
gruent with whatever the report had, I guess I’d be less likely to use the 
report to kind of direct where I should go ‘cause I put, definitely, much 
more stock in the comments, but I think that if the comments and the 
report did line up, I do think the report would add kind of an extra use-
ful piece. . . (2019-Yr-2)

I felt that the overall feedback aligned with how I felt I did on the sta-
tions. I got stations where I struggled; I saw that it said, you know, 
needs improvement or whatever else. On stations where I felt I did 
really well, like I felt like it correlated well. It gave me positive rein-
forcement and also directed me where I might need to work on some 
things. . . (2019-Yr-2)

Some students found there was a discrepancy between the 
score report and their perception of the OSCE with their per-
ception having a greater impact on what they would do. Such 
statements were more common from Year 4 students.

I didn’t feel like my thoughts on how I did in the OSCE correlated very 
well with what my score report said, and then I’ll probably base my 
improvement more based off of what I thought I experienced in my 
OSCE than the score report, ‘cause some of the score report things were 
very either very, very specif ic, and yeah, I missed that and I’ll change 
that, or kind of, too vague to really go up to a specialist and go ‘hi, how 
can I work on communication?’ or something like that. Like, for exam-
ple, I thought my coma one was done poorly in my OSCE and I might 
work on that – in patients who are comatose - with someone there, or 
someone more senior to give me feedback, but I don’t think my score 
report reflected that. (2019-Yr-4)

Theme 4: The score report was f irst used to flush out pass/fail which 
had variable effects on anxiety. For the last three groups who 
received their score report prior to pass or fail decisions, there 
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was a clear signal that students were trying to figure out if they 
passed or failed in order to lower anxiety.

. . .and I know the goal is to, like, okay, where are we struggling, or 
where can, say, I improve? But even when I’m looking at [the score 
report], I’m like, is this a pass or a fail? Like, that’s the f irst thing on my 
mind. (2019-Yr-4)

And I think that we got all that feedback, and it was all divided into 
colors or whatever, and then it was immediately trying to decipher the 
colors to see if you passed. (2019-Yr-4)

. . .it also quelled a lot of worries I had because I was particularly wor-
ried about a few stations, and when I got it back and saw that every-
thing was on track for those stations, I was like, okay, you can stop 
panicking now . . . and so having the report, like the immediate feed-
back . . . was integral to being able to get through the next few days of 
other assessments. (2019-Yr-2)

I like knowing if I'm on track or not. I think this is one of the most sig-
nificant sources of anxiety as a medical student. We compare ourselves to 
residents and staff without ever really knowing what we're actually 
expected to know. From a mental health and resiliency point of view I 
think this breakdown with the added "on track vs need to work on" will 
help alleviate some of these insecurities. (2018-Yr-4)

But for students who could not decipher if they passed or 
failed, this increased anxiety.

I think maybe some ambiguity if you were to have multiple ‘could work 
on’s', or like kind of could almost instill more anxiety if it’s not – if you 
don’t understand how to interpret. (2019-Yr-2)

. . .like what I said earlier was it honestly stressed me out more than it 
made me feel at ease because the colours are good, but these comments I 
really don’t know. (2019-Yr-4)

Discussion
The purpose of this study was to examine the impact on student 
learning of receiving an eOSCE score report, especially those 
features that helped learners use the feedback. Our first itera-
tion was intentionally delayed until after pass/fail decisions were 
communicated to students given research warning that releas-
ing a report before the summative decision will cause students 
to focus on whether they passed or failed rather than on how 
they can improve.22 However, based on feedback from students 
collected independent of this study by the program, we were 
advised to release the score report immediately following the 
OSCE. Receiving the score report immediately was one of the 
most applauded strengths of this project (see Theme 1). But 
unsurprisingly, we did see the expected comments about inter-
acting with the score report to figure out if they passed or failed.

That said, the survey results did not show any difference 
between the 2019 Year 4 students who received their score 
report before the pass/fail decision and the 2018 Year 4 stu-
dents (see Table 3). This reassures us that even if students start 
engaging with their score report to find out if they passed or 
failed, they still benefited from the report for the reasons we 

had hoped (e.g., behavioural change for enhancing future per-
formance), and hence the added value of immediate feedback is 
worth the possible distraction of trying to figure out if they 
passed or failed.

Another somewhat expected finding was the impact of 
immediate score reporting on anxiety, especially when the score 
report was released before the pass/fail determination. Many 
students used the score report to calm themselves before they 
had to tackle other high-stakes events around that time, such as 
other high-stakes assessments, or for our Year 4 OSCE, their 
residency interviews. This is consistent with previous literature 
in both health professions education23 and broader education 
literature24,25 in which the score report itself lessened post-exam 
anxiety beyond the relief of completing the exam. While there is 
literature on the impact of test anxiety on performance in an 
OSCE with a recent systematic review by Martin and 
Naziruddin,26 the literature focuses on how pre-OSCE anxiety 
does or does not impact performance. Our study demonstrated 
that a post-OSCE score report can lessen anxiety for many stu-
dents prior to other high stakes events such as the next high 
stakes assessment or residency interviews. We would like to 
think that less anxiety for these events would be beneficial, but 
this would be conjecture.

But while the report was able to lower anxiety for many stu-
dents, a key finding is how such a report can potentially worsen 
anxiety when there is discrepant information between the score 
report and the comments. This corroboration between data 
sources and the importance of multiple sources is a staple of good 
feedback. In a recent scoping review on best practices for effective 
feedback, Ossenberg et al27 identified “multiple forms and sources 
of evidence” as one of 11 feedback attributes that support uptake 
of feedback. Hence when it is present, it is highly valued.

Another key finding is who will use and when they will use 
the score report. As illustrated in Table 4, the second-year stu-
dents were statistically more likely to change their behaviour in 
response to the score report, compared to the fourth-year stu-
dents, especially with respect to seeking help from more senior 
physicians. Although it did not come out as a distinct theme, 
one comment from a year 4 student alluded to a greater trust of 
their memory of the OSCE than their score report. While this 
seems to devalue the score report, we would argue that this is 
still a benefit of the entire OSCE process as it stimulates future 
growth, but more senior students may prioritize this self-
assessment over data from an OSCE score report. This would 
be supported by other research. Sargeant et al28 examined what 
learners focus on in assessment data to make an informed self-
assessment. In their work, they found that for OSCEs, there 
was often a sense that the standards in the exam were not 
reflective of real life, and hence why it is quite possible more 
experienced students who have experienced real life medicine 
in their clerkship, might value their own construction of the 
OSCE experience over a score report to help determine a plan 
going forward. However, again, we did not have a lot of com-
ments attesting to this so we are careful not to infer too much.
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Finally, the timing of when to interact with a score report 
and motivations behind this would prove an interesting area of 
future study. As one student stated, “when I looked at it the second 
time, a week or so later, when I was ready for the feedback, then that 
was a lot more helpful” (2019-Yr-4). We found students return-
ing to their score reports up to 16 months after their OSCE, 
suggesting the optimal time to use it may be both shortly after 
an OSCE while the context specific deficiencies are fresh in 
one’s memory, but also again weeks to months later when one 
can reflect on their experiences since the exam. This is a 
strength of a score report that can be accessed later.

Overall, despite differences between Year 2 and 4 students, 
students in all cohorts reported that they would likely use the 
eOSCE score report to change behaviour (see Table 4). Most 
studies that look at the effects of educational interventions 
tend to focus on Kirkpatrick level 1 (satisfaction) and 2 (knowl-
edge),29 but some argue that we should aim for level 3 (behav-
iour),30 and our study suggests an eOSCE score report may be 
used to impact future behaviour. We are only aware of two pre-
vious studies that have shown a change in behaviour from feed-
back related to an OSCE.13,15 What is common in these studies 
and ours is that the learner was involved in determining the 
feedback that was important to them. This is described as the 
essential characteristic of “meaning-making” by Garino31 in her 
study exploring successful use of feedback. While our goal was 
to provide accurate OSCE feedback that helped guide future 
learning, we hand over the baton to the learner at this stage for 
them to decide how they will use the information.

Limitations and Future Directions

This study was conducted at one university in one medical 
school program and as such, generalizations to other programs 
may be limited. Second, our study did not investigate how the 
process of taking the OSCE alone may motivate change com-
pared with an OSCE that added the score report. Lastly, we 
did not follow-up with our students to see if they did change 
their behaviour as they had intended. Future research could 
examine a similarly structured score report in different contexts 
and/or timing in the curriculum and in different institutions, 
could ask motivation to change before and after seeing the 
score report, and could follow students to ask how they used 
the information months later, and/or how they would perform 
on subsequent OSCEs as compared to historical controls.

Practical Implications

Despite the above limitations, our study has revealed some key 
issues that should be kept in mind when developing an OSCE 
score report. First, rater training is paramount so that examin-
ers give specific, behavioural-based comments. Second, the 
timing of not only when feedback is available relative to the 
OSCE, but the timing of the OSCE and feedback relative to 
the educational context impacts uptake. For example, OSCE 

feedback will be used more if the exam and feedback is more 
proximate to when this feedback can be applied. Lastly, early 
access to feedback at the risk of learners engaging with the 
score report to figure out if they passed or failed seems worth 
the trade-off as there was no negative impact on utilizing the 
feedback, and our study and other literature suggests this can 
be an effective strategy to lower immediate anxiety.

Conclusion
In conclusion, we were able to develop a score report that could 
be implemented immediately after an electronic OSCE, that 
provided information that was perceived as accurate in identify-
ing strengths and weaknesses, and could be used by students to 
enhance their future performance down the road in the clinical 
environment. We have also enhanced our understanding of what 
aspects of the process of an OSCE score report can increase stu-
dent uptake of feedback and lower anxiety at the same time.
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