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Abstract

Background: Use of the Genome Analysis Toolkit (GATK) continues to be the standard practice in genomic variant
calling in both research and the clinic. Recently the toolkit has been rapidly evolving. Significant computational
performance improvements have been introduced in GATK3.8 through collaboration with Intel in 2017. The first
release of GATK4 in early 2018 revealed rewrites in the code base, as the stepping stone toward a Spark
implementation. As the software continues to be a moving target for optimal deployment in highly productive
environments, we present a detailed analysis of these improvements, to help the community stay abreast with
changes in performance.

Results: We re-evaluated multiple options, such as threading, parallel garbage collection, I/O options and data-level
parallelization. Additionally, we considered the trade-offs of using GATK3.8 and GATK4. We found optimized parameter
values that reduce the time of executing the best practices variant calling procedure by 29.3% for GATK3.8 and 16.9%
for GATK4. Further speedups can be accomplished by splitting data for parallel analysis, resulting in run time of only a
few hours on whole human genome sequenced to the depth of 20X, for both versions of GATK. Nonetheless, GATK4 is
already much more cost-effective than GATK3.8. Thanks to significant rewrites of the algorithms, the same analysis can
be run largely in a single-threaded fashion, allowing users to process multiple samples on the same CPU.

Conclusions: In time-sensitive situations, when a patient has a critical or rapidly developing condition, it is useful to
minimize the time to process a single sample. In such cases we recommend using GATK3.8 by splitting the sample
into chunks and computing across multiple nodes. The resultant walltime will be nnn.4 hours at the cost of $41.60 on
4 c5.18xlarge instances of Amazon Cloud. For cost-effectiveness of routine analyses or for large population studies, it is
useful to maximize the number of samples processed per unit time. Thus we recommend GATK4, running multiple
samples on one node. The total walltime will be ∼34.1 hours on 40 samples, with 1.18 samples processed per hour at
the cost of $2.60 per sample on c5.18xlarge instance of Amazon Cloud.
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Background
The evolution of sequencing technologies [1, 2] encour-
aged many applications of Whole Genome Sequencing
(WGS) and Whole Exome Sequencing (WES) in genomic
research and the clinic [3, 4]. One of these applica-
tions is genomic variant calling, commonly performed
using the Genome Analysis Toolkit (GATK), maintained
by the Broad Institute [5–8]. As sequencing machines
become faster and cheaper [9], analysis must speed up as
well. Yet variant calling analysis using GATK still takes
many hours, or even days, on deeply sequenced samples
[10–13]. A number of proprietary solutions have emerged
in response to this over the last five years, such as Isaac
[14], Sentieon’s DNASeq [15, 16], Genalice [17] and Dra-
gen [18]. However, they are either closed-source or do not
follow the GATK Best Practices [7, 8]. Accelerating the
GATK open-source code itself is of tremendous interest
to the bioinformatics community, for the sake of repro-
ducibility and openness of biomedical research. To this
end the Broad Institute partnered with Intel to intro-
duce computational performance optimizations [19–21].
GATK3.8 is the latest release of the "traditional" Java-
based GATK designed to work on regular servers or
compute clusters, and was announced to contain signifi-
cant computational performance improvements through
the collaboration with Intel [22].
In addition to optimizations of the traditional variant

calling algorithms [10–13], the community also has been
calling for a variant calling toolkit that can take advan-
tage of dedicated MapReduce platforms, as Hadoop [23]
and especially Spark [24–26] are more appropriate for this
type of genomic data analysis compared to traditional high
performance computing (HPC). Thus GATK4, first offi-
cially released in January of 2018, is meant to be eventually
deployed on data analytics platforms. At present it con-
tains both Spark and non-Spark implementations of many
of the tools and is thus still runnable in traditional HPC
clusters. Yet even the non-Spark implementation has been
significantly rewritten relatively to the GATK3.x versions,
to improve maintainability and speed.
How do these changes affect the deployment prac-

tices of GATK-based variant calling workflows in pro-
duction clinical and research settings, and what are the
optimal patterns of deployment? We are the first to
have performed a detailed scalability analysis of these
new GATK versions to ascertain the advertised speedup.
Based on those results we have developed appropriate
sample-based parallelization techniques and deployment
recommendations for the end users. Because most of
the Spark tools were still in beta at the time of the ini-
tial release, we focused our testing on the non-Spark
implementations.
When optimizing a workflow, one can perform two

distinct optimizations, and we explore them both:

maximizing speed to minimize the time to process a
single sample; useful in time-critical situations, i.e. when a
patient has a critical or rapidly developing condition;
maximizing throughput to maximize the number of

samples processed per unit time; cost-effective for routine
analyses or large population studies.
Overall we did find that both GATK versions yield an

impressive walltime <4 hours (excluding alignment) on
a 20X WGS human data, with appropriate sample-level
parallelization.

Implementation
We implemented a battery of benchmarking scripts to
perform the testing of GATK3.8 and GATK4 tools, as
described below.

Software versions
GATK3.8 was downloaded from the Broad Institute’s
software download page, build GATK-3.8-0-ge9d806836.
Picard version 2.17.4 and GATK4.0.1.2 were downloaded
from GitHub as pre-compiled jar files.

Tools
Our benchmarking focused on the GATK Best Prac-
tices [7, 8] starting from the duplicate marking stage
through variant calling. The MarkDuplicates tool is
not part of GATK3 and was called from a sepa-
rate toolkit, Picard. MarkDuplicates is included directly
into GATK4. Realignment is no longer recommended,
and was not tested. The base recalibration process
consists of two tools, BaseRecalibrator and Print-
Reads(GATK3.8)/ApplyBQSR(GATK4). The final tool we
benchmarked was HaplotypeCaller, which is common to
both versions of GATK.

Data
A dataset corresponding to whole genome sequencing
(WGS) performed on NA12878 [27, 28] to ∼20X depth
was downloaded from Illumina BaseSpace on Dec 16,
2016. The paired-ended, 126 nt reads were aligned with
BWA MEM [29] against the hg38 human reference (Oct
2017 GATK Bundle) and sorted with Novosort [30] prior
to benchmarking. Some settings required multiple tests
and measurements; in those cases we only used the reads
that mapped to chromosome 21. For known sites, dbSNP
build 146 was used.

Hardware
All tests were conducted on Skylake Xeon Gold 6148 pro-
cessors with 40 cores, 2.40 GHz. Each node had 192 GB,
2666MHz RAM. The nodes were stateless, connected to a
network-attached IBMGPFS ver. 4.2.1 with custommeta-
data acceleration. The cluster used EDR InfiniBand with
100 Gb/sec bandwidth, 100 ns latency. Nodes ran Red Hat
Enterprise Linux 6.9.

https://github.com/ncsa/GATK_Benchmarking
https://software.broadinstitute.org/gatk/download/archive
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Fig. 1 GATK3.8 Thread Scalability. a Scalability of BaseRecalibrator, PrintReads and HaplotypeCaller. Sample: NA12878 WGS. Fold change refers to
the fold difference in walltime between the new measurement when compared to the performance with a single thread
((newtime − baselinetime)/baselinetime). b Scalability of PrintReads, in more detail. Normally walltime should decrease with thread count, as the
computation is performed in parallel by multiple threads. However, in the case of PrintReads the opposite is observed. The increasing walltime as a
function of thread count therefore signifies poor scalability and explains the decreasing trend for PrintReads line on panel (a). Sample: NA12878 chr
21. Error bars denote 1 SD around the mean of three replicates

Results
GATK3.8 tool-level thread scalability
Threading is one way of implementing parallelization
to speed up a program. Data-level parallelization is fre-
quently used in bioinformatics, by subdividing the input
data into smaller chunks that can be worked on in par-
allel by the threads. It is useful to know how well a
program scales with thread count: ideally the run time
should decrease proportionately to the number of threads
used on the data The non-Spark GATK4 version is
entirely single-threaded, except for the PairHMM portion
of HaplotypeCaller (“PairHMM scalability in GATK4 hap-
lotypeCaller” section below). Picard’s MarkDuplicates is
also single-threaded. Thus, our thread scalability testing
focused on the GATK3.8 tools, which utilizes user-level
options (-nct and -nt) to control how many computer
cores should be engaged by the program, and how many
threads one should deploy per core. We measured the
walltime for each tool when invoked with a certain thread

count, in the range from 1 to 40. We kept nt at 1 and mod-
ified nct, aiming to engage multiple cores on our nodes
and varying the number of software threads running on
the multi-core CPU. When reporting one thread for Hap-
lotypeCaller, we mean that one thread of each type was
used. We tracked the number of cores engaged and the
number of threads spawned via the linux top command.
The tools respond differently to multithreading, and all

show suboptimal scalability: run time decreases less than
the increase factor of the thread count. Both BaseRecal-
ibrator and HaplotypeCaller experience a 5-fold speedup
compared to a single-threaded run when using 16 threads,
but do not scale beyond that (Fig. 1a). PrintReads gains
an initial improvement with 3 threads (the apparent opti-
mum for our dataset), and experiences degraded perfor-
mance at higher thread counts (Fig. 1b).
Suboptimal scalability can occur for a variety of reasons.

In the I/O-heavy bioinformatics applications, which fre-
quently have to repeatedly grab data from disk, do work

Fig. 2 GATK4 thread scalability for Java parallel garbage collection. Sample: NA12878 WGS. The measurements at 1 PGC thread represent the
default, meaning that PGC is not enabled. Error bars denote SD around the mean of three replicates. aMarkDuplicates. b BaseRecalibrator
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in RAM, then write back to disk, the performance usu-
ally degrades due to disk access latency, network latency in
communicating to the filesystem, and thread contention
for RAMbandwidth. Thus, requestingmany threads is not
optimal for the GATK3.8 tools, and one has to balance
the number of tools running per-node vs. the number of
threads requested per-tool, to ensure full node utilization
without degraded performance. Performance gains could
be achieved by using internal SSDs on the compute nodes,
thus avoiding the network and spinning disk access issues
during the computation.

GATK4 parallel garbage collection
Garbage Collection in JAVA is a mechanism to automati-
cally remove from memory the variables and objects that
are no longer useful or necessary for computation. This
frees the developer from the need to worry about man-
ually destroying those objects in the code, thus reducing
the code base and eliminating the possibility of ”forget-
ting” to do this, which otherwise could result in out-of-
memory errors. This is a very useful feature in JAVA, and
worth paying attention to when optimizing runtime per-
formance inGATK, which is JAVA-based code. A previous
study [10] found that enabling Java parallel garbage collec-
tor (PGC) with up to 32 threads improved the walltime of
GATK3.7. We explored this effect in the GATK4 tools.
The flags enabling PGC are passed to the GATK4 launch

script via the “–java-options” flag:

/path/to/gatk --java-options \
"-XX:+UseParallelGC \
-XX:ParallelGCThreads=<value>"

We found that enabling PGC for either ApplyBQSR or
HaplotypeCaller had no impact or even degraded per-
formance, depending on the number of threads used
(data not shown). However, in MarkDuplicates using 2-4
PGC threads provided optimal performance (Fig. 2a). For
BaseRecalibrator, there is much more variability that we
could not link to the state of the cluster (Fig. 2b). The opti-
mal thread choice appears to be around 24 threads, but the
high walltimes at thread counts close to 24 suggest that it
may be more reliable for end users to 1) perform a similar
thread count sweep on one’s own system to find the opti-
mum, or 2) leave parallel garbage collection off to avoid
one of the sub-optimal thread counts.
We took a cursory look at PGC scalability in GATK3.8

and did not find significant improvements. In Picard’s
MarkDuplicates, the optimum lies at approximately 2
PGC threads.
It is not clear why GATK4 performance could not

be improved by using PGC multithreading to the same
extent as has been reported for GATK3.7, except that per-
haps GATK4 code was still relatively fresh at the time of
our testing, and further improvements would have been

Table 1 Effects of asynchronous I/O settings on walltime (hours)
in GATK4

Async I/O activated?

Tool Name no all only for samtools I/O

BaseRecalibrator 4.07 2.95 2.88

ApplyBQSR 2.38 2.07 2.08

HaplotypeCaller 17.25 17.31 17.08

Sample: NA12878 WGS.

made later. We recommend users to run a cursory PGC
thread scalability analysis on their systems to establish
how GATK4 tools behave on their specific hardware. The
extra human time spent doing this could buy substan-
tial walltime and therefore financial savings, if the facility
must provide high-throughput analysis of large volumes
of genomic data on a continuous basis.

Asynchronous i/O in GATK 4
GATK4 has two types of asynchronous read/write
options: Samtools I/O and Tribble I/O. “Tribble” is a
specialized data format, mainly used for index files.
To enable asynchronous I/O, one must edit the fol-
lowing variables in a gatk-properties file, located at
src/main/resources/org/broadinstitute/hellbender/utils/
config/GATKConfig.properties in the GATK GitHub
repository:

samjdk.use_async_io_read_samtools
samjdk.use_async_io_write_samtools
samjdk.use_async_io_write_tribble

Fig. 3 GATK4 thread scalability in HaplotypeCaller. Sample: NA12878
chr21. Error bars denote 1 SD around the mean of three replicates
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Table 2 Splitting the genome by chromosomes

Chr Length Split 2 Split 3 Split 6 Split 12 Split 16

1 248,956,422

1,674,883,629

1,061,198,324

491,149,951
248,956,422 248,956,422

2 242,193,529 242,193,529 242,193,529

3 198,295,559

570,048,373

198,295,559 198,295,559

4 190,214,555 190,214,555 190,214,555

5 181,538,259
352,344,238

181,538,259

6 170,805,979

1,015,844,658

475,290,588

170,805,979

7 159,345,973
304,484,609

159,345,973

8 145,138,636 145,138,636

9 138,394,717

540,554,070

272,192,139
138,394,717

10 133,797,422

1,413,386,203

133,797,422

11 135,086,622
268,361,931

135,086,622

12 133,275,309
247,639,637

13 114,364,328

1,011,226,850

496,995,021

323,399,23514 107,043,718
209,034,907

15 101,991,189

16 90,338,345

253,969,071 253,969,07117 83,257,441

18 80,373,285

514,231,829

19 58,617,616

220,590,234 220,590,234
20 64,444,167

21 46,709,983

22 50,818,468

X 156,040,895
213,268,310 213,268,310

Y 57,227,415

Horizontal lines segregate the chunks. Numbers indicate the total number of nucleotides in each resultant chunk of data.

Each of these variables can be either “true” or
“false”. The properties file is passed to GATK with
the “–gatk-config-file” flag. Because GATK4 MarkDu-
plicates is just a port of Picard’s tool of the same
name, it does not accept a configuration file. We ran

HaplotypeCaller with a single thread for this series
of tests.
We found it best to enable asynchronous I/O for Sam-

tools reading and writing and disable it for Tribble I/O
(Table 1).

Fig. 4 Effects of data-level parallelization in GATK3.8. Sample: NA12878 WGS. The “Baseline” was a naive approach where we gave each tool 40
threads (1 thread per core). The “Baseline Optimized” gave each tool 40 threads, except for PrintReads, which utilized 3 threads. MarkDuplicates and
BaseRecalibrator were given 2 and 20 parallel garbage collection threads, respectively. “Split 2,” “Split 3,” etc. means that the aligned sorted BAM was
split into 2, 3, etc. chunks, as shown in Table 2. Panel (a) shows experiments with chunks computing on the same node. In panel (b) computation
was spread across nodes in groups of 3 chunks per node
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Fig. 5 Effects of data-level parallelization in GATK 4. All compute was
kept within the same node. Sample: NA12878 WGS. “Split 2,” “Split 3,”
etc. means that the aligned sorted BAM was split into 2, 3, etc. chunks,
as shown in Table 2

PairHMM scalability in GATK4 haplotypeCaller
Intel partnered up with the Broad Institute to create the
Genomics Kernel Library (GKL), which includes key opti-
mizations to the HaplotypeCaller algorithm. The library
introduces AVX optimized versions of the PairHMM and
Smith-Waterman algorithms. Additionally, OpenMP sup-
port was added to the PairHMM algorithm to enable mul-
tithreading. While the library was developed to be used
in GATK4, the AVX capabilities were back propagated to
GATK3.8 as well.
The pre-built GATK4 that we downloaded from the

repository was already configured to automatically detect
hardware support for AVX. On our Skylake architecture,
AVX-512 was utilized automatically.
The multi-threaded implementation of the PairHMM

algorithm can be enabled with the following flags:

--pairHMM AVX_LOGLESS_CACHING_OMP

and

--native-pair-hmm-threads <thread num>.

The optimum for GATK4 HaplotypeCaller seems to be
around 10 threads (Fig. 3).

Splitting by chromosome
To achieve the greatest speedup, it is often efficient to
split data by chromosome and process each interval in
parallel. Here, we split the aligned sorted BAM into vary-
ing numbers of roughly equal-size chunks (Table 2) by
using the GATK interval flag (-L) to observe how split-
ting affected walltime. The chunks were either kept on the
same node for maximal utilization of cores (“within-node”
parallelization) or spilled to more nodes for even shorter
walltime (“across-node” parallelization).
The previously discussed optimizations were applied in

these experiments for both GATK3.8 and GATK4. For
“within-node splitting,” we strove to optimally fill up our
40-core Skylake nodes by adjusting optimization param-
eters based on the number of chunks being processed in
parallel within the node. For example, in GATK3.8 the
optimal thread count for a tool may be around 10 threads,
but we set the thread count for each chunk to 3 when
the input is split into 12 chunks, while keeping all com-
putations on the same node. Parallel garbage collection
degrades the performance of BaseRecalibrator at lower
thread counts and was therefore not used in the splitting
experiments. Parallel GC was used with MarkDuplicates,
but with only 2 threads, as that was optimal.

GATK3.8 results For within-node parallelization beyond
three chunks, the benefit of splitting the data begins
to be counteracted by the degradation in performance
caused by decreasing the thread count of each tool
(Fig. 4a). Thus it makes sense to spread execution

Fig. 6 GATK4 throughput testing. Total walltime was benchmarked while running multiple samples simultaneously on the same node. As more
samples are placed on the node, the threads given to HaplotypeCaller were reduced accordingly. Sample: NA12878 WGS. a Total walltime for
running a batch of many samples on the same node. b Number of samples effectively processed per hour
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Table 3 Summary of optimized parameter values

Tool name GATK3.8 GATK4

PGC Tool threads PGC Async AVX threads

MarkDuplicates 2 threads 1 2 threads N/A N/A

BaseRecalibrator 20 threads -nct 40 20 threads
Yes for Samtools, No
for Tribble

N/A

ApplyBQSR off -nct 3 off N/A

HaplotypeCaller off -nt 1 -nct 39 off 8

over multiple nodes. We tested processing 6 chunks
on 2 nodes, and 12 chunks on 4 nodes - thus keep-
ing to 3 chunks per node (Fig. 4b). This further
reduced the total walltime, although perhaps at a higher
compute cost.

GATK4 results Splitting the aligned sorted BAM into
chunks is simple in GATK4, as the only multithreaded
tool is HaplotypeCaller. We again split into 2, 3,
6, and 16 chunks, which were kept on the same
node, and the PairHMM thread count for Haplotype-
Caller was adjusted accordingly (Fig. 5). In contrast
to the results we observed for GATK3.8, the walltime
keeps improving when splitting all the way down to
16 chunks.

Throughput
When optimizing throughput, one is maximizing the
number of samples processed per unit time, albeit at the
cost of higher walltime per sample. Because GATK4 is at
present single-threaded by design, it lends itself extremely
well to this kind of optimization. We created 40 copies
of the NA12878 aligned sorted BAM file and processed
them in parallel on a single 40-core node (Fig. 6). The
overall walltime does increase as one adds more samples
to a node, probably due to contention for memory access
and possibly disk I/O. However, the overall throughput
increases substantially up until around 20 samples per
node. Placing more than 20 samples on a 40-core Skylake
node is probably not cost-effective.

Discussion
The tested optimizations intended to speed up com-
putation in individual GATK tools are summarized in
Table 3. When applied together, these optimizations sig-
nificantly reduce the walltime on NA12878 WGS 20X
(no splitting by chromosome). In GATK3.8 the MarkDu-
plicates → BaseRecalibrator → PrintReads → Haplo-
typeCaller walltime went from 21.7 hours down to 15.3
hours (29.3% improvement). In GATK4 the MarkDu-
plicates → BaseRecalibrator → ApplyBQSR → Haplo-
typeCaller walltime went from 24.9 hours to 20.7 hours
(16.9% improvement). Note that the walltime is fairly
comparable between the two GATK versions despite
the single-threaded nature of GATK4, highlighting the
performance optimizations introduced into that new
release due to complete rewrite of many portions of
the code.
Further walltime improvement can be achieved via split-

ting the aligned sorted BAMby chromosome. In GATK3.8
the walltime is reduced down to 5 hours when BAM is
split into 16 chunks running on the same node – a 76.9%
improvement relative to the unoptimized, unsplit config-
uration. Further benefit can be achieved by splitting into
12 chunks across 4 nodes: down to 3.4 hours (84.3% total
improvement). A similar walltime of 3.6 hours is accom-
plished in GATK4 by splitting into 16 chunks running on
the same node – potentially a very cost-effective solution.
To assess the financial costs and benefits resulting from

the various configurations of the pipeline, we calculated
the dollar amount for our runs based on AWS pricing.

Table 4 Financial costs per sample when running an optimized pipeline, based on AWS on-demand pricing as of August 2019:
c5.9xlarge at $1.53 per hour and c5.18xlarge at $3.06 per hour

GATK version Splitting Samples Nodes Walltime, hrs c5.9xlarge c5.18xlarge

GATK 4.0.1.2 no splitting 1 1 20.7 $31.7 $63.3

GATK 3.8 no splitting 1 1 15.3 $23.4 $46.8

GATK 3.8 12 chunks 1 4 3.4 $20.8 $41.6

GATK 3.8 6 chunks 1 2 4.7 $14.4 $28.8

GATK 3.8 16 chunks 1 1 5.0 $7.7 $15.3

GATK 4.0.1.2 16 chunks 1 1 3.6 $5.5 $11.0

GATK 4.0.1.2 no splitting 40 1 34.1 $1.3 $2.6

Configurations are sorted by cost.
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All our nodes are built with 40-core Skylake CPUs and
192 GB of RAM. This does not exactly match any of the
AWS Skylake instances: c5.9xlarge gives 36 cores and 72
GB of RAM, and c5.18xlarge gives 72 cores and 144 GB
of RAM. Our optimizations do aim to maximally pack
our nodes with processes, but 72 GB of RAM would
probably be insufficient for some high-throughput config-
urations. Thus Table 4 gives cost estimates for both types
of instances, with the understanding that true values are
somewhere in between. The Google cloud provides n1-
standard-32 instances with 32 cores and 120 GB of RAM,
which are more similar to our nodes and therefore provide
a closer benchmark. Their cost is $1.51 per hour, which
is very close to the AWS c5.9xlarge at $1.52 per hour, and
therefore the same dollar estimates apply.
The data emphasize the trade-off between speed and

per-sample cost of the analysis. One could achieve the
two types of optimizations outlined in the Background
section, using our recommendations as follows.

Maximizing speed: to minimize the time to process a
single sample, useful in time-critical situations, i.e.
when a patient has a critical or rapidly develop-
ing condition, use GATK3.8 by splitting the sample
into 12 chunks and computing across 4 nodes; resul-
tant walltime is 3.4 hours at the cost of $41.60 on
c5.18xlarge.

Maximizing throughput: to maximize the number of
samples processed per unit time, cost-effective for
routine analyses or large population studies, use
GATK4.0.1.2 by running 40 samples on one node;
total walltime is 34.1 hours with 1.18 samples pro-
cessed per hour at the cost of $2.60 per sample.

Our study does not encompass the performance issues
of Spark code in GATK4, because that functionality was
not ready for use as of the time of this writing.

Conclusions
In this paper, we presented efficient methodology for
running the Best Practices variant calling pipeline in a
time-sensitive manner by employing run-time optimizing
software parameters and data-level parallelizations. We
showed a significant improvement in run time on whole
human genome data, compared to previous benchmark-
ing efforts. Both GATK3.8 and GATK4 are still useful, for
different purposes. The Spark functionality of GATK4 is
expected to bring still further speedups to this widely used
and valuable code base.
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