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A B S T R A C T   

The protein inverse folding problem, designing amino acid sequences that fold into desired protein structures, is 
a critical challenge in biological sciences. Despite numerous data-driven and knowledge-driven methods, there 
remains a need for a user-friendly toolkit that effectively integrates these approaches for in-silico protein design. 
In this paper, we present DIProT, an interactive protein design toolkit. DIProT leverages a non-autoregressive 
deep generative model to solve the inverse folding problem, combined with a protein structure prediction 
model. This integration allows users to incorporate prior knowledge into the design process, evaluate designs in 
silico, and form a virtual design loop with human feedback. Our inverse folding model demonstrates competitive 
performance in terms of effectiveness and efficiency on TS50 and CATH4.2 datasets, with promising sequence 
recovery and inference time. Case studies further illustrate how DIProT can facilitate user-guided protein design.   

1. Introduction 

Proteins, composed of amino acid chains that fold into various 
structures, are fundamental to numerous biological functions. Predict-
ing the structure of a given protein sequence is a well-explored problem, 
with a range of algorithms developed, including energy function based 
methods [1], co-evolutionary based methods [2], and end-to-end based 
methods [3,4]. The success of these methods underscores the potential 
of computational approaches in the protein-related domain. 

An equally important but more challenging problem is the inverse 
folding problem, which involves designing amino acid sequences that 
conform as closely as possible to a given protein structure [5]. Such a 
task aids in the design of refined mutant proteins and serves as a core 
step in de novo protein design for bioengineering [6]. Early works [7] [–] 
[10] focused on designing de novo proteins by analyzing energy function 
terms and mutating to achieve low energy states that fit the structure. 
The advent of end-to-end deep learning models for protein folding 
prediction has inspired the development of similar models for the in-
verse folding problem [11] [–] [13]. These models, typically conditional 
generative models, use the target structure as the condition to model the 
conditional distribution of the amino acid sequence. They aim to fit the 

unknown conditional distribution of the amino acid sequences Y to all 
the coordinates group X ∈ Rn×4×3 backbone atoms N,Cα,C,O of length 
n, i.e., fit p(Y|X). 

Since all the possible states of Y grow exponentially with the 
sequence length n, the practical training object is usually to maximize 
the conditional likelihood of a residue given structure and parts of se-
quences p(yi

⃒
⃒yi− 1,…,y1;X). The whole sequence distribution for protein 

design can be indirectly given by the following equation. 

p(Y|X)=
∏n

i=1
p(yi|yi− 1,…, y1,X)

The factorization form implicates the autoregressive sampling 
pattern to decode the final sequence, which means sampling the residue 
at the i th position refers to the p(yi|yi− 1,…,y1;X), and use the result as 
the condition (yi, yi− 1,…, y1) to sample the next residue yi+1 iteratively. 
However, these autoregressive models suffer from two key issues. First, 
the teacher forcing problem [14] arises when using autoregressive 
models. These models are trained to predict each token based on the 
correct previous tokens. But during inference, the model must predict 
based on its own previous predictions. This discrepancy between 
training and inference can lead to errors that propagate through the 
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sequence. This is particularly problematic in the inverse folding prob-
lem, where the order of the residue sequence does not reflect the de-
pendency among residues. Second, the efficiency of autoregressive 
models is another limitation. The time complexity of autoregressive 
generation, which corresponds to its left-to-right, one-by-one decoding 
behavior, can significantly increase the time required for in silico design 
processes, particularly for long residue chains. 

Non-autoregressive generation, a collection of parallel generation 
algorithms, offers a solution to these problems. By simultaneously 
generating and refining the whole sequence, these algorithms can 
address the teacher forcing problem and improve generation efficiency 
through parallelization. These methods have shown promise in the 
domain of speech generation, as evidenced by works such as FastSpeech 
[15], MaskPredict [16], and Improved Non-Autoregressive [17]. 

Inspired by these works, we apply a non-autoregressive generative 
model to the protein design problem, addressing both the teacher forcing 
gap and low generation efficiency by generating and refining the entire 
sequence at once. In silico experiments suggest that our model achieves a 
54.4 % sequence recovery rate on TS50 and 50.6 % in CATH4.2 (details 
in Appendix A). Building on this, we develop DIProT, a deep learning 
based interactive protein design toolkit that allows users to specify the 
target structure and fix parts of the sequence they want to preserve. This 
facilitates user-guided, in-silico protein design and evaluation. The web 
server of DIProT is available at http://bioinfo-xwwang-thu.cn/DIProT. 

2. Results 

2.1. Design process and Utilization of DIProT for interactive Protein 
design 

Protein design is a complex task that often involves multiple itera-
tions of trial and error [18,19], as depicted in Fig. 1(a). The process 
normally starts with the selection of a reference structure with a high 
potential for the desired function. This structure can originate from 
natural proteins with similar functions or be based on domain knowl-
edge in biochemistry and structural biology [20,21]. Amino acid se-
quences are then generated through mutation or protein design 
algorithms, and experimentally validated to assess their structural 
proximity to the reference and their functional efficacy. Insights from 
these experimental results guide the identification of conserved regions 
and the refinement of other regions, leading to subsequent iterations 
that potentially increase the success rate. 

However, this process is time-consuming and labor-intensive. One of 
the most challenging steps is the generation of candidate sequences, a 
problem known as inverse folding. Existing algorithms to tackle this 
problem [11,13,22] often require low-level command-line program-
ming environments and complicated parameter tuning, posing signifi-
cant challenges. To address these inconveniences and fit the entire 
design loop, we developed DIProT, a toolkit with the following features.  

1. An efficient inverse-folding model based on the non-autoregressive 
decoding paradigm, enabling cost-effective and rapid in silico 
experiments. 

2. A user-friendly graphical user interface (GUI) that integrates multi-
ple algorithms to facilitate a fast and intuitive feedback design loop 
(Fig. 1(b)).  

3. The ability to generate and rank candidate sequences given the 
reference structure and an optional sequence motif to be preserved, 
powered by deep generative models.  

4. Detailed atom-level structure comparisons between the predicted 
structure of generated sequences and the reference structure, 
assisting users in filtering sequences with low structural similarity or 
other undesired features and identifying conserved motifs for pres-
ervation in subsequent generation rounds. 

Fig. 1(b) provides a visual representation of the DIProT process, 
using the redesign of a phage protein (PDB ID: 2xcj_A) as an example. In 
this example, the user uploads the full structure of 2xcj_A as the refer-
ence structure (in.pdb format), with no motif file, and specifies “5” for 
the number of designs to be generated. Motif file is an optional 
component in the design process. Specifically, the file should be in.json 
format, where keys represent fixed positions and values represent fixed 
amino acid types. It forms a vital bridge between data-driven design and 
knowledge-driven design, as shown in Fig. 1(a). It should be noted that 
DIProT only considers the coordinates of the main chain atoms of the 
reference structure as input. This means users can upload a full protein 
structure to generate a similar or improved version or a file with only 
main chain information for De Novo protein design. 

Once the reference structure is uploaded and the number of designs 
specified, DIProT generates several sequences matching the reference 
structure using the inverse folding model. The in silico evaluations are 
then automatically applied to them, primarily contributed by an effi-
cient structure prediction model, ESMFold [4]. As shown in Fig. 1(b) 
(iii), the designs are then ranked using the in silico metrics: (1) score, the 

Fig. 1. Protein design process and toolkit overview. (a) A typical protein design process that involves a computational design (blue) and a wet-lab validation 
(green) cycle. The computational design step relies on deep learning models or big data analysis, which are data-driven methods. The wet-lab validation step depends 
on the experimenters’ prior knowledge and experience, which are knowledge-driven methods. Functional motifs from the knowledge-driven step can be used as 
inputs for the data-driven step, which can bridge the two steps and enable iterative refinement of the design results. (b) The graphical user interface (GUI) of DIProT. 
(i) Buttons for uploading the designed structure (in.pdb format), the functional motif (in.json format), and selecting the number of designs. (ii) Canvas for displaying 
the uploaded structure (on the left) and the predicted structure (on the right) for the designed sequence (at the bottom). (iii) Designs and their evaluation metrics. 
When a design is clicked, the corresponding sequence and predicted structure will be shown in the respective areas in (ii). 
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likelihood of this sequence provided by the inverse folding model 
(higher means better). (2) RMSD, the root mean square deviation be-
tween the designed (predicted by ESMFold) and reference structure 
(lower means better). (3) pLDDT, ESMFold’s local distance difference 
test score when predicting the structure (higher means better). These 
metrics provide a comprehensive evaluation of the protein designs, 
considering both the sequence and structural aspects. 

The reference structure, the specific design sequence, and its pre-
diction structure are visualized for users to interact with them (Fig. 1(b) 
(ii)). Visualization aids in the understanding and interpretation of the 
results, allowing users to intuitively check the potential success of the 
design and identify fragments that might cause failure. 

The inverse folding model plays a key role in DIProT’s design pro-
cess. To have a better understanding of how it works and demonstrate its 
effectiveness and efficiency, the following sections will describe its 
implementation and performance. 

2.2. Technical Realization 

The overall inference pipeline for DIProT is depicted in Fig. 2. Given 
a protein structure, we represent it as a graph and extract features from 
the coordinates of its main chain atoms. These features are then 
embedded into a high-dimensional latent space and updated using an 
MPNN-based encoder [23], forming a memory bank. An MPNN-based 
decoder then generates the protein sequence from the memory bank, 
the previously decoded sequence, and the current decoding step. The 
decoder outputs a latent representation for all nodes, which is then 
processed by a classification head to obtain a distribution over 20 amino 
acids for each residue. If the decoding step reaches a pre-defined 
maximum, we sample a design sequence from the predicted distribu-
tion. Otherwise, we mask positions with low prediction confidence and 
proceed to the next decoding step. Masking residues with lower pre-
diction confidence can provide purer sequence information for the next 
step of decoding, thereby facilitating the correction of previously 
incorrectly generated sequences (see Appendix A, Figure A2 for a case 
study). The mask-and-refinement algorithm allows for the direct use of 
functional motifs as pre-generated sequences, if available. Detailed 
implementation and principles are provided in Appendix A. 

2.3. In-silico performance of DIProT 

2.3.1. Sequence level evaluation 
In assessing DIProT’s design performance, we first evaluated the 

native sequence recovery rate and perplexity on the CATH4.2 and TS50 

datasets (see Appendix A for dataset details). Sequence recovery mea-
sures how well a computational method can reproduce a protein’s nat-
ural amino acid sequence given its structure, while perplexity evaluates 
the model’s prediction of the native sequence. The results, presented in 
Table 1 and Table 2, demonstrate that DIProT performs comparably or 
better than existing methods. 

Although sequence recovery is a widely used metric to evaluate a 
design model, it is not enough to judge its practical effectiveness. 
Therefore, we performed additional evaluations for both singleton and 
dataset cases, as depicted in Fig. 3. 

We generate 20 sequences referencing the structure of a human 
gamma-crystallin D protein (PDB id: 1h4a_X) and draw a sequence logo 
(Fig. 3(a)). This shows that DIProT recommends sequences that 

Fig. 2. DIProT overview. Inference process for DIProT. We use a non-autoregressive method to generate protein sequences from protein structures. We first encode 
the input structure features into node embeddings and edge embeddings using an MPNN-based [23] encoder. Then we iteratively update the node embeddings and 
edge embeddings using an MPNN-based decoder and decode the node embeddings into amino acid probabilities using a softmax layer. We repeat this process for a 
fixed number of iterations (T = 20 in our experiments) and sample the amino acid at each position from the final probabilities. 

Table 1 
Sequence recovery and perplexity on CATH4.2 test set. DIProT is compared 
with ProteinMPNN, GVP-GNN, and Structured Transformer. As a non- 
autoregressive method, DIProT shows comparable performance to the state-of- 
the-art.  

Method Decoding 
Paradigm 

Sequence Recovery 
(%) 

Perplexity 

DIProT Non- 
autoregressive 

50.6 4.82 

ProteinMPNN [11] Autoregressive 50.8 4.74 
GVP-GNN [22] 40.2 5.29 
Structured Transformer 

[24] 
36.4 6.85  

Table 2 
Sequence recovery on TS50 dataset. The same training set as used 
by GVP-GNN was used for evaluation on TS50, as there is no standard 
training set for this dataset. We retrained ProteinMPNN using the 
same training set and its open-source code [31].  

Method Sequence Recovery (%) 

DIProT 54.4 
DenseCPD [25] 50.7 
ProteinMPNN [11] 48.0 
GVP-GNN [22] 44.9 
ProDCoNN [26] 40.7 
SPROF [27] 39.2 
SPIN2 [28] 33.6 
SPIN [29] 30.3 
Rosetta [30] 30.0  
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maintain the original amino acid in positions like 35 and 39, conser-
vative substitution in positions like 34 and 42, and suggests high di-
versity substitution in positions like 31 and 38. The prediction of 
conservation sites aligns with ConSurf’s results, a widely-used tool for 
estimating evolutionary conservation based on phylogenetic relations 
between homologous sequences [32]. 

After running the inference process for each reference protein 
structure in our hold-out test set, we obtained a confusion matrix of the 
amino acid from the original protein. The matrix can be partitioned into 
6 groups corresponding to the conservative substitution group indicated 
by BLOSUM62 (Fig. 3(b)). This shows that DIProT can learn substitution 
patterns among different types of amino acids without explicit instruc-
tion during model training, demonstrating its powerful sequence- 
generation capability. 

We also assessed DIProT’s ability to recommend diverse sequences at 
different sampling temperatures. Fig. 3(c) shows how sampling tem-
perature affects sequence diversity and recovery, proving that DIProT 
can generate more diverse sequences with only a slight trade-off in 
sequence recovery. 

2.3.2. Structure level evaluation 
As protein function is determined by its structure, and structure by 

sequence, it’s essential to evaluate designs on a structural level. To 
determine whether the designed sequences can fold to these reference 
structures as input, we use a structure-prediction model, ESMFold [4], to 
fold the designs. ESMFold has similar prediction precision compared 
with AlphaFold2 [3] but is more efficient. We mainly consider two 
metrics: RMSD and pLDDT. As described above, RMSD reflects the 

Fig. 3. Sequence level experiment results. (a) Sequence logo for a designed protein sequence (PDB id: 1h4a_X). To facilitate visualization, we only show a segment 
from position 31 to 45. The height of each letter indicates the predicted probability of the corresponding amino acid at that position. The letters are colored by the 
same groups as in BLOSUM62 (see subfigure (b)). The native sequence is displayed on the bottom, and at each position, we color its conservation analysis result 
predicted by ConSurf [32]. (b) Confusion matrix of DIProT’s prediction (left) and BLOSUM62 substitution matrix (right). The 20 amino acids are grouped into 6 
categories based on their similarity and interchangeability in BLOSUM62 (colored by different colors). Our model’s prediction shows a similar pattern of mutual 
substitution as BLOSUM62. (c) Sequence recovery and diversity metrics for DIProT with different sampling temperatures. Higher sampling temperature leads to 
slightly lower sequence recovery but greatly higher sequence diversity. (d) Inference time of DIProT (red) and ProteinMPNN (blue) for different chain lengths. DIProT 
is more than 10 times faster than ProteinMPNN in inference speed, and the efficiency advantage of DIProT is more obvious for longer proteins. 
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structural similarity between the predicted and native structures, while 
pLDDT reflects ESMFold’s prediction confidence. 

Similar to sequence similarity evaluation, we evaluate DIProT on a 
dataset level, comparing its results with random mutation. Fig. 4 shows 
that DIProT’ designs have lower RMSD (median = 1.31 Å vs. 16.38 Å) 
and higher pLDDT (median = 84.36 vs. 31.67) than randomly mutated 
sequences with the same sequence recovery. This suggests that DIProT 
can capture the deeper relationship between protein sequence and 
structure, beyond just optimizing sequence similarity. To rule out the 
effect of ESMFold prediction errors, we compare the prediction results of 
ESMFold for the native sequences and designed sequences (Fig. 4(b)). 
The results show a high correlation, further supporting that DIProT can 
generate sequences structurally similar to native ones. 

As shown in Fig. 4(c), we used DIProT to redesign a sugar-binding 
protein (PDB ID: 2xr6) and employed ESMFold to predict its structure. 
The result shows that despite a low sequence recovery (50.8 %), the 
structure corresponding to the designed sequence closely resembles the 
native structure (RMSD = 0.503 Å). Although there are still deviations in 
the structure corresponding to some positions (such as a small region at 
the N-terminus), it is a challenge not only for the inverse folding models 
but also for the folding prediction models to recover such parts. Indeed, 
ESMFold’s analysis of the native sequence also shows certain deviations 

in the prediction results for such parts. 

2.3.3. Time efficiency 
Real-time performance is crucial for interactive design. To achieve 

this with the two deep-learning-based models in DIProT, we adopt two 
strategies. First, we use ESMFold as the folding prediction model. This 
end-to-end neural network does not require precomputed multiple 
sequence alignments [4], offering higher inference efficiency than 
AlphaFold. Second, we use a non-autoregressive decoding paradigm for 
the inverse folding model, which has a fixed number of iterations for 
generating sequences. In contrast, existing autoregressive models 
require as many iterations as the protein length. The non-autoregressive 
inverse folding model’s inference time does not significantly change 
with protein length, while autoregressive methods’ time increases lin-
early. This makes DIProT much faster than existing autoregressive 
models like ProteinMPNN (Fig. 3(d)). 

3. Conclusion 

Protein design is a critical and fascinating problem that has long 
captivated biologists. In this paper, we introduced a non-autoregressive 
inverse folding model for in-silico protein design. We combined this 

Fig. 4. Structural level experiment results. (a) Comparison of sequence recovery, ESMFold pLDDT, and RMSD metrics for our inverse folding model’s designs (red) 
and randomly mutated sequences (blue). We use proteins in TS50 dataset for evaluation (see Appendix A). For each protein, we generate 20 designed sequences and 
20 mutant sequences. The designed sequences are created by sampling from DIProT’s prediction distribution at a temperature of 0.1. The mutant sequences are 
created by randomly introducing mutations into the native sequences, ensuring that the sequence recovery between the mutant and the native ranges from 20 % to 
80 %. (b) Correlation between DIProT designed sequences and native sequences using pLDDT and RMSD metrics on the TS50 dataset. The designed sequences show a 
positive correlation with native sequences in terms of pLDDT (r2 = 0.48) and RMSD (r2 = 0.63). The results illustrate that DIProT can generate structurally similar 
sequences for natural proteins that ESMFold can predict accurately and that ESMFold’s predictions are poor for unsuccessful designs. (c) A redesigned case for DIProT 
on a sugar-binding protein structure (PDB ID: 2xr6). The native structure, ESMFold’s prediction of the native sequence, and ESMFold’s prediction of the designed 
sequence are shown in cyan, red, and blue, respectively. 
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model with another protein folding prediction model, ESMFold, to 
develop the interactive protein design toolkit, DIProT. By integrating 
expert knowledge into a data-driven protein design model and providing 
a comprehensive analysis pipeline at both the sequence and structural 
levels, DIProT offers a human-in-the-loop design system that streamlines 
the user design workflow. It also provides visualization and user inter-
action of the design outcomes. 

In this paper, we have not yet conducted wet-lab validations to 
evaluate DIPorT on the function level, in which motif sequence may play 
a crucial role in function. Looking forward, we plan to apply DIPorT to a 
specific protein design case, cooperating with its functional motif, to 
evaluate DIProT’s design ability to incorporate the motif. We also plan 
to refine our inverse folding model and toolkit to tackle increasingly 
complex and diverse protein design challenges. 
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