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Synthetic enforcement of STING signaling in cancer
cells appropriates the immune microenvironment for
checkpoint inhibitor therapy
Larsen Vornholz1,2, Sophie E. Isay1,2, Zsuzsanna Kurgyis1,2,3, Daniel C. Strobl1,2,4, Patricia Loll1,2,
Mohammed H. Mosa5,6, Malte D. Luecken4,7,8, Michael Sterr9,10, Heiko Lickert9,10,11,12,
Christof Winter1,2,13,14, Florian R. Greten5,6,14,15 , Henner F. Farin5,6,14,15, Fabian J. Theis4,16,17,
Jürgen Ruland1,2,13,14,18*

Immune checkpoint inhibitors (ICIs) enhance anticancer immunity by releasing repressive signals into tumor
microenvironments (TMEs). To be effective, ICIs require preexisting immunologically “hot” niches for tumor
antigen presentation and lymphocyte recruitment. How the mutational landscape of cancer cells shapes
these immunological niches remains poorly defined. We found in human and murine colorectal cancer (CRC)
models that the superior antitumor immune response of mismatch repair (MMR)–deficient CRC required tumor
cell–intrinsic activation of cGAS-STING signaling triggered by genomic instability. Subsequently, we syntheti-
cally enforced STING signaling in CRC cells with intact MMR signaling using constitutively active STING variants.
Even in MMR-proficient CRC, genetically encoded gain-of-function STING was sufficient to induce cancer cell–
intrinsic interferon signaling, local activation of antigen-presenting cells, recruitment of effector lymphocytes,
and sensitization of previously “cold” TMEs to ICI therapy in vivo. Thus, our results introduce a rational strategy
for modulating cancer cell–intrinsic programs via engineered STING enforcement to sensitize resistant tumors
to ICI responsiveness.
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INTRODUCTION
Immune checkpoint inhibitors (ICIs) have revolutionized cancer
therapy and brought benefits to many tumor patients that were in-
conceivable 15 years ago (1). ICIs relieve inhibitory signals (check-
points) from receptors such as PD1 or CTLA4 on tumor-infiltrating
lymphocytes (TILs), which are frequently usurped by cancer cells,
and thereby restore antitumor immunity via CD8+ cytotoxic T lym-
phocytes (CTLs) (2). However, a substantial fraction of cancer pa-
tients are resistant to ICI therapy because their T cells fail to
infiltrate the tumor microenvironment (TME) or lack an initial ac-
tivating signal in response to tumor-associated antigens in the vi-
cinity of cancer cells, which are provided by antigen-presenting
cells (APCs). The sensitivity of malignant tumors to ICI therapy

is therefore critically dependent on the initial recruitment, activa-
tion, and/or differentiation of lymphoid and myeloid immune
cells into intratumoral inflammatory and immunologically “hot”
niches. Because the biology of these niches is typically determined
by the mutational landscape and the aberrant molecular signaling
within the cancer cell itself (3), understanding and engagement of
these mechanisms may offer novel perspectives to develop TME-
modulating strategies that can overcome the current limitations of
ICI treatment.

To date, three predictive biomarkers for anti-PD1 or anti-PDL1
ICI responses have been validated: the mismatch repair (MMR)
status of the cancer cell (4), the tumor mutational burden (TMB)
(5), and the level of PDL1 expression in the tumor tissue (6). Defi-
ciency in DNA damage repair genes due to the loss of function of
elements of the MMR machinery, such as MutL homolog 1
(MLH1), MutS homolog 2 (MSH2), DNA polymerase delta 1
(POLD1), and DNA polymerase epsilon (POLE) (7, 8), results in
genomic instability, a cancer hallmark (9), and a hypermutator phe-
notype with accumulation of unrepaired replication-associated
errors, numerous alterations in microsatellite sequence, a phenom-
enon called microsatellite instability (8, 10), and a genome-wide in-
crease in somatic mutations with an elevated TMB and enrichment
of neoantigens in the tumor tissue (11, 12).

In colorectal cancer (CRC), which is one of the most prevalent
malignancies in the world, with nearly 1 million deaths in 2020 (13,
14), approximately 15 to 20% of tumors harbor inherited or spora-
dic loss-of-function mutations in or epigenetic silencing of MMR
regulators (12). These MMR-deficient (dMMR) tumors generally
have a better clinical prognosis than microsatellite-stable CRCs
(15, 16), and they are particularly responsive to ICI immunotherapy
(4, 17, 18). However, approximately 50% of dMMR tumors do not
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respond to immune checkpoint blockade, suggesting that the neo-
antigen-generated mutation burden is not sufficient to drive re-
sponsiveness to immunotherapy.

Using murine and human CRC models, we observed that defi-
ciency in MMR genes triggered an aberrant accumulation of DNA
in the cytosol that subsequently activated the cGAS-STING innate
immune pathway within the tumor cell, in addition to genomic mu-
tations. These events shaped an immunologically active TME with
TIL recruitment and productive antitumor immunity in vivo.
Building on these observations, we engineered constitutively
active gain-of-function STING variants to enforce tumor cell–in-
trinsic STING pathway activation. Even in MMR-proficient
cancer cells, this strategy was sufficient to induce local APC activa-
tion in vivo, recruitment of lymphoid effector cells, and sensitiza-
tion of previously “cold” tumors to ICI therapy. Together, these
results present a synthetic strategy to enforce STING signaling
within cancer cells to reprogram TMEs for responsiveness to
ICI therapy.

RESULTS
MMR deficiency drives IFN signaling in CRC
To identify immunostimulatory pathways in dMMR CRCs that
could be responsible for their superior susceptibility to ICIs, we
first retrieved genome and RNA-seq data from 524 colorectal and
rectal adenocarcinoma patient samples from The Cancer Genome
Atlas (TCGA). On the basis of the mutational status of MLH1,
MSH2, POLD1, and POLE, which are frequently inactivated in
CRC (7, 8), we divided the samples into dMMR tumors (n = 73)
and MMR-proficient (pMMR) tumors (n = 451). Consistent with
previous data (10), the frequency of genomic mutations per mega-
base (TMB) was significantly higher in dMMR than in pMMR cases
(Fig. 1A). Next, we performed a preranked gene set enrichment
analysis (GSEA) of differentially expressed genes between these
groups using the Reactome pathway database. The top differentially
regulated pathways between dMMR and pMMR tumors involved
immune and inflammatory processes with a prominent representa-
tion and enrichment of interferon (IFN) signaling–related signa-
tures such as “IFN-γ signaling,” “IFN signaling,” and “IFN-α/β
signaling” in the dMMR cancers (Fig. 1B). Thus, dMMR in CRC
is associated not only with an increased TMB but also with activa-
tion of IFN signaling in cancer tissue.

The TCGA datasets were retrieved from tumor tissue blocks that
contained epithelial cancer cells, stroma, and infiltrating immune
cells. To selectively explore putative cancer cell–intrinsic inflamma-
tory signals in primary human CRC specimens, we next prepared
tumor organoids from CRC patients for whole-exome sequencing
(WES), RNA sequencing (RNA-seq), and GSEA (Fig. 1C). In our
biobank, we identified three dMMR organoids with mutations in
MSH2 or POLE that were compared to nine pMMR samples
without mutations in known MMR genes (tables S1 and S2). In
these dMMR tumor organoids, we observed increased TMB
(Fig. 1D). In addition, type I IFN signaling represented by IFN-α/
β signaling was one of the most prominently enriched pathways in
the dMMR cases (Fig. 1E and fig. S1A), demonstrating tumor cell–
intrinsic activation of these immune signaling pathways.

MMR deficiency triggers tumor cell–intrinsic STING
pathway activation
To dissect the mechanisms that drive tumor cell–intrinsic IFN sig-
naling in dMMRCRC, we used a genetically tractable murinemodel
and edited the MC38 CRC cell line using CRISPR-Cas9. First, we
homozygously disrupted MLH1 in MC38 cells (Fig. 2A). Subse-
quent RNA-seq and GSEA confirmed a strong induction of IFN sig-
naling upon MLH1 deletion, which was represented by the top
differentially regulated signatures IFN signaling and IFN-α/β sig-
naling (Fig. 2B). In addition, in the cytosol of MLH1−/− tumor
cells, we detected an increase in genomic DNA (fig. S2C), which
is released from the nucleus upon continuous DNA damage
(19–21).

Mammalian cells detect cytosolic DNA via the DNA sensor
cGAS (22), which subsequently generates the second messenger
cGAMP to activate the innate immune adapter molecule STING,
leading to TBK1 signaling and transcription of type I IFN genes
(23). To explore the role of the cGAS-STING pathway in dMMR-
triggered IFN signaling, we created double-mutated MC38 cells
with codeletion of MLH1 and cGAS (MLH1/cGAS−/−) or MLH1
and STING (MLH1/STING−/−) (fig. S2A). Deletion of MLH1 led
to cell-autonomous production of cGAMP in a cGAS-dependent
manner (fig. S2D). Moreover, MLH1 deficiency resulted in in-
creased IFN-β production, which was also strictly dependent on
cGAS-STING signaling (fig. S2E). In line with the increased IFN-
β production, MLH1-deficient MC38 cells also displayed increased
signal transducer and activator of transcription 1 (STAT1) phos-
phorylation, which mediates signals downstream of the type I IFN
receptor IFN-α and β receptor subunit 1 (IFNAR1) (fig. S2I).

Next, we measured the expression of the IFN-stimulated gene
(ISG) Isg15 as a prototypical marker for productive IFN signaling
(24) and the expression of Ccl5 and Cxcl10, which are critical
TIL-attracting chemokines (25). Isg15, Ccl5, and Cxcl10 were
strongly induced upon MLH1 deletion, and this induction was de-
pendent on cGAS and STING (fig. S2J). To create an additional
model of dMMR, we deleted MSH2 in MC38 cells without or
with cGAS or STING codeletion (fig. S2B). Similar to MLH1 dis-
ruption, MSH2 deficiency increased the presence of cytosolic
DNA (fig. S2F), cGAS-dependent cGAMP production (fig. S2G),
cGAS- and STING-mediated IFN-β production (fig. S2H), STAT1
signaling (fig. S2K), and ISG expression (fig. S2K).

To test the role of autocrine type I IFN signaling, we next blocked
the type I IFN receptor IFNAR1 in MLH1- or MSH2-deficient
MC38 tumor cells with anti-IFNAR1 antibodies. Blocking
IFNAR1 reduced the expression of Isg15, Ccl5, and Cxcl10, which
indicates that IFNs produced by dMMRMC38 tumor cells drive au-
tocrine transcription of ISGs at least in part via IFNAR1 (fig. S3, A
and B). Together, these experimental data demonstrate that defects
in the MMR machinery lead to an accumulation of DNA in the
cytosol, which stimulates the production of cGAMP via cGAS to
engage STING for the activation of type I IFN gene transcription.

To translate these findings to human CRC, we used our patient-
derived organoid models. In the dMMRorganoids, we observed en-
hanced ISG15 gene expression in comparison to the pMMR coun-
terparts. This ISG expression was significantly reduced upon
pharmacological TBK1 inhibition (Fig. 2C), indicating that the
principal mechanisms of colon cancer cell–intrinsic dMMR-trig-
gered ISG induction are conserved between mice and humans.
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STING signaling in dMMR CRC mediates immunogenicity
Next, we studied the consequences of tumor cell–intrinsic STING
activation on tumor immune TMEs and dMMR cancer cell growth
in vivo. To this end, we subcutaneously transplanted wild-type
(WT), MLH1- and MLH1/STING-deficient, or MSH2- and
MSH2/STING-deficient MC38 tumor cells into syngeneic C57BL/
6 mice (Fig. 2D). While WT, MLH1- and MLH1/STING-deficient,
or MSH2- and MSH2/STING-deficient MC38 tumor cells prolifer-
ated equally in in vitro cultures (fig. S3, C and D), MLH1- and
MSH2-deficient MC38 cells grew smaller tumors in vivo (Fig. 2, E
and F, and fig. S3, E and F). This reduced tumor growth was asso-
ciated with up-regulated expression of the chemokines Ccl5 and
Cxcl10, which are critical for the recruitment of cytotoxic CD8+ T

cells and natural killer (NK) cells into tumor tissues (Fig. 2, G and
H) (25). Consistently, we also detected higher frequencies of both
CTLs and NK cells in the TMEs of MLH1- or MSH2-deficient
tumor cells (Fig. 2, I and J) and up-regulation of the cytotoxic effec-
tor molecules granzyme B (Gzmb) and IFN-γ (Ifng) (Fig. 2, K and
L), which are known to mediate tumor cell killing (26, 27). The
absence of STING signaling not only abolished the dMMR-trig-
gered inflammatory response and TIL recruitment but also
enabled dMMR tumors (MLH1/STING−/− or MSH2/STING−/−)
to grow comparably to WT tumors.

Because type I IFNs are key effectors of STING signaling, we next
assessed the role of type I IFN signaling in dMMR tumors by treat-
ing animals with blocking anti-IFNAR1 antibodies. We observed

Fig. 1. MMR deficiency drives IFN signaling in CRC. Exome and RNA-seq data of pMMR and dMMR tumors (A and B) from 524 colorectal and rectal adenocarcinoma
patients (TCGA) or (D and E) from patient-derived primary organoids. (A) Mutation count per Megabase pairs (Mbp) of pMMR versus dMMR tumors. (B) GSEA of differ-
entially expressed gene sets from the Reactome database comparing pMMR versus dMMR tumors (+ve NES: dMMR). (C) Schematic representation of organoids from
patients. (D) Mutation count of pMMR (n = 9) and dMMR (n = 3) tumor organoids. (E) GSEA of RNA-seq data using the Reactome IFN-α/β signaling gene set comparing
dMMR (red) versus pMMR (blue). Student’s t test (A and D) was used to determine significance.
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Fig. 2. STING signaling in dMMR CRC mediates immunogenicity. (A) MLH1 deletion in MC38 tumor cells was confirmed byWestern blotting. (B) GSEA of RNA-seq data
to identify differentially expressed gene sets of WT versus MLH1−/− MC38 tumor cells by using the Reactome database (+ve NES: MLH1−/−). (C) The relative gene ex-
pression of ISG15 in pMMR (PDO#12) versus dMMR (PDO#7) cultured primary organoids was quantified by qPCR 16 hours after TBK1 inhibitor treatment. (D) Schematic
representation of the experimental setup in vivo. s.c. subcutaneous. (E) Growth of subcutaneously inoculatedWT, MLH1−/−, or MLH1/STING−/−MC38 tumor cells (n = 5) or
(F) WT, MSH2−/−, or MSH2/STING−/− MC38 tumor cells (n = 7 to 10) in syngeneic WT C57Bl/6 mice. (G to L) At the end point (MLH1 day 21; MSH2 day 19), subcutaneously
grown tumors were explanted for FACS and qPCR analysis. (G and H) Relative gene expression of chemokines (Ccl5, Cxcl10) was quantified by qPCR. (I and J) FACS analyses
displaying the percentages (CD8, NK) of live/CD45+ cells. (K and L) The relative gene expression of cytotoxic effector molecules (Gzmb, Ifng) was quantified by qPCR. The
data represent n = 3 technical replicates (C). The data are presented as the mean ± SEM (E and F). One-way ANOVA (C and G to L) was used to determine significance. AU,
arbitrary units.
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that dMMR tumors grew more aggressively in mice treated with
anti-IFNAR1, which demonstrates an essential role for type I IFN
signaling in the control of dMMR tumors (fig. S3, G and H). Fur-
thermore, we treated animals harboring MLH1- or MSH2-deficient
tumors with anti-CXCR3 antibodies. These antibodies block the
CXCL10-CXCR3 interaction, which is known to mediate TIL re-
cruitment to the TME in vivo. Treatment with anti-CXCR3 also re-
sulted in more aggressive growth of dMMR tumors in vivo,
indicating that the antitumor immune responses to dMMR
tumors also involve Cxcl10 signaling via the chemokine receptor
CXCR3 (fig. S3, I and J). Together, these genetic in vivo data dem-
onstrate that tumor cell–intrinsic STING signaling creates a hot cy-
totoxic T and NK cell–containing TME and affects in vivo tumor
cell growth via type I IFN- and CXCR3-mediated mechanisms.

STINGN153S expression enforces STING signaling in
cancer cells
After identifying a necessity for tumor cell–intrinsic STING signal-
ing for the immunogenicity of dMMR cancer cells, we explored
whether synthetically enforced STING signaling in tumor cells
could be sufficient to create hot TMEs in originally cold pMMR
cancer tissues. As a strategy to genetically enforce STING signaling
in MC38 cells, we used dominant active STING variants
(STINGN153S), which were originally isolated from patients suffer-
ing from the inherited autoinflammatory disease STING-associated
vasculopathy with onset in infancy, termed SAVI (28, 29). Using

retroviral particles, we transduced STINGN153S into pMMR MC38
cells (Fig. 3A). The parental pMMRMC38 control cells are hereafter
termed WT MC38 cells. Gene expression analysis and GSEA dem-
onstrated that the expression of STINGN153S was sufficient to enrich
the IFN-α/β signaling and IFN signaling gene expression signatures
in pMMR MC38 cells (Fig. 3B). Moreover, expression of
STINGN153S resulted in increased IFN-β production (fig. S4A). In
line with the increased IFN-β production, STINGN153S induced
STAT1 phosphorylation (Fig. 3C) and increased STAT1 protein ex-
pression, which is known to be induced by IFN signaling in a feed-
forward loop (30), indicating constitutive signaling. Furthermore,
expression of STINGN153S triggered ISG expression in a TBK1-de-
pendent manner (Fig. 3D). In human pMMR CRC organoids, the
ectopic expression of STINGN153S was also sufficient to activate the
IFN pathway (Fig. 3E).

Upon activation, STING requires the phosphorylation of a spe-
cific serine at position 366 (S365 inmouse STING) to drive the tran-
scription of type I IFN genes (31). To test whether the observed
effects were specifically triggered by the STINGN153S mutation, we
next generated MC38 tumor cells that express the selective IFN-in-
active STING mutant S365A in combination with the N153S
mutant (STINGN153S/S365A) or the WT variant (STINGWT). IFN-β
production (fig. S4A), STAT1 phosphorylation (fig. S4B), and Isg15
expression (fig. S4C) triggered by the constitutively active
STINGN153S mutant were completely abrogated in MC38 tumor
cells that expressed the double-mutant STINGN153S/S365A and

Fig. 3. A strategy to genetically enforce STING signaling in cancer cells. (A) Electropherogram displaying the sequencing result of the PCR-amplified transgene
STINGN153S from genomic DNA of MC38 tumor cells. (B) GSEA of RNA-seq data to identify differentially expressed gene sets between WT versus STINGN153S MC38
tumor cells by using the Reactome database with a percentage cutoff of >0.2 (+ve NES: STINGN153S). (C) Phosphorylation of STAT1 in cultured MC38 cells was detected
by Western blotting. (D) The relative gene expression of Isg15 in WT versus STINGN153S MC38 tumor cells 16 hours after TBK1 inhibitor treatment was quantified by qPCR.
(E) The relative gene expression of ISG15 in pMMR (PDO#12) and STINGN153S-transduced (=pMMR+STINGN153S) cultured primary organoids was quantified by qPCR. The
data represent n = 3 independent experiments (D) or n = 2 to 3 technical replicates (E). One-way ANOVA (D) or Student’s t test (E) was used to determine significance.
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were also not induced by the STINGWT variant. Thus, even in the
presence of an intact MMR response, the engineered STINGN153S

constructs specifically drove cell-autonomous IFN signaling in
both murine and human colon cancer models.

Synthetically enforced STING signaling promotes
antitumor immunity
To explore the capacity of STINGN153S to induce immunogenic
TMEs in originally cold tumors, we next tested the effects of
tumor cell–intrinsic STINGN153S signaling in immunocompetent
animals. To this end, we subcutaneously injected STINGN153S-
transduced MC38 or parental WT MC38 cells into syngeneic
mice and first monitored tumor growth (Fig. 4A). Similar to
MMR deficiency (see Fig. 2, E and F), enforced STINGN153S signal-
ing in MC38 cells significantly reduced tumor growth in vivo
(Fig. 4B and fig. S5A), although the proliferation of STINGN153S-
transducedMC38 cells in vitrowas similar to that of theirWT coun-
terparts (fig. S5B). Next, we injected STINGN153S-transducedMC38
cells into immunocompromised nonobese diabetic–severe com-
bined immunodeficient (NOD-SCID) mice that lack an intact lym-
phoid compartment (32). In these animals, the STINGN153S-
expressing MC38 tumors grew similarly to WT MC38 tumors
(fig. S5C), indicating that the control of STINGN153S-transduced
MC38 cells in WT mice depends on the activation of lymphocytes.
To test whether this immune-mediated growth inhibition of
STINGN153S-expressing tumors was specifically dependent on
STINGN153S-triggered IFN signaling, we also injected
STINGN153S/S365A- and STINGWT-transduced MC38 control cells
into syngeneic mice. In contrast to STINGN153S-expressing
tumors, STINGN153S/S365A tumors grew similarly to STINGWT

tumors, demonstrating that active STINGN153S signaling is respon-
sible for growth inhibition in vivo (fig. S5, D and E).

Motivated by these results, we next studied the effects of tumor
cell–intrinsic STINGN153S signaling on the TME in WT animals
using flow cytometry and gene expression analysis. Consistent
with enforced IFN signaling in STINGN153S-transduced MC38
cells in vitro, we detected strong induction of the ISG marker
Isg15 in the STINGN153S-transduced tumors in vivo (Fig. 4C). Fur-
thermore, the chemokines Ccl5, Cxcl9, Cxcl10, and Cxcl11, which
mediate CTL and NK cell recruitment (25, 33, 34) into the tumor
tissue, were strongly up-regulated in the TMEs of STINGN153S-ex-
pressing tumor cells (Fig. 4D). Consistently, STINGN153S-express-
ing tumors contained increased frequencies of CTLs and NK
cells, while the frequencies of CD4+ T cells were unaltered
(Fig. 4E). These infiltrating CTLs in the STINGN153S-expressing
tumors were characterized by enhanced PD1 expression and in-
creased Ifng production compared to those of tumors formed by
WT MC38 cells, demonstrating that they are not only recruited to
the TME but also activated in response to tumor cell–intrinsic
STINGN153S signaling (fig. S5F). In line with these findings, the ex-
pression of additional cytotoxic effector molecules, such as Gzmb,
perforin 1 (Prf1), Ifng, and tumor necrosis factor (Tnf ), in the TME
was also strongly up-regulated (Fig. 4F). Thus, genetically enforced
STINGN153S signaling in pMMR tumor cells is by itself sufficient to
shape an immune cell–infiltrated and immunologically active TME
that exhibits the key requirements for productive antitumor
immunity.

Tumor cell–intrinsic STING enforcement sensitizes
ICI therapy
To test whether the expression of STINGN153S in a subset of cancer
cells could be sufficient to sensitize the TME to ICI treatment, we
mixed WT and STINGN153S-expressing MC38 cells before subcuta-
neous inoculation (Fig. 5A). Without additional treatment, tumors
that contained less than one-third STINGN153S-expressing MC38
cells (=mixSTINGN153S) grew equally to pure WT MC38 (=WT)
tumors (Fig. 5B). However, ICI treatment with anti-PD1 and
anti-CTLA4 inhibitors significantly strengthened the regression of
mixSTINGN153S tumors and improved survival of the animals
(Fig. 5C and fig. S6B). Furthermore, within the responsive
mixSTINGN153S-containing tumor tissues, we detected an en-
hanced inflammatory state with increased expression of Ccl5,
Cxcl9, and Cxcl10 (Fig. 5D); increased frequencies of CD8+ den-
dritic cells (DCs) (CD11c+, CD11b−, and CD8+), which are critical
for tumor antigen cross-presentation and priming of CD8+ T cells
against tumor antigens (35, 36); and increases in CTL infiltration.
However, there were no differences in CD4+ T cell infiltration
(Fig. 5E). Increases in CTLs were also observed in the draining
lymph nodes (Fig. 5F). Consistent with productive DC and cytotox-
ic activity, the expression of Il12, a DC-derived cytokine that shapes
antitumor immunity, and Ifngwas also significantly up-regulated in
STINGN153S-containing tumors (Fig. 5G). Thus, genetically en-
forced STINGN153S signaling in a subset of tumor cells is sufficient
to enhance ICI therapy responsiveness.

Expression of STINGN153S in a subset of tumor cells
reprograms the TME
To dissect the mechanisms by which synthetically enforced STING
signaling sensitizes cells to ICI treatment, we analyzed the TMEs of
mixed STINGN153S tumors and WT tumors under equal growth
conditions (see Fig. 5B) using cellular indexing of transcriptomes
and epitopes by sequencing (CITE-seq) (37). CITE-seq is a
single-cell methodology that enables transcriptomic analysis of in-
dividual cells within complex tissues that are pretagged with bar-
coded antibodies directed against cellular markers. After labeling
the cellular suspensions from growing tumors ex vivo with a
custom-generated antibody panel, we performed an integrated
TME analysis on a joint embedding computed by the variational
autoencoder TotalVI (38). By clustering the cells in latent space
using modularity maximization, we identified 16 cell population
clusters in both TMEs based on gene expression and antibody-
derived tag (ADT) abundance (Fig. 6A and fig. S6A). When we
compared the TMEs of mixed STINGN153S MC38 tumors to those
of pure WT control MC38 tumors, we did not identify any overt
differences in the overall composition of either the CD45+
immune or CD45− nonimmune cellular subpopulations (Fig. 6B
and fig. S6B). This finding was further confirmed by fluores-
cence-activated cell sorting (FACS) analysis and cellular staining
of the TME for CD4 T cells (CD4+), CD8 T cells (CD8+), NK
cells (NK1.1+), DCs (CD11c+), or CD8+ DCs (CD11c+, CD11b−,
CD8+) (fig. S6C). However, differential gene expression analysis
within the tumor-infiltrating cells using diffxpy coupled with
gene set enrichment using g:profiler on the GO:BP database re-
vealed, specifically in the STINGN153S-containing tumors, enrich-
ment of key antigen processing and presentation pathways such as
“processing and presentation of endogenous peptide antigens via
major histocompatibility complex class I (MHCI),” as well as IFN
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signaling signatures such as the “response to IFN-β” and “response
to IFN-γ” (Fig. 6C). Next, we applied an eigengene score approach
to identify the cellular clusters that contribute to these overall dif-
ferential expression signatures (Fig. 6D). Several types of APCs, in-
cluding macrophages and DC subsets, such as MHCII+ DCs,
CD11b+ DCs, and plasmacytoid DCs (pDCs), together with the
CD45− nonimmune cells, were among the strongest contributors
to the enhanced activation of antigen presentation and IFN signal-
ing in the TMEs of STINGN153S-expressing tumors (Fig. 6D).
Among these, a strong enrichment for antigen processing and pre-
sentation as well as IFN signaling was particularly detected in the

two DC clusters “MHCII+ DCs” and “CD11b+ DCs” (fig. S6D).
These cells represent APC populations that are important for the
initiation of antitumor immunity. Thus, synthetic enforcement of
STINGN153S signaling in a fraction of tumor cells is sufficient to re-
program the TME of originally cold tumors and sensitize these
tumors to ICI therapy.

DISCUSSION
By exploring mechanisms that promote antitumor immunity in
dMMR CRC, we found that defects in the MMR machinery not

Fig. 4. Synthetically enforced STING signaling promotes antitumor immunity. (A) Schematic representation of the experimental setup in vivo. (B) Growth of sub-
cutaneously inoculated WT and STINGN153S MC38 tumor cells in syngeneic WT C57Bl/6 mice (n = 5). (C to F) Subcutaneously grown tumors were explanted on day 17 for
qPCR and FACS analysis. (C) The relative gene expression of (C) ISGs (Isg15) and (D) chemokines (Ccl5, Cxcl9, Cxcl10, Cxcl11) was quantified by qPCR. (E) FACS results.
Representative dot plots and percentages (CD4, CD8, NK1.1) of live/CD45+ cells are displayed. (F) The relative gene expression of cytotoxic effector molecules (Gzmb, Prf1,
Ifng, Tnf ) was quantified by qPCR. The data are presented as the mean ± SEM (B). Student’s t test was used to determine significance.
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only increase TMB but also result in an accumulation of DNA in the
cancer cell cytosol, which stimulates the innate immune sensor
cGAS to activate STING signaling. This tumor cell–intrinsic
pathway is key to shaping a hot TME with productive antitumor
activity. These findings are in line with two independent studies
that recently also reported that MLH1-mutated CRC cells engage
STING signaling for antitumor immunity (19, 39). We additionally
demonstrate that MSH2 deficiency activates the cGAS-STING-IFN
pathway and provide data from dMMR and pMMR CRC patients
and patient-derived CRC organoids, demonstrating that dMMR

triggers epithelial cell–intrinsic IFN engagement in human CRC.
Thus, the loss of genomic integrity in CRC cells induces tumor
cell–intrinsic STING and IFN activation and an antitumorigenic in-
flammatory TME.

On the basis of these insights, we envisioned that synthetically
enforced STING signaling within tumor cells may be sufficient to
create hot TME niches in originally cold tumor tissues. To test
this, we used SAVI-STING variants isolated from patients with an
autoinflammatory disorder that are characterized by gain-of-func-
tion point mutations near the STING dimerization site (28). Ectopic

Fig. 5. Tumor cell–intrinsic STING enforcement sensitizes to immune checkpoint inhibitor therapy. (A) Schematic representation of the experimental setup in vivo.
Growth of subcutaneously inoculatedWT or mixSTINGN153S MC38 tumors in syngeneic C57Bl/6 mice (B) treated with isotype control (=iso) (n = 4) or (C) treated with anti-
PD1/anti-CTLA4 (=ICI) (n = 8 to 10) every 3 days (black arrows). (D to G) Subcutaneously grown tumors that were treated with ICI therapy were explanted on day 21 for
qPCR and FACS analysis. The relative gene expression of (D) chemokines (Ccl5, Cxcl9, Cxcl10) was quantified by qPCR. FACS was performed, and the (E) percentages (CD8,
CD8+ DCs, CD4) of live/CD45+ cells in the tumor and (F) percentages (CD8) of live/CD45+ cells in the draining lymph node (dLN) are shown. (G) The relative gene ex-
pression of cytokines (Ifng, Il12) was quantified by qPCR. The data are presented as the mean ± SEM (B and C). Student’s t test (D to G) was used to determine significance.
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Fig. 6. The expression of STINGN153S in a subset of tumor cells reprograms the TME. CITE-seq analyses of subcutaneously grown WT and mixed STINGN153S MC38
tumors. (A) UMAP plot of annotated clusters displaying the individual clusters. (B) Cellular composition of cell clusters in WT and mixed STINGN153S tumors. (C) Differ-
entially expressed gene sets determined by GSEA by using g:profiler for all GO:BP terms enriched for fewer than 400 genes considering all clusters. (D) Violin plot dis-
playing how strongly the different clusters contribute to the differentially expressed genes observed in (C).
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expression of gain-of-function STINGN153S was sufficient to induce
cell-autonomous STING signaling in the absence of MMR defi-
ciency in murine and human CRC. These STINGN153S-expressing
cancer cells created hot TMEs characterized by excessive expression
of TIL-recruiting chemokines and strong infiltration of activated
CTLs and NK cells with expression of cytotoxic effector molecules
such as Gzmb, Prf1, Ifng, and Tnf. Thus, synthetically enforcing
STING signaling in cancer cells is sufficient to induce those inflam-
matory cues that are needed to recruit and prime CTLs into the
TME even in the absence of a hypermutator phenotype.

Single-cell analysis demonstrated that the introduction of consti-
tutively active STING into only a subset of cancer cells already
induces inflammatory remodeling of the TME with changes in
gene expression signatures within defined immune cell subpopula-
tions that indicate up-regulated APC functionality and antigen pro-
cessing in DCs, which are critical for tumor antigen cross-
presentation and coupling of innate to adaptive immunity. Consis-
tently, tumors that contained STINGN153S-expressing cancer cells
were sensitized to ICI therapy with superior antitumor immune re-
sponses upon anti-PD1 and anti-CTLA4 treatment. Because effec-
tive ICI responses require a productive DC:T cell interaction (40),
our data provide proof of principle that synthetically enforced
STING signaling in tumor cells promotes APC:CTL cross-talk in
the TME via activation of APCs, production of chemokines and cy-
tokines that attract TILs, and priming of CTLs and indicate that this
strategy could be further explored as a therapeutic concept to sen-
sitize tumor tissues to ICIs. While our study was triggered by the
observation that STING signaling in dMMR CRC shapes effective
antitumor immunity, it is conceivable that genetically enforced
STINGN153S signaling could also sensitize cancer tissues beyond
CRC, which needs to be further investigated.

Our strategy of TME reprogramming via synthetically enforced
STING signaling in cancer cells could offer some advantages over
current TME-modulating approaches that inject small-molecule
STING agonists in vivo (41–43). On the one hand, small-molecule
STING activators exert unwanted side effects on immune effector
cells, including CD8+ T cells, in which STING signaling blocks pro-
liferation and induces apoptosis; this disables CTL function (44–47)
or results in the recruitment of suppressor cells and up-regulation of
inhibitory molecules such as PDL1 that impede the antitumor
immune response (48–50). On the other hand, endogenous
STING in tumor cells is frequently down-regulated or inhibited
(51–54), resulting in inadequate pharmacological targetability by
small molecules. These mentioned difficulties are exemplary
reasons illustrating that although there are constantly new small-
molecule STING agonist formulations being developed and
tested, their success is limited (42, 55). Our concept of synthetically
enforcing STING signaling selectively in tumor cells could in prin-
ciple overcome these hurdles. However, for clinical translation,
several key points must be addressed. The most important next
step is the development of effective protocols for constitutively ac-
tivating STING gene transfer into the tumor cells of patients. One
possibility is the isolation of cancer cells from biopsies and ex vivo
manipulation and reinjection of engineered STING-expressing cells
into the tumor tissues. Alternatively, gene transfer protocols based
on viral vectors (56), mRNA vaccines (57, 58), or cell-directed lipid
nanoparticles (59, 60) could be used to express synthetically consti-
tutively active STING variants in tumor cells in vivo. Because selec-
tive activation of STING signaling in cancer cells is sufficient to

appropriate the TME for ICI responsiveness, this approach is a
promising TME-modulating strategy to combine with ICI therapy
and to hopefully provide additional clinical benefits for cancer
patients.

MATERIALS AND METHODS
Study design
This was a preclinical and translational study with the aim of inves-
tigating the mechanisms governing ICI therapy responsiveness in
dMMR tumors and potentially using these mechanisms to sensitize
pMMR tumors to ICI therapy. For TMB assessment and transcrip-
tional analysis of human CRC, we used publicly available datasets
from the TCGA and patient-derived primary organoids. To study
MMR deficiency in tumor cells, we genetically modified murine
MC38 tumor cells with CRISPR-Cas9 for cell culture assays in
vitro and for subcutaneous tumor models in vivo. After establishing
the role of STING signaling in the antitumor immunity of dMMR
tumors, we tested the impact of constitutive STING activation in
pMMR tumors. For this, patient-derived primary CRC organoids
and murine MC38 tumor cells were retrovirally transduced with a
constitutively active STING variant for cell culture assays in vitro
and for subcutaneous tumor models in vivo. To test the therapeutic
potential of tumor cell–intrinsic constitutively active STING signal-
ing in combination with ICI therapy, subcutaneously grown tumors
in recipient mice were treated with ICI therapy. Investigators were
blinded to the tumor size measurements. The animal numbers are
stated in the figure legends, and replicates are presented as individ-
ual dots. The statistical methods are described below and indicated
in the figure legends.

Derivation and biobanking of CRC organoids
Resection samples from CRC patients were provided by the Univer-
sity Cancer Center Frankfurt (UCT). All materials were collected as
part of the interdisciplinary Biobank and Database Frankfurt
(iBDF) after written informed consent was obtained, and the
study was approved by the institutional review board of the UCT
and the Ethical Committee at the University Hospital Frankfurt
(ethics vote: 4/09; project numbers: SGI-06-2015 and SGI-12-
2018). After pathological assessment of the tumor and adjacent
normal regions, the samples were rapidly processed on ice. Necrotic
regions were removed, and tissues were cut with scalpels into pieces
(~1 to 2 mm diameter). Three to five randomly chosen pieces were
immediately frozen at −80°C for subsequent DNA/RNA isolation.
WES and RNA-seq were performed as part of a CRC organoid-
stroma biobank that will be published elsewhere (manuscript in
revisions).

WES and RNA-seq of CRC organoids
For WES analysis, from each sample, genomic DNA from tumor,
tumor organoids, and normal adjacent tissue was subjected to
whole-exome analysis. A total of 450 ng of genomic DNA was
used for library preparation using an Agilent Low Input Exome-
Seq Human v6 kit. Indices were introduced using an Agilent Sure-
Select XT kit, and sequencing was performed on HiSeq 4000 at the
Genomics and Proteomics Core Facility at the DKFZ Heidelberg.
Pathological variants were detected by following GATK best prac-
tices (61) using Mutect2 (GATK3 v3.8). In addition, we used the
variant callers Mutect1 v1.1.7 (62) and VarScan2 v2.4.3 (63).
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Only variants with a variant allele frequency (VAF) cutoff of 5%
identified by Mutect2 and confirmed by one of the other two
variant callers were considered and annotated using the Ensembl
variant effect predictor (VEP v99) (64). Identified mutations in
MMR genes are listed in table S1. Total number of detected muta-
tions and the sum of allele frequencies of the identified variants of
the indicated recurrent mutations are listed in table S2. For RNA-
seq analysis, the total RNA concentration was measured using a
Qubit RNA HS Assay Kit assay (Thermo Fisher Scientific). For
library generation, a SMARTer Stranded Total RNA Sample Prep
Kit–HI Mammalian kit (Takara Bio) was used following the manu-
facturer’s recommendations. One microgram of input total RNA
was fragmented in Bioruptor (Diagenode) for 5 min for samples
with RNA integrity numbers (RINs) of >7 and 4 min for samples
with RINs of 4 to 7 and chilled on ice. The final libraries were mea-
sured via Qubit und ScreenTape analysis before multiplexing. RNA-
seq was performed using a TruSeq RNA 50 cycle kit (Illumina) and
run on a HiSeq 2000 instrument (Illumina) at the Genomics and
Proteomics Core Facility at the DKFZ Heidelberg. After the data
quality was checked using FastQC, the reads were aligned using
STAR version 2.7a. The read counts were computed by the STAR
function “quantMode” using the reference genome GRCh38.
Gene annotation was performed using the biomaRt R package
(version 2.38.0). Differential gene expression analysis was per-
formed in an unpaired manner using the DESeq2 R package (ver-
sions and 1.32.0). GSEA was performed using the fgsea R package
(version 1.18.0) as reported previously (65). Genes with a base
mean < 20 were removed before they were ranked ascendingly
based on the log2 fold change. The ranked gene list was then com-
pared against the 1635 Reactome gene sets of the MSigDB database
(version 7.4) using the “fgsea” function with default settings. Nor-
malized enrichment scores (NESs) and P values were used for sub-
sequent analyses. The differential gene expression analysis results
between dMMR and pMMR organoid samples are shown in table
S3. For fig. S1A, all Reactome gene sets with P ≤ 0.01 were plotted in
a bubble chart, with one bubble representing one gene set. The
bubble color depicts the negative decadic logarithm of the P
value, while the bubble size depicts the fraction of the number of
leading edge genes as reported by fgsea over the number of total
genes in the gene set.

Human COADREAD samples (TCGA)
Clinical and mutation analysis data for the Colorectal Adenocarci-
noma TCGA PanCancer Atlas dataset (https://pubmed.ncbi.nlm.
nih.gov/29596782/) were downloaded via the cBioPortal for
Cancer Genomics (https://pubmed.ncbi.nlm.nih.gov/22588877).
In total, 524 tumor samples with complete clinical and mutation
calling information were available (as of February 2020). Mutation
calls for the four genesMLH1,MSH2, POLE, and POLD1 were used
to assign each tumor sample to one of two categories: pMMR, with
WT MLH1, MSH2, POLE, and POLD1, and dMMR, with at least
one mutation in MLH1, MSH2, POLE, or POLD1. The mutations
considered were missense, nonsense (premature stop codon),
frameshift insertion or deletion, in-frame deletion, and splice-site
mutations (see table S1). The tumor sample mutation counts re-
ported by TCGA were normalized to a human whole-exome size
of 30 Megabase pairs (Mbp) and reported as the mutation count
per Mbp. For the same 524 tumor samples, the gene expression
values for 20,531 genes obtained by RNA-seq were downloaded

via cBioPortal. The siggenes R package (version 1.72.0) was used
to identify genes differentially expressed between dMMR and
pMMR tumors. The differentially expressed genes were ranked by
their fold change, and the ranked gene list was used as input for a
preranked GSEA using the fgsea R package (version 1.18.0) against
the Reactome gene sets of the MSigDB database (version 7.4) as
available in the msigdbr R package (version 7.5.1). For Fig. 1B, all
Reactome gene sets with an adjusted P ≤ 0.05 were plotted in a
bubble chart, with one bubble representing one gene set. The
bubble color depicts the NES, while the bubble size depicts the frac-
tion of the number of leading edge genes as reported by fgsea over
the number of total genes in the gene set.

Mice
All animal work was conducted in accordance with German Federal
Animal Protection Laws and approved by the government of Upper
Bavaria (Regierung von Oberbayern, Munich, Germany). For
murine tumor transplantation experiments, C57BL/6 mice were
purchased from Charles River Laboratories, and NOD-SCID mice
were purchased from The Jackson Laboratory (stock no. 001303).
Female 6- to 8-week-old mice were used for experiments. Tumor
size was measured with an electronic caliper every 3 days and cal-
culated by the following formula: V = (W2 × L)/2, where W is the
width (minor tumor axis) and L is the length (major tumor axis).
Mice were assessed by their general behavior, outer appearance,
body condition parameters, and body weight.

Cell culture
The mouse colon adenocarcinoma cell line MC38 was donated by
B. Nordic and cultured in Dulbecco’s modified Eagle’s medium
(DMEM; Gibco: 41966-029) containing 10% fetal calf serum
(FCS), 1% penicillin/streptomycin, 1% sodium pyruvate, 1% nones-
sential amino acids, 2% Hepes, and 0.05 mM β-mercaptoethanol.
Phoenix-Eco cells and human embryonic kidney (HEK)–293T
cells were cultured in DMEM (Gibco: 41966-029) containing 10%
FCS, 1% penicillin/streptomycin, 1% nonessential amino acids, and
1% sodium pyruvate. Organoid lines were maintained in complete
tumor expansion medium as described previously bySchnalzger
et al. (67). All cells were cultured under standard cell culture con-
ditions at 37°C in 5% CO2 and 95% humidity. The cells were rou-
tinely tested for mycoplasma contamination.

Tumor experiments and treatments
MC38 tumor cells [0.5 × 106, mixed 1:1 in phosphate-buffered
saline (PBS):Matrigel (Corning)] were injected subcutaneously
into the flanks of the recipient mice. Tumor-bearing mice were
treated with 250 μg of anti-PD1 (clone RPM1-14)/200 μg of anti-
CTLA4 (clone 9H10) (both Bio X Cell) or equal quantities of the
respective isotype controls rat immunoglobulin G2a (IgG2a)
(clone 2A3)/polyclonal Syrian hamster IgG (both from Bio X
Cell) by intraperitoneal administration. The mice were treated
every 3 days. For anti-IFNAR1 and anti-CXCR3 inhibitor experi-
ments, tumor-bearing mice were treated with or without anti-
IFNAR1 (200 μg per mouse) (clone: MAR1-5A3, Bio X Cell) or
anti-CXCR3 (200 μg per mouse) (clone: CXCR3-173; Bio X Cell)
at days 0, 3, 6, 9, 12, and 15 after inoculation.
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Gene editing
To generate knockout cell lines, single-guide RNA (sgRNA) se-
quences were designed using the CRISPR tool (http://crispr.mit.
edu), cloned into the CRISPR-Cas9 system plasmid pSpCas9(BB)-
2A-Puro (PX459) (a gift from F. Zhang, Addgene, plasmid no.
62988) or pSpCas9(BB)-2A-Neo (a gift from K.-I. Takemaru,
Addgene, plasmid no. 127762), and transfected into MC38 tumor
cells with Lipofectamine 3000 (Thermo Fisher Scientific). After
24 hours, the transfected cells were selected with the appropriate
antibiotics for 3 to 5 days and subsequently seeded in
96-well plates at one cell per well. Expanded cells were then
harvested, and knockout was validated by Western blotting.
sgRNA sequence: MLH1 sgRNA, GATGGTCCGTACGGACTCCC;
MSH2 sgRNA, AACATACATTCGTCAGACCG; cGAS
sgRNA, CGAGGCGCGGAAAGTCGTAA; STING sgRNA,
GTACCCAATGTAGTATGACC.

Retroviral modification of murine tumor cells and human
organoids
Mouse STINGN153S, STINGN153S/S365A, and STINGWT variants
were cloned into the MSCV-puro vector (a gift from T. Jacks,
Addgene, plasmid no. 68469) and the pMSCV-blasticidin vector
(a gift from D. Mu, Addgene, plasmid no. 75085) using standard
cloning techniques. MC38 tumor cells were transduced with
STING variant–containing vectors. Retroviral particles were pro-
duced with the Phoenix-Eco packaging cell line. Supernatants
were collected 48 hours after transfection, filtered through a 0.45-
μm filter, and used fresh or frozen at−80°C. Cells were infected with
the virus in the presence of protaminsulfat (Sigma-Aldrich). There-
after, cells with stable expression were selected by the addition of
puromycin (5 μg/ml; InvivoGen) or blasticidin (25 μg/ml; Invivo-
Gen) to the culture medium. The organoid lines were transduced
with MSCV-puro-STINGN153S or as a control with pMSCV-FLIP-
puro-dsRed-GFP-miRNA (a gift from B.-K. Koo, Addgene, plasmid
no. 32704). Retroviral vectors were packaged in HEK-293T cells
using pcDNA3.MLVgp (66) and pCMV-VSV-G (a gift from
B. Weinberg, Addgene, plasmid no. 8454) following the procedure
described by Schnalzger et al. (67). Cells with stable expression were
selected by the addition of puromycin (1 μg/ml) to the culture
medium for two passages.

In vitro proliferation assay
MC38 tumor cells (5 × 103) were seeded in a flat-bottom 96-well
plate. At each time point, absorbance was measured using the Cell-
Titer96 AQueous One Solution Cell Proliferation Assay Kit
(Promega) according to the manufacturer’s instructions.

Quantitative polymerase chain reaction
RNAwas isolated from 105MC38 tumor cells 24 hours after seeding
using the RNeasy Plus Micro Kit (QIAGEN) according to the man-
ufacturer’s instructions. For organoid lines, organoids were seeded
in triplicate wells and cultured for 3 days in tumor expansion
medium without puromycin before a medium change and an addi-
tional 16 hours of culture. Total RNA was collected using a Nucle-
oSpin-RNA kit (Macherey-Nagel) according to the manufacturer’s
instructions. Tumor tissue was homogenized in gentleMACS M
Tubes (Miltenyi) using the gentleMACS Dissociator (Miltenyi),
and then RNA was isolated using the RNeasy Mini Kit
(QIAGEN) according to the manufacturer ’s instructions. The

concentration of RNA was measured with a NanoDrop. RNA was
then reverse-transcribed into complementary DNA (cDNA) using
qScript reagent (Quantabio), and real-time polymerase chain reac-
tion (PCR) was performed using Takyon No ROX SYBRmix (Euro-
gentec). The gene expression levels were calculated by the ∆∆Ct
method and normalized to those of Gapdh.

The following murine primer sequences were used: Gapdh, 5′-
AACAGCAACTCCCACTCTTC-3′ (forward) and 5′-
CCTGTTGCTGTAGCCGTATT-3′ (reverse); Isg15, 5′-
GGTGTCCGTGACTAACTCCAT-3′ (forward) and 5′-CTGTAC-
CACTAGCATCACTGTG-3′ (reverse); Ccl5, 5′-
GCTGCTTTGCCTACCTCTCC-3′ (forward) and 5′-TCGAGTGA-
CAAACACGACTGC-3′ (reverse); Cxcl9, 5′-TCCTTTTGGGCAT-
CATCTTCC-3′ (forward) and 5′-
TTTGTAGTGGATCGTGCCTCG-3′ (reverse); Cxcl10, 5′-
CCAAGTGCTGCCGTCATTTTC-3′ (forward) and 5′-
GGCTCGCAGGGATGATTTCAA-3′ (reverse); Cxcl11, 5′-
GGCTTCCTTATGTTCAAACAGGG-3′ (forward) and 5′-
GCCGTTACTCGGGTAAATTACA-3′ (reverse); Gzmb, 5′-
CCACTCTCGACCCTACATGG-3′ (forward) and 5′-
GGCCCCCAAAGTGACATTTATT-3′ (reverse); Ifng, 5′-
CAGCTCCAAGAAAGGACGAAC-3′ (forward) and 5′-
GGCAGTGTAACTCTTCTGCAT-3′ (reverse); Prf1, 5′-AGCA-
CAAGTTCGTGCCAGG-3′ (forward) and 5′-GCGTCTCTCAT-
TAGGGAGTTTTT-3′ (reverse); Tnf , 5′-
ATGAGCACAGAAAGCATGATC-3′ (forward) and 5′-TA-
CAGGCTTGTCACTCGAATT-3′ (reverse); Il12, 5′-
TGGTTTGCCATCGTTTTGCTG-3′ (forward) and 5′-ACAGGT-
GAGGTTCACTGTTTCT-3′ (reverse). The following murine
primer sequences for cytosolic DNA quantification were used:
Gapdh, 5′-CAACTGCTTAGCCCCCCTGG-3′ (forward) and 5′-
GCAGGGTAAGATAAGAAATG-3′ (reverse). The following
human primer sequences were used: GAPDH, 5′-AGCCA-
CATCGCTCAGACAC-3′ (forward) and 5′-GCCCAATACGAC-
CAAATCC-3′ (reverse); ISG15, 5′-
GCGAACTCATCTTTGCCAGTA-3′ (forward) and 5′-CCAG-
CATCTTCACCGTCAG-3′ (reverse).

Inhibitor treatment
A total of 105 MC38 cells were seeded in a flat-bottom 96-well plate.
The cells were treated with 10 μM TBK1 inhibitor (InvivoGen) or
control medium for 16 hours. Total RNA was collected using the
RNeasy Plus Micro Kit (QIAGEN) according to the manufacturer’s
instructions. Organoid fragments were generated by dissociation
and seeding in Growth Factor Reduced Matrigel (Corning) and cul-
tured for 3 days before medium change and addition of 10 μM
TBK1 inhibitor or control complete tumor expansion medium for
an additional 16 hours. The experiments were performed in tripli-
cate wells, and RNA was collected using a NucleoSpin-RNA kit
(Macherey-Nagel) according to the manufacturer’s instructions.
For anti-IFNAR1 inhibitor experiments, RNA was isolated from
MC38 tumor cells 24 hours after treatment with anti-IFNAR1 (30
μg/ml) (clone: MAR1-5A3; Bio X Cell) by using the RNeasy Plus
Micro Kit (QIAGEN) according to the manufacturer’s instructions.
Quantitative PCR (qPCR) was performed as described in the previ-
ous section.
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Isolation of cytosolic DNA
After 48 hours of culture, the cytosolic fraction of 5 × 106 MC38
tumor cells was isolated using a mitochondrial isolation kit
(Thermo Fisher Scientific) as reported (19). The manufacturer’s
protocol was followed until the cytosolic fraction was obtained.
Then, DNA from the cytosolic fraction was isolated using a
QIAGEN DNeasy blood and tissue kit (QIAGEN) according to
the manufacturer’s instructions. The DNA amount was measured
with Qubit 4 using the Qubit 1× dsDNA HS Assay Kit following
the manufacturer’s instructions. To quantify the relative amount
of DNA in the cytosolic fraction, qPCR with primers specific for
genomic DNAwas performed as described in the “Quantitative po-
lymerase chain reaction” section. The relative DNA amount was cal-
culated by normalization to the DNA amount of the WT condition.

Enzyme-linked immunosorbent assay
After 24 hours of culture, 2.5 × 105 MC38 tumor cells were washed
with ice-cold PBS and harvested in M-PER Buffer (Thermo Fisher
Scientific). The lysates were clarified by centrifugation at 20,000g/
4°C for 10 min and then stored at −80°C or used fresh. cGAMP
enzyme-linked immunosorbent assay (ELISA) was then performed
according to the manufacturer’s instructions (Cayman Chemical).
To measure IFN-β in the cell culture medium, MC38 tumor cells
were cultured for 48 hours, and the supernatants were harvested
and stored at −80°C or used fresh. Then, mouse IFN-β ELISA
was performed according to the manufacturer’s instructions (PBL
Assay Science).

Immunoblotting
MC38 tumor cells were washed with ice-cold PBS and harvested in
radioimmunoprecipitation assay buffer (Sigma-Aldrich) supple-
mented with protease inhibitors, 10 mM NaF, and 4 mM Na3VO4
(Calbiochem). The lysates were clarified by centrifugation at
20,000g at 4°C, and the protein concentration was determined
with the Pierce BCA Protein Assay Kit (Thermo Fisher Scientific).
The proteins in 15 μg of sample were denatured with NuPAGE LDS
Sample Buffer (Thermo Fisher Scientific) for 10 min at 70°C, sub-
sequently separated on a 10% polyacrylamide gel, transferred onto a
nitrocellulose membrane (Cytiva), blocked with 5% nonfat dry milk
in tris-buffered saline with Tween 20 (TBST) buffer (0.1% Tween
20) for 1 hour, and probed with the following primary and second-
ary antibodies: MLH1 (ab92312, Abcam), MSH2 (ab70270,
Abcam), cGAS (#31659, Cell Signaling Technology), STING
(#13647, Cell Signaling Technology), STING (#50494, Cell Signal-
ing Technology), phospho-STAT1 (#8826, Cell Signaling Technol-
ogy), phospho-STAT1 (#9167, Cell Signaling Technology), STAT1
(#9172, Cell Signaling Technology), HSP60 (BD Biosciences),
anti-mouse IgG–horseradish peroxidase (HRP) (Cell Signaling
Technology), and anti-rabbit IgG-HRP (Cell Signaling Technolo-
gy). Visualization was performed by using Pierce ECLWestern blot-
ting substrates (Thermo Fisher Scientific).

Sample preparation—flow cytometry
For FACS analysis, MC38 mouse tumors were cut into small pieces,
dissociated using a mouse tumor dissociation kit (Miltenyi) with
the gentleMACS Octo Dissociator (Miltenyi), and filtered through
100- and 30-μm strainers. Then, immune cells were isolated from
the resulting single-cell suspension using mouse CD45 (TIL) Mi-
croBeads (Miltenyi) with a MACS Separator (Miltenyi). For

intracellular cytokine staining, cells were incubated with 100 nM
phorbol 12-myristate 13-acetate, 1 μM ionomycin (both Sigma-
Aldrich), and brefeldin A (BioLegend) for 4 hours at 37°C. The
cells were then stained with Fixable Viability Dye (eBioscience).
After blocking with anti-CD16/32 and anti-CD16.2 (both from Bi-
oLegend), the following fluorochrome-coupled antibodies were
used for flow cytometric analysis:

Marker Fluorophore Clone

CD45 PerCP-Cy5.5 30F-11

TCRb APC-Cy7 H57-597

CD4 PE-Cy7 GK1.5

CD8 FITC 53-6.7

IFNg PE XMG1.2

PD1 BV421 – ef450 29F.1A12

NK1.1 APC PK136

CD11c BV785 N418

CD11b AF700 M1/70

CD19 BUV395 1D3

Data were collected with LSRFortessa (BD Biosciences) and an-
alyzed using FlowJo (BD Biosciences).

RNA sequencing
After 24 hours of culture, RNAwas isolated from 105 MC38 tumor
cells using the RNeasy Mini Kit (QIAGEN) according to the man-
ufacturer’s instructions. Next, library preparation for bulk sequenc-
ing of poly(A)-RNA was performed as described previously (68).
Briefly, the barcoded cDNA of each sample was generated with
Maxima RT polymerase (Thermo Fisher Scientific) using oligo-
dT primers containing barcodes, unique molecular identifiers
(UMIs), and an adaptor. The ends of the cDNAs were extended
by a template switch oligo (TSO), and full-length cDNAwas ampli-
fied with primers binding to the TSO site and the adaptor. An NEB
UltraII FS kit was used to fragment cDNA. After end repair and A-
tailing, a TruSeq adapter was ligated, and 3′-end fragments were
finally amplified using primers with Illumina P5 and P7 overhangs.
In comparison to the method of Parekh et al. (68), the P5 and P7
sites were exchanged to allow sequencing of the cDNA in read1 and
barcodes and UMIs in read2 to achieve better cluster recognition.
The library was sequenced on a NextSeq 500 (Illumina) sequencer
with 63 cycles for the cDNA in read1 and 16 cycles for the barcodes
and UMIs in read2. The data were processed using the published
Drop-seq pipeline (v1.0) to generate sample- and genewise UMI
tables (69). The reference genome (GRCm38) was used for align-
ment. Transcript and gene definitions were used according to
GENCODE version M25. Differential gene expression was assessed
with the DESeq2 package (70) in R (version 3.6.2). Preranked GSEA
was performed with the gseapy Python package (version 0.10.1)
(71) using the Reactome pathway database.

Cellular indexing of transcriptomes and epitopes by
sequencing
Sample and library preparation
For both the pure WT MC38 and mixed STINGN153S conditions,
three subcutaneously grown tumors (see the “Tumor experiments
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and treatments” section) were harvested, and the isolated cells were
pooled into one sample; labeled with CITE-seq antibodies against
CD45 (clone 30-F11), CD3 (clone 17A2), CD4 (clone RM4-5),
CD8a (clone 53-6.7), CD11b (clone M1/70), CD11c (clone N418),
NK1.1 (clone PK136), CD19 (clone 6D5), Ly6C (clone HK1.4),
Ly6G (clone 1A8), F4/80 (clone BM8), I-A/E-I (MHCII) (clone
M5/114.15.2), CD279 (PD1) (clone RMP1-30), and CD274
(PDL1) (clone MIH6); and enriched for live/CD45+ cells by
sorting (BD FACSAria Fusion). For each genotype, CD45+ and
CD45− cells were pooled in a 1:1 ratio. The sorted cells were then
washed once with PBS + 2% FCS and subsequently counted to de-
termine the exact cell number. The fraction of dead cells was esti-
mated by trypan blue staining. The pooled cell suspensions were
immediately used for single-cell RNA-seq with feature barcoding
library preparation with a target recovery of 10,000 cells. Libraries
were prepared using Chromium Single Cell 3′ Reagent Kit v3.1 (10X
Genomics, PN-1000269) and the 3′ Feature Barcode Kit (10X Ge-
nomics, PN-1000262) according to the manufacturer’s instructions.
All libraries from gene expression and feature barcoding were
pooled and sequenced according to 10X Genomics’ recommenda-
tions on an Illumina NovaSeq 6000 system with a target read depth
of 50,000 reads/cell gene expression libraries and 5000 reads/cell for
feature barcoding libraries.
Raw data processing
The raw read data were mapped to version GRCm38 release 101
with Cell Ranger.
Quality control and preprocessing
Count data tables were loaded into and analyzed in Scanpy (version
1.7.2) (72) according to a recently published best-practices pipeline
(73). Quality control of the mapped data was performed separately
for ADT and for RNA data based on the joint distribution of count
depth and the number of genes expressed. The ADT data were fil-
tered to a minimum of 800 and a maximum of 15,000 counts, and
the RNA data were filtered to a minimum of 200 and a maximum of
10,000 genes. Only cells passing both thresholds were retained for
downstream analysis, leaving a dataset of 4086 cells that passed this
filtering. To make the cellular profiles comparable and remove the
effects of sequencing depth, we normalized the RNA and ADT data.
The RNA data were normalized using the scran pooling method
(74) via the computeSumFactors() function implemented in the
Scran package (version 1.14.1) and subsequently log+1-trans-
formed. ADT data were normalized using the Seurat implementa-
tion (version 3.0.2) (75) of the centered log ratio transform, clr

clrðxÞ ln
xi

gðxÞ
; . . .; ln

xD

gðxÞ

� �

where g(x) is the geometric mean of the vector, x represents the cells,
and i to D represent all ADT features.
Clustering and annotation
To generate joint embedding of the protein and the RNA data,
TotalVI (as implemented in scvi-tools version 0.13.1) (38) was
used with the parameters n_layers=2 and latent_distribution=‘nor-
mal’. A k-nearest neighbor graph was computed on the latent space
generated by TotalVI using the Euclidean norm to compute the
k = 15 nearest neighbors via the Scanpy function sc.pp.neighbors.
To visualize the data, a UniformManifold Approximation and Pro-
jection (UMAP) (76) representation (package: umap-learn, version
0.5.1) was computed on this neighborhood graph. Cells were

clustered with the Leiden algorithm (package: leidenalg, version
0.8.7) (77) on that neighborhood graph using resolution = 1. The
clusters were then annotated jointly using the protein and RNA
data. To make the results of this analysis comparable to the FACS
data, the clusters were annotated predominantly on the basis of the
protein abundance levels.
Differential expression analysis
Because of the small number of cells per cell type and the small total
expression changes, we first tested differential expression over all
cell types. Differential expression between the WT and the
STINGN153S mutant was tested with Diffxpy (version
0.7.4+18.gb8c6ae0) (78). Diffxpy fits a negative binomial model to
the raw count data and allows the addition of covariates into the
model. Here, we fit the model

Y ≏ 1þ condition

where the condition is eitherWT STING or the STINGN153S mutant
in a one-hot encoded covariate. Furthermore, we add the size
factors from Scran as an offset to the model. The differential test
was performed via a Wald test over the condition covariate per
gene for all genes expressed in at least 50 cells in the tested
cluster. Multiple testing correction was performed via the Benjami-
ni-Hochberg method (79). Differentially expressed genes were fil-
tered to a corrected P value below 0.05.
Gene set scoring
As described, per cell type, differential expression tests did not have
enough power. To still identify the population from which the dif-
ferential expression signature arose, we used singular value decom-
position–based scoring by performing principal components
analysis (PCA) on the significantly up-regulated genes and using
the first component of the PCA as the score (80), according to the
equation

X ¼ UΣVT

Here,X represents the gene expressionmatrix size n x m, where n
are the signature genes andm are the cells.U andV arem ×m and n
× n orthogonal matrices, respectively, and Σ is a rectangular diago-
nal matrix. We then used the first column of U as a signature score.
We then ranked the cell populations based on the difference in the
mean score between the WT and the STINGN153S mutant. Gene set
enrichment was performed with g:profiler (package gprofiler-
offical, version 1.0.0) (81) on all GO:BP (releases/2021-05-01)
terms that were enriched for more than 400 genes. Filtering on
gene set size was performed to exclude terms that were too
general. All genes expressed in the dataset were used as the
background.

Statistical analyses
Statistical analyses were performed usingGraphPad Prism. The stat-
istical tests are described in the respective figure legends. In short,
unpaired two-tailed Student’s t test (comparison of two groups), or-
dinary one-way analysis of variance (ANOVA) combined withDun-
nett’s multiple comparison test (comparison of more than two
groups), and log-rank (Mantel-Cox) test were used. The data are
presented as the mean ± SD if not stated otherwise. P < 0.05 was
considered to indicate statistical significance (*P < 0.05;
**P < 0.01; ***P < 0.001; ****P < 0.0001).
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